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#### Abstract

The work in this thesis primarily revolves around efficient algorithmic frameworks for settings where information is not readily available. Specifically, we look at limitations of provided information from three main angles: (1) Information is difficult to quantify. In this line of work we focused on distortion in voting (JAIR'22, AAAI'22), which is the notion that quantifies the impact of being able to use only limited information on the social welfare of the outcome (i.e. in terms of approximation). Here we study both the effects of various forms of limited information on metric distortion and also the distortion of a very popular mechanism, STV, in relation to the dimensionality of the underlying metric space. (2) Information is private to strategic agents and needs to be revealed to the algorithm through properly designed incentives. This area is commonly referred to as mechanism design and my related work focuses on fighting strong impossibility results by restricting our analysis in "natural" sub-classes of the general instance space (WINE'21). In this setting we have studied the approximability of the facility location problem by truthful mechanisms, whose allocation is aligned with the agent incentives. (3) Communication is expensive. Combining this restriction along with the strategic environment described previously, we show that known mechanisms have implementations with asymptotically optimal communication complexity (SAGT'20, full version under minor revision TOCS'23). In most of our works, our objective is to maximize the social welfare. Furthermore, some work has been focused on a classical aspect of algorithmic game theory, that of equilibrium computation, where we study the complexity of computing a Pure Nash Equilibrium in linear weighted congestion games and also show an efficient algorithm for computing approximate equilibria in a natural subclass of Max-Cut games (ICALP'20).
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## Chapter 1

## Extended Abstract in Greek

### 1.1 Eı $\sigma \gamma \boldsymbol{\omega} \boldsymbol{\gamma} \dot{\eta}$
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 puमéva ralvvía ounpópnons (Weigthed Congestion Games).
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 $\omega \nu k$ бтnレ ยuษモía ( $k$-Facility Location Game).
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### 1.3.1 Метрıки́ Парацо́рчюоŋ ило́ Перьорьбие́vєऽ Плпрочорі́s















































































### 1.3.2 $\Delta \iota \alpha \sigma \tau \alpha \sigma \iota \mu$ о́ $\eta \tau \alpha$ каı $\Sigma u \nu \tau о \nu \iota \sigma \mu o ́ s ~ \sigma \tau \eta \nu ~ \Psi \eta-$ чочорía: Н ларацо́рчшоך тои STV
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 dimension).
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| Mechanism | Lower Bound | Dimension |
| :---: | :---: | :---: |
| Plurality | $2 m-1$ | 1 |
| Borda | $2 m-1$ | 1 |
| Copeland | 5 | 2 |
| Veto | $2 n-1$ | 1 |
| Approval | $2 n-1$ | 1 |




 $\nu \alpha$ трототоьп७єí $\sigma \varepsilon \mu \iota \alpha$.
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## $1.4 \Upsilon \pi о \lambda о \gamma เ \sigma \mu$ о́s เборрольஸ́v.

### 1.5 To $\pi \rho o ́ \beta \lambda \eta \mu \alpha$ Node Max-Cut $\chi \alpha \iota$ o $\Upsilon \pi$ лоخоүьбиós Iборротıஸ́v $\sigma \varepsilon B \varepsilon \beta \alpha p \eta \mu$ v́va 
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 $\chi \alpha \tau \alpha ́$ Nash (pure Nash equilibria) [178].
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### 1.6 Bı $\beta \lambda เ$ เоүрачıке́s $\pi \lambda$ прочорís
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## Chapter 2

## Introduction

Algorithmic game theory is a powerful framework that lies in the intersection of computer science, mathematics and micro-economics. It's main focus is to address the challenges arising in strategic interactions among self-interested agents or between them and some authority. As an emerging field of study, it has received much research interest in the past years, motivated also by several real-world key problems. Some examples are:

- Modeling complex interactions: In many scenarios, the decisions of agents in multi-agent environments are interdependent, in the sense that each agent's preferred action depends on the choice of actions of others. Algorithmic game theory provides the mathematical tools to model and analyze such interactions, studying the behavior of such strategic agents by analyzing the complexity and quality of related equilibria using notions such as price of anarchy etc...
- Resource usage : A very common family of real-world problems is the need to have multiple agents compete over resources. A very well studied related example is congestion games, i.e. settings in which agents have to decide which resources to use in order to achieve their goals, keeping in mind that the cost of each resource depends on how many agents use it. A real world application of this type of games is modeling traffic on public road networks.
- Incentive-compatible mechanism design: In many strategic settings agents' behaviour is influenced by private information. Agents have the ability to misreport their private information in an attempt to manipulate the mechanism if that would grant them a more desirable outcome. In many applications a guarantee that the used mechanism does not allow such behaviour i.e. that the mechanism is designed in such a way that it elicits truthful information from the agents is desirable or even essential. Such mechanisms are called incentive-compatible and are also a big focus of algorithmic game theory. Furthermore, mechanisms might need to maximize other criteria
such as fairness or profit while taking into account the agents' preferences and constraints. Some applications can be found in auctions, voting systems, facility location, allocation of limited resources among agents etc...

The main focus of this work lies in the mechanism design aspect of algorithmic game theory and social choice, where we also study multi-agent environments from a non strategic point of view. Specifically, we focus on algorithmic frameworks for multi-agent problems in settings with not readily available information, from two perspectives:

- Information is private: In which case we need to create truthful mechanisms for environments with strategic agents.
- Information is limited: Where agents cannot or will not provide their full information, or information exchange is expensive.

The goal is to design algorithms or rules and protocols (mechanisms) that guarantee desirable approximation ratios over the optimal solutions when agents have limited or private information and also incentivize desirable behaviour, when agents hold private information. Furthermore, we are interested in understanding the limitations in designing such systems, i.e. some lower bounds on what the best possible achievable outcome could be, in each domain. On the incentivized version of mechanism design we focus on the paradigm of the facility location problem and introduce the notion of beyond worst case analysis in mechanism design. For the limited information, non-incentivized version, we focus on distortion in voting, a relatively newly introduced notion that measures the effect of having incomplete information in our ability to approximate the optimal social outcome. Furthermore, combining the notions of strategic incentives and limited information we study the communication complexity of well-studied single parameter environments, such as auctions and single-facility location and develop communication-wise asymptotically optimal mechanisms. Finally, dedicating some focus to the classical notion of equilibrium computation, we study the complexity of computing Pure Nash Equilibria, or approximate Pure Nash Equilibria in weighted congestion games.

## Mechanism design for strategic domains with private information:

The first type of problems we are going to present belong in the area of studying and designing truthful, or incentive-compatible, mechanisms. The main paradigms studied in this field have the following form: we take the role of an authority that tries to allocate various goods to agents or on some underlying environment the agents belong in. In this setting agents have private valuations over outcomes and they may behave strategically in order to manipulate the mechanism, if it is possible to elicit a better outcome for themselves in that manner. A key property we always want our mechanisms to have here is strategyproofness. I.e. to guarantee that no agent can be better off by misreporting their private information to the
mechanism. The two main paradigms we study in this setting are the facility location problems and auctions.

The facility location problem ([177]) embodies the trade-off between service accessibility and cost efficiency. In the version we study, a specific number of facilities need to be allocated with the objective of minimizing the social cost, i.e. the aggregate distances of agents to their closest facilities. This version of the problem is offline and facilities don't have a cost for being opened or operated over time. In this form, this is a very well studied ([116, 136, 166, 186, 111, 167]...) problem who's deterministic version has essentially been fully characterized ([112]) and who's randomized version has also been well studied.

Auction settings are also a very big field of study of algorithmic game theory. In general the idea is that the "seller" (mechanism) wants to sell single or multiple goods to agents participating in the auction. Typically agents have a private valuation that represents how much they want each item and they try to maximize their utility by trying to maximize the difference between their valuation and the price they finally pay for acquired items. There are many related settings, such as single item auctions ([220]), various forms of multi-item auctions such as multiitem auctions where multiple instances of the same item are sold, combinatorial auctions where agents want combinations of items, specific valuation domains such as sub-modular, sub-additive valuations etc... Many auction formats have also been studied like sealed bid auctions, where the agents submit their full valuations to the mechanism in sealed bids or ascending auctions where the price of the good ascends and bidders decide whether to keep participating or not.

In this setting of strategic mechanism design we study two main broad questions:

Question 1. Can we introduce beyond worst case analysis concepts in mechanism design in order to create mechanisms with good properties for "real-world" instances for problems for which no such mechanisms can exist in the general case? Can we also use this analysis to understand the nature of strategyproofness in said problems?

For this question we focus on the facility location problem for which very hard limitations have been shown regarding the existence of desired mechanisms. For example, we can have nice, i.e. bounded approximation and truthful mechanisms, only when we try to allocate up to two facilities on the line ([112]). With that in mind the idea of introduced the logic of beyond worst case analysis in mechanism design was conceived.

Beyond worst case analysis was first introduced as a mathematical framework to analyze problems that have been shown to be computationally hard in the worst case but seem to be not as hard to solve in most realized examples. This form of analysis defines concepts that capture this notion of "real-world" or "average" instances such as smoothness or perturbation stability and show that within these
notions the underlying problem becomes tractable (43, 31]). For the facility location problem specifically, the notion of perturbation stability was chosen, due to it's close relation to the clustering problem for which this beyond worst case notion has shown great success ([13, 33, 35, 34, 202, 203]). Essentially a clustering instance is perturbation stable if making small perturbations to it (or the metric space it resides on) does not affect the optimal clustering of the instance. In our case, instead of showing that restricting the instance space to perturbation stable instances allows us to create fast algorithms we want to show that we are able to create mechanisms with desired properties such as strategyproofness and good or bounded approximation that cannot exist in the general case.

Question 2. What is the optimal amount of information required in order to implement mechanisms for key problems without sacrificing the desired properties of the mechanism?

Efficient communication has always been a primary desideratum in mechanism design. There are many reasons for this interest such as the fact that extracting data from multiple distributed parties can be expensive, or the fact that communication serves as a proxy for information considerations, or even the realization that direct revelation is undesirable in the sense that it induces a high cognitive cost and bidders may be hesitant to completely disclose their valuation etc ([47, 4, 190, 164, 215])...

We study this concept for two main categories of problems: Auctions and facility location. Specifically we focus on single item auctions and multi-unit auctions with bidders with unit demands from the perspective of trying to minimize the communication between agents and the mechanism. For the facility location problem, we study 1-facility location which can also be considered as a modeling for voting schemes and focus on finding an approximate median, i.e. optimal solution, through sampling.

## Non strategic algorithm design in domains with limited information:

In many cases we need to design and study mechanisms in non strategic environments with objectives other than strategyproofness. A prominent example containing such questions is voting from the social choice domain. In voting people want to elect a desired candidate or a set of candidates. Every agent has a preference over the candidates and we want to create mechanisms that elicit top candidates that satisfy the majority as good as possible. There are many notions from social choice quantifying the quality of a winner such as the notion of a utilitarian winner, that maximizes the social welfare, or a Condorcet winner which is a candidate that wins when pairwise compared with any other candidate etc ([222, [223, [36, 124, 161])...

Even when agents are not strategic and willing to share their information it is
still a challenge to create mechanisms that guarantee such properties when they are applicable. A recent related research interest has focused in utilitarian voting, where there is an underlying numerical utility of each candidate for each voter, in the case where requiring full information from the voters is not possible. The main setting considers that even though each voter has exact utilities (numerical) for each candidate due to the high cognitive cost of realizing these utilities or due to the high value of private information they can only provide a ranking over the candidates that is consistent with their utilities. The notion of distortion then quantifies the impact of utilizing only limited information in the voting process on the social welfare of the outcome ([194]).

Again, we focus on two broad questions in this domain:
Question 3. What is the effect in metric distortion for single winner settings when information is further truncated?

Metric distortion refers to the setting where the utilities of the agents are embedded in a metric space ([18]) (i.e. are their "distances" to the candidates in that metric space). This problem has been studied extensively and a lower bound in distortion has been established (149) that has also later been matched by a deterministic mechanism ([131). Our question further extends the notion that information may be difficult to attain and we ask questions such as: what are the distortion bounds when incomplete top rankings are provided by the agents, how many pairwise comparisons are required to achieve almost optimal distortion and what can we do with sampling.

Question 4. What is the relation between metric distortion and the dimensionality of the underlying metric space? Also, can we use natural learning rules to create mechanisms with low distortion?

In this case we focus on the analysis of a prominent voting mechanism: $S T V$. Our goal is to bound the distortion of STV by the dimensionality of the underlying instance and also study mechanisms that approach this lower bound. Furthermore we analyse the efficiency of deterministic decentralized dynamics by the agents and their convergence to a candidate with low distortion.

## Computation of equilibria:

As mentioned above, one of the most basic functions of algorithmic game theory is studying the interaction among strategic players with self-serving incentives. The main and most well known notion related to this concept is the famous Nash Equilibrium ( 184,185 ). A state of the game, i.e. a selection of a strategy for each agent, is a Nash Equilibrium if no agent can increase their utility by unilaterally changing their strategy. A strategy for each player can either be pure (determin-
istic), where they deterministically play one of their available strategies, or mixed (randomized) where they play a distribution over their strategies. An equilibrium consisting of pure strategies is called a Pure Nash Equilibrium (PNE). In this environment we focus on congestion games which are games in which agents have to use shared resources. Specifically we have finite sets of agents and resources over which agents compete. Agent strategies are subsets of the resources and each agent wants to minimize the total cost of the resources in their chosen strategy. Each resource is associated with a latency function which determines the cost of using that resource as a function of it's congestion, which is the number of players using that resource in their strategy.

The main question we focus on in this setting is the following:

Question 5. What is the complexity of finding Pure Nash Equilibria in weighted congestion games?

Congestion games ([201]) belong in a wider class of games called potential games ([178]) that always admit at least one PNE. Thus, researchers have studied extensively the complexity of finding such equilibria in congestion games, with many results for many variations such as symmetric or asymmetric games, where all agents have or don't have the same sets of strategies respectively, network congestion games, where strategies correspond to paths in an underlying network and more. Still, less focus has been devoted to the study of weighted potential games, where each agent contributes to the congestion with a different weight ( $95,113,118,189,63,64, ~ 153])$.

The argument that we use to show that every potential game admits PNE is a local search argument, which makes this class of games belong in a complexity class called Polynomial time Local Search, or PLS for short. When a problem belongs to the hardest sets of problems within this class, PLS-complete, is considered to be computationally hard. We see here that variations of the game that admit fast algorithms in the unweighted case, instantly become hard when introducing weighted players. We also study the complexity of finding approximate equilibria for such cases.

### 2.1 Strategic mechanism design: Beyond worst case and communication complexity.

### 2.1.1 Strategyproof Facility Location in Perturbation Stable Instances.

We consider $k$-Facility Location games, where $k \geq 2$ facilities are placed on the real line based on the preferences of $n$ strategic agents. Such problems are motivated by natural scenarios in Social Choice, where a local authority plans to
build a fixed number of public facilities in an area (see e.g., 177]). The choice of the locations is based on the preferences of local people, or agents. Each agent reports her ideal location, and the local authority applies a (deterministic or randomized) mechanism that maps the agents' preferences to $k$ facility locations.

Each agent evaluates the mechanism's outcome according to her connection cost, i.e., the distance of her ideal location to the nearest facility. The agents seek to minimize their connection cost and may misreport their ideal locations in an attempt of manipulating the mechanism. Therefore, the mechanism should be strategyproof, i.e., it should ensure that no agent can benefit from misreporting her location, or even group strategyproof, i.e., resistant to coalitional manipulations. The local authority's objective is to minimize the social cost, namely the sum of agent connections costs. In addition to allocating the facilities in a incentive compatible way, which is formalized by (group) strategyproofness, the mechanism should result in a socially desirable outcome, which is quantified by the mechanism's approximation ratio to the optimal social cost.

Since Procaccia and Tennenholtz [192] initiated the research agenda of approximate mechanism design without money, $k$-Facility Location has served as the benchmark problem in the area and its approximability by deterministic or randomized strategyproof mechanisms has been studied extensively in virtually all possible variants and generalizations. For instance, previous work has considered multiple facilities on the line (see e.g., [112, 116, 136, 166, 186]) and in general metric spaces [111, 167]), different objectives (e.g., social cost, maximum cost, the $L_{2}$ norm of agent connection costs [102, 192, (116]), restricted metric spaces more general than the line (cycle, plane, trees, see e.g., [5, [85, 108, 133, 175), facilities that serve different purposes (see e.g., [156, 163, 212), and different notions of private information about the agent preferences that should be declared to the mechanism (see e.g., [72, 101, 174] and the references therein).

Due to the significant research interest in the topic, the fundamental and most basic question of approximating the optimal social cost by strategyproof mechanisms for $k$-Facility Location on the line has been relatively well-understood. For a single facility ( $k=1$ ), placing the facility at the median location is group strategyproof and optimizes the social cost. For two facilities $(k=2)$, the best possible approximation ratio is $n-2$ and is achieved by a natural group strategyproof mechanism that places the facilities at the leftmost and the rightmost location [112, 192]. However, for three or more facilities ( $k \geq 3$ ), there do not exist any deterministic anonymousstrategyproof mechanisms for $k$-Facility Location with a bounded (in terms of $n$ and $k$ ) approximation ratio [112]. On the positive side, there is a randomized anonymous group strategyproof mechanismwith an approximation ratio of $n$ [116] (see also Section 3 for a selective list of additional references).
Perturbation Stability in $\boldsymbol{k}$-Facility Location Games. Our work aims to circumvent the strong impossibility result of [112] and is motivated by the recent success on the design of polynomial-time exact algorithms for perturbation sta-
ble clustering instances (see e.g., [13, 33, 35, 34, [202, 203]). An instance of a clustering problem, like $k$-Facility Location (a.k.a. $k$-median in the optimization and approximation algorithms literature), is $\gamma$-perturbation stable (or simply, $\gamma$ stable), for some $\gamma \geq 1$, if the optimal clustering is not affected by scaling down any subset of the entries of the distance matrix by a factor at most $\gamma$. Perturbation stability was introduced by Bilu and Linial [43] and Awasthi, Blum and Sheffet [31] (and has motivated a significant volume of followup work since then, see e.g., [13, 33, 34, 203] and the references therein) in an attempt to obtain a theoretical understanding of the superior practical performance of relatively simple clustering algorithms for well known NP-hard clustering problems (such as $k$-Facility Location in general metric spaces). Intuitively, the optimal clusters of a $\gamma$-stable instance are somehow well separated, and thus, relatively easy to identify (see also the main properties of stable instances in Section 3.3). As a result, natural extensions of simple algorithms, like single-linkage (a.k.a. Kruskal's algorithm), can recover the optimal clustering in polynomial time, provided that $\gamma \geq 2$ [13], and standard approaches, like dynamic programming (resp. local search), work in almost linear time for $\gamma>2+\sqrt{3}$ (resp. $\gamma>5$ ) [3].

In this work, we investigate whether restricting our attention to stable instances allows for improved strategyproof mechanisms with bounded (and ideally, constant) approximation guarantees for $k$-Facility Location on the line, with $k \geq 2$. We note that the impossibility results of [112] crucially depend on the fact that the clustering (and the subsequent facility placement) produced by any deterministic mechanism with a bounded approximation ratio must be sensitive to location misreports by certain agents (see also Section 3.6). Hence, it is very natural to investigate whether the restriction to $\gamma$-stable instances allows for some nontrivial approximation guarantees by deterministic or randomized strategyproof mechanisms for $k$-Facility Location on the line.

To study the question above, we adapt to the real line the stricternotion of $\gamma$-metric stability [13], where the definition also requires that the distances form a metric after the $\gamma$-perturbation. In our notion of linear $\gamma$-stability, the instances should retain their linear structure after a $\gamma$-perturbation. Hence, a $\gamma$-perturbation of a linear $k$-Facility Location instance is obtained by moving any subset of pairs of consecutive agent locations closer to each other by a factor at most $\gamma \geq 1$. We say that a $k$-Facility Location instance is $\gamma$-stable, if the original instance and any $\gamma$-perturbation of it admit the same unique optimal clustering

Interestingly, for $\gamma$ sufficiently large, $\gamma$-stable instances of $k$-Facility Location have additional structure that one could exploit towards the design of strategyproof mechanisms with good approximation guarantees (see also Section 3.3). E.g., each agent location is $\gamma-1$ times closer to the nearest facility than to any location in a different cluster (Proposition 3.3.2). Moreover, for $\gamma \geq 2+\sqrt{3}$, the distance between any two consecutive clusters is larger than their diameter (Lemma 3.3.4).

From a conceptual viewpoint, our work is motivated by a reasoning very similar to that discussed by Bilu, Daniely, Linial and Saks [44] and summarized in
"clustering is hard only when it doesn't matter" by Roughgarden [205]. In a nutshell, we expect that when $k$ public facilities (such as schools, libraries, hospitals, representatives) are to be allocated to some communities (e.g., cities, villages or neighborhoods, as represented by the locations of agents on the real line) the communities are already well formed, relatively easy to identify and difficult to radically reshape by small distance perturbations or agent location misreports. Moreover, in natural practical applications of $k$-Facility Location games, agents tend to misreport "locally" (i.e., they tend to declare a different ideal location in their neighborhood, trying to manipulate the location of the local facility), which usually does not affect the cluster formation. In practice, this happens because the agents do not have enough knowledge about locations in other neighborhoods, and because "large non-local" misreports are usually easy to identify by combining publicly available information about the agents (e.g., occupation, address, habits, lifestyle). Hence, we believe that the class of $\gamma$-stable instances, especially for relatively small values of $\gamma$, provides a reasonably accurate abstraction of the instances of $k$-Facility Location games that a mechanism designer is more likely to deal with in practice. Thus, we feel that our work takes a small first step towards justifying that (not only clustering but also) strategyproof facility location is hard only when it doesn't matter.

In this line of work, we show that the optimal solution is strategyproof in $(2+\sqrt{3})$-stable instances whose optimal solution does not include any singleton clusters, and that allocating the facility to the agent next to the rightmost one in each optimal cluster (or to the unique agent, for singleton clusters) is strategyproof and $(n-2) / 2$-approximate for 5 -stable instances (even if their optimal solution includes singleton clusters). On the negative side, we show that for any $k \geq 3$ and any $\delta>0$, there is no deterministic anonymous mechanism that achieves a bounded approximation ratio and is strategyproof in $(\sqrt{2}-\delta)$-stable instances. We also prove that allocating the facility to a random agent of each optimal cluster is strategyproof and 2 -approximate in 5 -stable instances. To the best of our knowledge, this is the first time that the existence of deterministic (resp. randomized) strategyproof mechanisms with a bounded (resp. constant) approximation ratio is shown for a large and natural class of $k$-Facility Location instances.

### 2.1.2 Sampling and Optimal Preference Elicitation in Simple Mechanisms.

Efficient preference elicitation has been a central theme and a major challenge from the inception of mechanism design, with a myriad of applications in multiagent environments and modern artificial intelligence systems. Indeed, requesting from every agent to communicate all of her preferences is considered widely impractical, and a substantial body of work has explored alternative approaches to truncate the elicited information, sequentially asking a series of natural queries in order to elicit only the relevant parts of the information.

This emphasis has been strongly motivated for a number of reasons. First, it has been acknowledged by behavioral economists that soliciting information induces a high cognitive cost [190, 164, and agents may even be reluctant to reveal their complete (private) valuation; as pertinent evidence, the superiority of indirect mechanisms is often cited [29]. In fact, in certain domains with severe communication constraints [4, 180] a direct revelation mechanism-one in which every agent has to disclose her entire preferences - is considered even infeasible. Indeed, communication is typically recognized as the main bottleneck in distributed environments [170]. As explained by Blumrosen and Feldman [46], agents typically operate with a truncated action space due to technical, behavioral or regulatory reasons. Finally, a mechanism with efficient preference elicitation would provide stronger information-privacy guarantees [216].

The general question of whether a social choice function can be accurately approximated by less than the full set of agents constitutes one of the main themes in computational social choice. Perhaps the most standard approach to truncate the elicited information consists of sampling. More precisely, given that in many real-world applications it might be infeasible to gather preferences from all the agents, the designer performs preference aggregation by randomly selecting a small subset of the entire population [58, 83]. This approach is particularly familiar in the context of voting, where the goal is typically to predict the outcome of the full information mechanism without actually holding the election for the entire population [82]; concrete examples of the aforementioned scenarios include election polls, exit polls, as well as online surveys.

In the first part of our work, we follow this long line of research in computational social choice. Specifically, we analyze the sample complexity of the celebrated median mechanism in the context of facility location games, where every agent is associated with a point - corresponding to her preferred location-on some underlying metric space. The median mechanism is of particular importance in social choice. Indeed, the celebrated Gibbard-Satterthwaite impossibility theorem [130, 207] states that for any onto-for every alternative there exists a voting profile that would make that alternative prevail-and non-dictatorial voting rule, there are instances for which an agent is better off casting a vote that does not correspond to her true preferences-i.e. the rule is not strategy-proof. Importantly, this impediment disappears when the agents' preferences are restricted. Arguably the most well-known such restriction is that of the single-peaked preferences ${ }^{1}$ introduced by Black [45], for which Moulin's [181] median mechanism is

[^3]indeed strategy-proof.
Our key result here is to show that for any $\epsilon>0$, a sample of size $c(\epsilon)=\Theta\left(1 / \epsilon^{2}\right)$ yields in expectation a $1+\epsilon$ approximation with respect to the optimal social cost of the generalized median mechanism on the metric space ( $\mathbb{R}^{d},\|\cdot\|_{1}$ ), while the number of agents $n \rightarrow \infty$.

In the second part of our work, we endeavor to design auctions with minimal communication complexity. As a concrete motivating example, we consider a single-item auction, and we assume that every valuation can be expressed with $k$ bits. An important observation is that the most dominant formats are very inefficient from a communication standpoint. Indeed, Vickrey's - or sealed-bidauction [221] is a direct revelation mechanism, eliciting the entire private information from the $n$ agents, leading to a communication complexity of $n \cdot k$ bits; in fact, it should be noted that although Vickrey's auction possesses many theoretically appealing properties, its ascending counterpart exhibits superior performance in practice [28, 29, 145, 144, for reasons that mostly relate to the simplicity, the transparency, as well as the privacy guarantees of the latter format. Unfortunately, implementing Vickrey's rule through an English auction requires - in the worst case exponential communication of the order $n \cdot 2^{k}$, as the auctioneer has to cover the entire valuation space. Thus, the elicitation pattern in an English auction is widely inefficient, and the lack of prior knowledge on the agents' valuations would dramatically undermine its performance.

In this direction, we study a series of exemplar environments from auction theory through a communication complexity framework, measuring the expected number of bits elicited from the agents; we posit that any valuation can be expressed with $k$ bits, and we mainly assume that $k$ is independent of the number of agents $n$. In this context, we show that Vickrey's rule can be implemented with an expected communication of $1+\epsilon$ bits from an average bidder, for any $\epsilon>0$, asymptotically matching the trivial lower bound. As a corollary, we provide a compelling method to increment the price in an English auction. We also leverage our single-item format with an efficient encoding scheme to prove that the same communication bound can be recovered in the domain of additive valuations through simultaneous ascending auctions, assuming that the number of items is a constant. Finally, we propose an ascending-type multi-unit auction under unit demand bidders; our mechanism announces at every round two separate prices and is based on a sampling algorithm that performs approximate selection with limited communication, leading again to asymptotically optimal communication. Our results do not require any prior knowledge on the agents' valuations, and mainly follow from natural sampling techniques.

### 2.2 Non strategic mechanism design: Domains with limited information.

### 2.2.1 Metric-Distortion Bounds under Limited Information.

Aggregating the preferences of individuals into a collective decision lies at the heart of social choice, and has recently found numerous applications in areas such as information retrieval, recommender systems, and machine learning [222, 223 , 36, 124, 161. The classic theory of von Neumann and Morgenstern 224] postulates that individual preferences are captured through a utility function, assigning numerical (or cardinal) values to each alternative. Yet, in voting theory, as well as in most practical applications, mechanisms typically elicit only ordinal information from the voters, indicating an order of preferences over the candidates. Although this might seem at odds with a utilitarian representation, it has been recognized that it might be hard for a voter to specify a precise numerical value for an alternative, and providing only ordinal information substantially reduces the cognitive burden. This begs the question: What is the loss in efficiency of a mechanism extracting only ordinal information with respect to the utilitarian social welfare, i.e., the sum of individual utilities over a chosen candidate? The framework of distortion, introduced by Procaccia and Rosenschein [194, measures exactly this loss from an approximation-algorithms standpoint, and has received considerable attention in recent years.

As it turns out, the approximation guarantees we can hope for crucially depend on the assumptions we make on the utility functions. For example, in the absence of any structure Procaccia and Rosenschein [194] observed that no ordinal deterministic mechanism can obtain bounded distortion. In this work, we focus on the metric distortion framework, introduced by Anshelevich et al. [18], wherein voters and candidates are thought of as points in some arbitrary metric space; this is akin to models in spatial voting theory [74]. In this context, the voters' preferences are measured by means of their "proximity" from each candidate, and the goal is to output a candidate who (approximately) minimizes the social cost, i.e., the total distance to the voters. A rather simplistic view of this framework manifests itself when agents and candidates are embedded into a one-dimensional line, and their locations indicate whether they are "left" or "right" on the political spectrum. However, the metric distortion framework has a far greater reach since no assumptions whatsoever are made for the underlying metric space.

Importantly, this paradigm offers a compelling way to quantitatively compare different voting rules commonly employed in practice [214, 149, 132, 18], while it also serves as a benchmark for designing new mechanisms in search of better distortion bounds [131, 183]. A common assumption made in this line of work is that the algorithm has access to the entire total orders of the voters. However, there are many practical scenarios in which it might be desirable to truncate the
ordinal information elicited by the mechanism. For example, requesting only the top preferences could further relieve the cognitive burden since it might be hard for a voter to compare alternatives which lie on the bottom of her preferences' list (for additional motivation for considering incomplete or partial orderings we refer to the works of Fotakis et al. [123, Chen et al. [70, Benferhat et al. [39, and references therein), while any truncation in the elicited information would also translate to more efficient communication. These reasons have driven several authors to study the decay of distortion under missing information [150, 14, 138, 98,50 , potentially allowing some randomization (see our related work subsection). In this work, we follow that line of research, offering several new insights and improved bounds over prior results.

In this direction, our primary contribution is threefold. First, we consider mechanisms that perform a sequence of pairwise comparisons between candidates. We show that a popular deterministic mechanism employed in many knockout phases yields distortion $\mathcal{O}(\log m)$ while eliciting only $m-1$ out of the $\Theta\left(m^{2}\right)$ possible pairwise comparisons, where $m$ represents the number of candidates. Our analysis for this mechanism leverages a powerful technical lemma developed by Kempe (AAAI '20). We also provide a matching lower bound on its distortion. In contrast, we prove that any mechanism which performs fewer than $m-1$ pairwise comparisons is destined to have unbounded distortion. Moreover, we study the power of deterministic mechanisms under incomplete rankings. Most notably, when agents provide their $k$-top preferences we show an upper bound of $6 \mathrm{~m} / k+1$ on the distortion, for any $k \in\{1,2, \ldots, m\}$. Thus, we substantially improve over the previous bound of $12 m / k$ established by Kempe (AAAI ' 20 ), and we come closer to matching the best-known lower bound. Finally, we are concerned with the sample complexity required to ensure near-optimal distortion with high probability. Our main contribution is to show that a random sample of $\Theta\left(\mathrm{m} / \epsilon^{2}\right)$ voters suffices to guarantee distortion $3+\epsilon$ with high probability, for any sufficiently small $\epsilon>0$. This result is based on analyzing the sensitivity of the deterministic mechanism introduced by Gkatzelis, Halpern, and Shah (FOCS '20). Importantly, all of our sample-complexity bounds are distribution-independent.

### 2.2.2 Dimensionality and Coordination in Voting: The Distortion of STV

In this work we continue to explore the notion of metric-distortion. Importantly, this framework of distortion offers a quantitative "benchmark" for comparing different voting rules commonly employed in practice. Indeed, one of the primary considerations of our work lies in characterizing the performance of the single transferable vot $\epsilon^{2}$ mechanism (henceforth STV).

[^4]STV is a widely-popular iterative voting system employed in the national elections of several countries, including Australia, Ireland, and India, as well as in many other preference aggregation tasks; e.g., in the Academy Awards. To be more precise, STV proceeds in an iterative fashion: In each round, agents vote for their most preferred candidate - among the active ones, while the candidate who enjoyed the least amount of support in the current round gets eliminated. This process is repeated for $m-1$ rounds, where $m$ represents the number of (initial) alternatives, and the last surviving candidate is declared the winner of STV. As an aside, notice that this process is generally non-deterministic due to the need for a tie-breaking mechanism; as in [214], we will work with the parallel universe model of Conitzer et al. [79], wherein a candidate is said to be an STV winner if it survives under some sequence of eliminations.

In this context, Skowron and Elkind [214] were the first to analyze the distortion of STV under metric preferences. Specifically, they showed that the distortion of STV in general metric spaces is always $O(\log m)$, while they also gave a nearly-matching lower bound in the form of $\Omega(\sqrt{\log m})$. Interestingly, a careful examination of their lower bound reveals the existence of a high-dimensional submetric, as depicted in Figure 2.1, and it is a well-known fact in the theory of metric embeddings that such objects cannot be isometrically embedded into lowdimensiona ${ }^{3}$ Euclidean spaces [173]. As a result, Skowron and Elkind [214] left open the following intriguing question:

Question 1. What is the distortion of STV under low-dimensional Euclidean spaces?


Figure 2.1: A high-dimensional metric in the form of a "star" graph.

[^5]Needless to say that the performance of voting rules in low-dimensional spaces has been a subject of intense scrutiny in spatial voting theory, under the premise that voters and candidates are typically embedded in subspaces with small dimension [24, 90]. For example, recent experimental work by Elkind et al. 88 ] evaluates several voting rules in a 2-dimensional Euclidean space, motivated by the fact that preferences are typically crystallized on the basis of a few crucial dimensions; e.g., economic policy and healthcare. Indeed, in the so-called Nolan Chart - a celebrated political spectrum diagram-political views are charted along two axes, expanding upon the traditional one-dimensional representation; to quote from the work of Elkind et al. 88:
"...the popularity of the Nolan Chart [...] indicates that two dimensions are often sufficient to provide a good approximation of voters' preferences."

Thus, it is natural to ask whether we can refine the analysis of STV under low-dimensional spaces. In fact, as part of a broader agenda analogous questions can be raised for other mechanisms as well. However, it is interesting to point out that for many voting rules analyzed within the framework of distortion there exist low-dimensional lower bounds; some notable examples are given in Table 2.1 . In contrast, our work will separate STV from the mechanisms in Table 2.1, effectively addressing Question 1. Importantly, we shall provide a characterization well-beyond Euclidean spaces, to metrics with "intrinsically" low dimension.

| Mechanism | Lower Bound | Dimension |
| :---: | :---: | :---: |
| Plurality | $2 m-1$ | 1 |
| Borda | $2 m-1$ | 1 |
| Copeland | 5 | 2 |
| Veto | $2 n-1$ | 1 |
| Approval | $2 n-1$ | 1 |

Table 2.1: The Euclidean dimension required to construct a (tight) lower bound for several common voting rules; these results appear in [18]. We should note that for Copeland the metric constructed in [18] is not Euclidean, but can be easily modified to be one.

The next consideration of our work is directly motivated by the efficiency of STV compared to the plurality rule, and in particular the strategic implications of this discrepancy. A good starting point for this discussion stems from the fact that in many fundamental preference aggregation settings alternatives are chosen by inefficient mechanisms, and in many cases any reform faces insurmountable impediments. For example, in political elections the voting mechanism is typically
dictated by electoral laws, or even the constitution [165]. As a result, understanding the behavior of strategic agents when faced with inefficient mechanisms is of paramount importance [56, 225]. A rather orthogonal way of viewing this is whether autonomous agents can converge to admissible social choices through natural learning rules; this begs the question:

Question 2. To what extent can strategic behavior improve efficiency in voting?
We stress that although in the absence of any information it might be unclear how agents can engage in strategic behavior, in most applications of interest agents have plenty of prior information before they cast their votes, e.g. through polls, surveys, forecasts, prior elections, or even early voting. Indeed, there is a prolific line of work which studies population dynamics for agents that cast their votes in response to the information they possess (see [200], and references therein), as well as the role of information in shaping public policy [158].

To address such considerations we propose a natural model wherein agents act iteratively based on some partial feedback on the other voters' preferences. We explain how STV can be very naturally cast in this framework, while we establish the existence of simple and decentralized coordination dynamics converging to a near-optimal alternative.

The final theme of our work offers certain refinements and extensions of prior works, mostly driven by some fundamental applications in the context of facility location games. Specifically, we primarily focus on the optimal-under metric preferences-deterministic mechanism recently introduced by Gkatzelis, Halpern, and Shah [131; we show that it recovers the optimal bound under ultra-metrics, and near-optimal distortion under distances satisfying approximate triangle inequalities.

### 2.3 Computation of equilibria.

### 2.4 Node Max-Cut and Computing Equilibria in Linear Weighted Congestion Games

Motivated by the remarkable success of local search in combinatorial optimization, Johnson et al. introduced [143 the complexity class Polynomial Local Search (PLS), consisting of local search problems with polynomially verifiable local optimality. PLS includes many natural complete problems (see e.g., [176]), with Circuit-Flip 143 and Max-Cut [208] among the best known ones, and lays the foundation for a principled study of the complexity of local optima computation. In the last 15 years, a significant volume of research on PLS-completeness was motivated by the problem of computing a pure Nash equilibrium of potential games (see e.g., [2, 213, 127] and the references therein), where any improving deviation
by a single player decreases a potential function and its local optima correspond to pure Nash equilibria [178].

Computing a local optimum of Max-CuT under the FLIP neighborhood (a.k.a. Local-Max-Cut) has been one of the most widely studied problems in PLS. Given an edge-weighed graph, a cut is locally optimal if we cannot increase its weight by moving a vertex from one side of the cut to the other. Since its PLScompleteness proof by Schäffer and Yannakakis [208], researchers have shown that Local-Max-Cut remains PLS-complete for graphs with maximum degree five [89], is polynomially solvable for cubic graphs [191], and its smoothed complexity is either polynomial in complete [12] and sparse [89] graphs, or almost polynomial in general graphs [71, 92]. Moreover, due to its simplicity and versatility, MaxCut has been widely used in PLS reductions (see e.g., [2, 127, [213]). Local-MaxCut can also be cast as a game, where each vertex aims to maximize the total weight of its incident edges that cross the cut. Cut games are potential games (the value of the cut is the potential function), which has motivated research on efficient computation of approximate equilibria for Local-Max-Cut [41, 64]. To the best of our knowledge, apart from the work on the smoothed complexity of Local-Max-Cut (and may be that Local-Max-Cut is P-complete for unweighted graphs [208, Theorem 4.5]), there has not been any research on whether (and to which extent) additional structure on edge weights affects hardness of Local-Max-Cut.

A closely related research direction deals with the complexity of computing a pure Nash equilibrium (equilibrium or PNE, for brevity) of congestion games [201, a typical example of potential games [178] and among the most widely studied classes of games in Algorithmic Game Theory (see e.g., [113] for a brief account of previous work). In congestion games (or CGs, for brevity), a finite set of players compete over a finite set of resources. Strategies are resource subsets and players aim to minimize the total cost of the resources in their strategies. Each resource $e$ is associated with a (non-negative and non-decreasing) latency function, which determines the cost of using $e$ as a function of $e$ 's congestion (i.e., the number of players including $e$ in their strategy). Researchers have extensively studied the properties of special cases and variants of CGs. Most relevant to this work are symmetric (resp. asymmetric) CGs, where players share the same strategy set (resp. have different strategy sets), network CGs, where strategies correspond to paths in an underlying network, and weighted CGs, where player contribute to the congestion with a different weight.

Fabrikant et al. 95 proved that computing a PNE of asymmetric network CGs or symmetric CGs is PLS-complete, and that it reduces to min-cost-flow for symmetric network CGs. About the same time [118, 189 proved that weighted congestion games admit a (weighted) potential function, and thus a PNE, if the latency functions are either affine or exponential (and [140, 141] proved that in a certain sense, this restriction is necessary). Subsequently, Ackermann et al. [2] characterized the strategy sets of CGs that guarantee efficient equilibrium compu-
tation. They also used a variant of Local-Max-Cut, called threshold games, to simplify the PLS-completeness proof of 95 and to show that computing a PNE of asymmetric network CGs with (exponentially steep) linear latencies is PLScomplete.

On the other hand, the complexity of equilibrium computation for weighted CGs is not well understood. All the hardness results above carry over to weighted CGs, since they generalize standard CGs (where the players have unit weight). But on the positive side, we only know how to efficiently compute a PNE for weighted CGs on parallel links with general latencies 120 and for weighted CGs on parallel links with identity latency functions and asymmetric strategies [126]. Despite the significant interest in (exact or approximate) equilibrium computation for CGs (see e.g., [63, 64, 153] and the references therein), we do not understand how (and to which extent) the complexity of equilibrium computation is affected by player weights. This is especially true for weighted CGs with linear latencies, which admit a potential function and their equilibrium computation is in PLS.

In this work, we seek a more refined understanding of the complexity of local optimum computation for Max-Cut and pure Nash equilibrium (PNE) computation for congestion games with weighted players and linear latency functions. We show that computing a PNE of linear weighted congestion games is PLS-complete for very restricted strategy spaces, namely when player strategies are paths on a series-parallel network with a single origin and destination. Furthermore, in the same work we also show that the problem remains PLS-complete even for very restricted latency functions, namely when the latency on each resource is equal to the congestion, for general networks, through a reduction from a newly defined appropriate local search problem we call Node-Max-Cut. In this light we also show how to compute efficiently a $(1+\varepsilon)$-approximate equilibrium for Node-Max-Cut, if the number of different vertex weights is constant.

### 2.5 Bibliographic information

The results presented in this thesis have already appeared in publications, following the structure below.

Chapter 3 is based on [114] which appeared in WINE 2021. Chapter 4 is based on [7] which appeared in SAGT 2020 and full version is under minor revision for TOCS 2023. Chapter 5 is based on [11] which appeared in JAIR 2022. A shorter version has appeared in ICALP 2020. Chapter 6 is based on [10] which appeared in AAAI 2022. Chapter 7 is based on [122] which appeared in ICALP 2020.

## Chapter 3

## Facility location in perturbation stable instances

Approximate mechanism design without money for variants and generalizations of Facility Location games on the line has been a very active and productive area of research in the last decade.

Previous work has shown that deterministic strategyproof mechanisms can only achieve a bounded approximation ratio for $k$-Facility Location on the line, only if we have at most 2 facilities [112, 192]. Notably, stable (called well-separated in [112]) instances with $n=k+1$ agents play a key role in the proof of inapproximability of $k$-Facility Location by deterministic anonymous strategyproof mechanisms [112, Theorem 3.7]. On the other hand, randomized mechanisms are known to achieve a better approximation ratio for $k=2$ facilities [166], a constant approximation ratio if we have $k \geq 2$ facilities and only $n=k+1$ agents [91, 116], and an approximation ratio of $n$ for any $k \geq 3$ [116]. Fotakis and Tzamos [111] considered winner-imposing randomized mechanisms that achieve an approximation ratio of $4 k$ for $k$-Facility Location in general metric spaces. In fact, the approximation ratio can be improved to $\Theta(\ln k)$, using the analysis of [25].

For the objective of maximum agent cost, Alon et al. 5] almost completely characterized the approximation ratios achievable by randomized and deterministic strategyproof mechanisms for 1-Facility Location in general metrics and rings. Fotakis and Tzamos [116] presented a 2 -approximate randomized group strategyproof mechanism for $k$-Facility Location on the line and the maximum cost objective. For 1-Facility Location on the line and the objective of minimizing the sum of squares of the agent connection costs, Feldman and Wilf [102] proved that the best approximation ratio is 1.5 for randomized and 2 for deterministic mechanisms. Golomb and Tzamos [136] presented tight (resp. almost tight) additive approximation guarantees for locating a single (resp. multiple) facilities on the line and the objectives of the maximum cost and the social cost.

Regarding the application of perturbation stability, we follow the approach of
beyond worst-case analysis (see e.g., [202, [203]), where researchers seek a theoretical understanding of the superior practical performance of certain algorithms by formally analyzing them on practically relevant instances. The beyond worstcase approach is not anything new for Algorithmic Mechanism Design. Bayesian analysis, where the bidder valuations are drawn as independent samples from a distribution known to the mechanism, is standard in revenue maximization when we allocate private goods (see e.g., [204) and has led to many strong and elegant results for social welfare maximization in combinatorial auctions by truthful posted price mechanisms (see e.g., [86, (103)). However, in this work, instead of assuming (similar to Bayesian analysis) that the mechanism designer has a relatively accurate knowledge of the distribution of agent locations on the line (and use e.g., an appropriately optimized percentile mechanism [217]), we employ a deterministic restriction on the class of instances (namely, perturbation stability), and investigate if deterministic (resp. randomized) strategyproof mechanisms with a bounded (resp. constant) approximation ratio are possible for locating any number $k \geq 2$ facilities on such instances. To the best of our knowledge, the only previous work where the notion of perturbation stability is applied to Algorithmic Mechanism Design (to combinatorial auctions, in particular) is [107] (but see also [32, 94 where the similar in spirit assumption of endowed valuations was applied to combinatorial markets).

### 3.1 Our contribution

Our conceptual contribution is that we initiate the study of efficient (wrt. their approximation ratio for the social cost) strategyproof mechanisms for the large and natural class of $\gamma$-stable instances of $k$-Facility Location on the line. Our technical contribution is that we show the existence of deterministic (resp. randomized) strategyproof mechanisms with a bounded (resp. constant) approximation ratio for 5 -stable instances and any number of facilities $k \geq 2$. Moreover, we show that the optimal solution is strategyproof for $(2+\sqrt{3})$-stable instances, if the optimal clustering does not include any singleton clusters (which is likely to be the case in virtually all practical applications). To provide evidence that restriction to stable instances does not make the problem trivial, we strengthen the impossibility result of Fotakis and Tzamos [112], so that it applies to $\gamma$-stable instances, with $\gamma<\sqrt{2}$. Specifically, we show that that for any $k \geq 3$ and any $\delta>0$, there do not exist any deterministic anonymous strategyproof mechanisms for $k$-Facility Location on $(\sqrt{2}-\delta)$-stable instances with bounded (in terms of $n$ and $k$ ) approximation ratio.

At the conceptual level, we interpret the stability assumption as a prior on the class of true instances that the mechanism should be able to deal with. Namely, we assume that the mechanism has only to deal with $\gamma$-stable true instances, a restriction motivated by (and fully consistent with) how the stability assumption is used in the literature on efficient algorithms for stable clustering (see e.g., [13, 33, 34, 43], where the algorithms are analyzed for stable instances only). More
specifically, our mechanisms expect as input a declared instance such that in the optimal clustering, the distance between any two consecutive clusters is at least $\frac{(\gamma-1)^{2}}{2 \gamma}$ times larger than the diameters of the two clusters (a.k.a. cluster-separation property, see Lemma 3.3.5). This condition is necessary (but not sufficient) for $\gamma$-stability and can be easily checked. If the declared instance does not satisfy the cluster-separation property, our mechanisms do not allocate any facilities. Otherwise, our mechanisms allocate $k$ facilities (even if the instance is not stable). We prove that for all $\gamma$-stable true instances (with the exact stability factor $\gamma$ depending on the mechanism), if agents can only deviate so that the declared instance satisfies the cluster-separation property (and does not have singleton clusters, for the optimal mechanism), our mechanisms are strategyproof and achieve the desired approximation guarantee. Hence, if we restrict ourselves to $\gamma$-stable true instances and to agent deviations that do not obviously violate $\gamma$-stability, our mechanisms should only deal with $\gamma$-stable declared instances, due to strategyproofness. On the other hand, if non-stable true instances may occur, the mechanisms cannot distinguish between a stable true instance and a declared instance, which appears to be stable, but is obtained from a non-stable instance through location misreports.

The restriction that the agents of a $\gamma$-stable instance are only allowed to deviate so that the declared instance satisfies the cluster-separation property (and does not have any singleton clusters, for the optimal mechanism) bears a strong conceptual resemblance to the notion of strategyproof mechanisms with local verification (see e.g., [27, 23, 61, 68, [121, 117, 137]), where the set of each agent's allowable deviations is restricted to a so-called correspondence set, which typically depends on the agent's true type, but not on the types of the other agents. Instead of restricting the correspondence set of each individual agent independently, we impose a structural condition on the entire declared instance, which restricts the set of the agents' allowable deviations, but in a global and observable sense. As a result, we can actually implement our notion of verification, by checking some simple properties of the declared instance, instead of just assuming that any deviation outside an agent's correspondence set will be caught and penalized (which is the standard approach in mechanisms with local verification [23, 68, 61], but see e.g., [27, 111] for noticeable exceptions).

On the technical side, we start, in Section 3.3, with some useful properties of stables instances of $k$-Facility Location on the line. Among others, we show (i) the cluster-separation property (Lemma 3.3 .4 ), which states that in any $\gamma$-stable instance, the distance between any two consecutive clusters is at least $\frac{(\gamma-1)^{2}}{2 \gamma}$ times larger than their diameters; and (ii) the so-called no direct improvement from singleton deviations property (Lemma 3.3.7), i.e., that in any 3 -stable instance, no agent who deviates to a location, which becomes a singleton cluster in the optimal clustering of the resulting instance, can improve her connection cost through the facility of that singleton cluster.

In Section 3.4, we show that for $(2+\sqrt{3})$-stable instances whose optimal clustering does not include any singleton clusters, the optimal solution is strategyproof
(Theorem 3.4.1). For the analysis, we observe that since placing the facility at the median location of any fixed cluster is strategyproof, a misreport cannot be profitable for an agent, unless it results in a different optimal clustering. The key step is to show that for $(2+\sqrt{3})$-stable instances without singleton clusters, a profitable misreport cannot change the optimal clustering, unless the instance obtained from the misreport violates the cluster-separation property. To the best of our knowledge, the idea of penalizing (and thus, essentially forbidding) a whole class of potentially profitable misreports by identifying how they affect a key structural property of the original instance, which becomes possible due to our restriction to stable instances, has not been used before in the design of strategyproof mechanisms for $k$-Facility Location (see also the discussion above about resemblance to mechanisms with verification).

We should also motivate our restriction to stable instances without singleton clusters in their optimal clustering. So, let us consider the rightmost agent $x_{j}$ of an optimal cluster $C_{i}$ in a $\gamma$-stable instance $\vec{x}$. No matter the stability factor $\gamma$, it is possible that $x_{j}$ performs a so-called singleton deviation. Namely, $x_{j}$ deviates to a remote location $x^{\prime}$ (potentially very far away from any location in $\vec{x}$ ), which becomes a singleton cluster in the optimal clustering of the resulting instance. Such a singleton deviation might cause cluster $C_{i}$ to merge with (possibly part of the next) cluster $C_{i+1}$, which in turn, might bring the median of the new cluster much closer to $x_{j}$ (see also Fig. 3.1 in Section 3.3). It is not hard to see that if we stick to the optimal solution, where the facilities are located at the median of each optimal cluster, there are $\gamma$-stable instances ${ }^{\top}$, with arbitrarily large $\gamma \geq 1$, where some agents can deviate to a remote location and gain, by becoming singleton clusters, while maintaining the desirable stability factor of the declared instance (see also Fig. 3.1).

To deal with singleton deviation $\sqrt{2}^{2}$, we should place the facility either at a location close to an extreme one, as we do in Section 3.5 with the AlmostRightmost mechanism, or at a random location, as we do in Section 3.7 with the Random mechanism. More specifically, in Section 3.5, we show that the AlmostRightmOST mechanism, which places the facility of any non-singleton optimal cluster at the location of the second rightmost agent, is strategyproof for 5 -stable instances of $k$-Facility Location (even if their optimal clustering includes singleton clusters) and achieves an approximation ratio at most $(n-2) / 2$ (Theorem 3.5.1). Moreover, in Section 3.7, we show that the Random mechanism, which places the facility

[^6]of any optimal cluster at a location chosen uniformly at random, is strategyproof for 5 -stable instances (again even if their optimal clustering includes singleton clusters) and achieves an approximation ratio of 2 (Theorem 3.7.1).

To obtain a deeper understanding of the challenges behind the design of strategyproof mechanisms for stable instances of $k$-Facility Location on the line, we strengthen the impossibility result of [112, Theorem 3.7] so that it applies to $\gamma$ stable instances with $\gamma<\sqrt{2}$ (Section 3.6). Through a careful analysis of the image sets of deterministic strategyproof mechanisms, we show that for any $k \geq 3$, any $\delta>0$, and any $\rho \geq 1$, there do not exist any $\rho$-approximate deterministic anonymous strategyproof mechanisms for $(\sqrt{2}-\delta)$-stable instances of $k$-Facility Location on the line (Theorem 3.6.5). The proof of Theorem 3.6.5 requires additional ideas and extreme care (and some novelty) in the agent deviations, so as to only consider stable instances, compared against the proof of [112, Theorem 3.7]. Interestingly, singleton deviations play a crucial role in the proof of Theorem 3.6.5.

### 3.2 Notation, Definitions and Preliminaries

We let $[n]=\{1, \ldots, n\}$. For any $x, y \in \mathbb{R}$, we let $d(x, y)=|x-y|$ be the distance of locations $x$ and $y$ on the real line. For a tuple $\vec{x}=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$, we let $\vec{x}_{-i}$ denote the tuple $\vec{x}$ without coordinate $x_{i}$. For a non-empty set $S$ of indices, we let $\vec{x}_{S}=\left(x_{i}\right)_{i \in S}$ and $\vec{x}_{-S}=\left(x_{i}\right)_{i \notin S}$. We write $\left(\vec{x}_{-i}, a\right)$ to denote the tuple $\vec{x}$ with $a$ in place of $x_{i},\left(\vec{x}_{-\{i, j\}}, a, b\right)$ to denote the tuple $\vec{x}$ with $a$ in place of $x_{i}$ and $b$ in place of $x_{j}$, and so on. For a random variable $X, \mathbb{E}(X)$ denotes the expectation of $X$. For an event $E$ in a sample space, $\operatorname{Pr}(E)$ denotes the probability that $E$ occurs.
Instances. We consider $k$-Facility Location with $k \geq 2$ facilities and $n \geq k+1$ agents on the real line. We let $N=\{1, \ldots, n\}$ be the set of agents. Each agent $i \in N$ resides at a location $x_{i} \in \mathbb{R}$, which is $i$ 's private information. We usually refer to a locations profile $\vec{x}=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}, x_{1} \leq \cdots \leq x_{n}$, as an instance. By slightly abusing the notation, we use $x_{i}$ to refer both to the agent $i$ 's location and sometimes to the agent $i$ (i.e., the strategic entity) herself.
Mechanisms. A deterministic mechanism $M$ for $k$-Facility Location maps an instance $\vec{x}$ to a $k$-tuple $\left(c_{1}, \ldots, c_{k}\right) \in \mathbb{R}^{k}, c_{1} \leq \cdots \leq c_{k}$, of facility locations. We let $M(\vec{x})$ denote the outcome of $M$ in instance $\vec{x}$, and let $M_{j}(\vec{x})$ denote $c_{j}$, i.e., the $j$-th smallest coordinate in $M(\vec{x})$. We write $c \in M(\vec{x})$ to denote that $M(\vec{x})$ places a facility at location $c$. A randomized mechanism $M$ maps an instance $\vec{x}$ to a probability distribution over $k$-tuples $\left(c_{1}, \ldots, c_{k}\right) \in \mathbb{R}^{k}$.
Connection Cost and Social Cost. Given a $k$-tuple $\vec{c}=\left(c_{1}, \ldots, c_{k}\right), c_{1} \leq$ $\cdots \leq c_{k}$, of facility locations, the connection cost of agent $i$ wrt. $\vec{c}$, denoted $d\left(x_{i}, \vec{c}\right)$, is $d\left(x_{i}, \vec{c}\right)=\min _{1 \leq j \leq k}\left|x_{i}-y_{j}\right|$. Given a deterministic mechanism $M$ and an instance $\vec{x}, d\left(x_{i}, M(\vec{x})\right)$ denotes the connection cost of agent $i$ wrt. the outcome of $M(\vec{x})$. If $M$ is a randomized mechanism, the expected connection cost
of agent $i$ is $\mathbb{E}_{\vec{c} \sim M(\vec{x})}\left(d\left(x_{i}, \vec{c}\right)\right)$. The social cost of a deterministic mechanism $M$ for an instance $\vec{x}$ is $\operatorname{cost}(\vec{x}, M(\vec{x}))=\sum_{i=1}^{n} d\left(x_{i}, M(\vec{x})\right)$. The social cost of a facility locations profile $\vec{c} \in \mathbb{R}^{k}$ is $\operatorname{cost}(\vec{x}, \vec{c})=\sum_{i=1}^{n} d\left(x_{i}, \vec{c}\right)$. The expected social cost of a randomized mechanism $M$ on instance $\vec{x}$ is

$$
\operatorname{cost}(\vec{x}, M(\vec{x}))=\sum_{i=1}^{n} \mathbb{E}_{\vec{c} \sim M(\vec{x})}\left(d\left(x_{i}, \vec{c}\right)\right)
$$

The optimal social cost for an instance $\vec{x}$ is $\operatorname{cost}^{*}(\vec{x})=\min _{\vec{c} \in \mathbb{R}^{k}} \sum_{i=1}^{n} d\left(x_{i}, \vec{c}\right)$. For $k$-Facility Location, the optimal social cost (and the corresponding optimal facility locations profile) can be computed in $O(k n \log n)$ time by standard dynamic programming.

Approximation Ratio. A mechanism $M$ has an approximation ratio of $\rho \geq 1$, if for any instance $\vec{x}, \operatorname{cost}(\vec{x}, M(\vec{x})) \leq \rho \operatorname{cost}^{*}(\vec{x})$. We say that the approximation ratio $\rho$ of $M$ is bounded, if $\rho$ is bounded from above either by a constant or by a (computable) function of $n$ and $k$.
Strategyproofness. A deterministic mechanism $M$ is strategyproof, if no agent can benefit from misreporting her location. Formally, $M$ is strategyproof, if for all location profiles $\vec{x}$, any agent $i$, and all locations $y, d\left(x_{i}, M(\vec{x})\right) \leq d\left(x_{i}, M\left(\left(\vec{x}_{-i}, y\right)\right)\right.$. Similarly, a randomized mechanism $M$ is strategyproof (in expectation), if for all location profiles $\vec{x}$, any agent $i$, and all locations $y$,
$\mathbb{E}_{\vec{c} \sim M(\vec{x})}\left(d\left(x_{i}, \vec{c}\right)\right) \leq \mathbb{E}_{\vec{c} \sim M\left(\left(\vec{x}_{-i}, y\right)\right.}\left(d\left(x_{i}, \vec{c}\right)\right)$.
Clusterings. A clustering (or $k$-clustering, if $k$ is not clear from the context) of an instance $\vec{x}$ is any partitioning $\vec{C}=\left(C_{1}, \ldots, C_{k}\right)$ of $\vec{x}$ into $k$ sets of consecutive agent locations. We index clusters from left to right. I.e., $C_{1}=\left\{x_{1}, \ldots, x_{\left|C_{1}\right|}\right\}$, $C_{2}=\left\{x_{\left|C_{1}\right|+1}, \ldots, x_{\left|C_{1}\right|+\left|C_{2}\right|}\right\}$, and so on. We refer to a cluster $C_{i}$ that includes only one agent (i.e., with $\left|C_{i}\right|=1$ ) as a singleton cluster. We sometimes use ( $\vec{x}, \vec{C}$ ) to highlight that we consider $\vec{C}$ as a clustering of instance $\vec{x}$.

Two clusters $C$ and $C^{\prime}$ are identical, denoted $C=C^{\prime}$, if they include the exact same locations. Two clusterings $\vec{C}=\left(C_{1}, \ldots, C_{k}\right)$ and $\vec{Y}=\left(Y_{1}, \ldots, Y_{k}\right)$ of an instance $\vec{x}$ are the same, if $C_{i}=Y_{i}$, for all $i \in[k]$. Abusing the notation, we say that a clustering $\vec{C}$ of an instance $\vec{x}$ is identical to a clustering $\vec{Y}$ of a $\gamma$-perturbation $\vec{x}^{\prime}$ of $\vec{x}$ (see also Definition 3.3.1), if $\left|C_{i}\right|=\left|Y_{i}\right|$, for all $i \in[k]$.

We let $x_{i, l}$ and $x_{i, r}$ denote the leftmost and the rightmost agent of each cluster $C_{i}$. Under this notation, $x_{i-1, r}<x_{i, l} \leq x_{i, r}<x_{i+1, l}$, for all $i \in\{2, \ldots, k-1\}$. Exploiting the linearity of instances, we extend this notation to refer to other agents by their relative location in each cluster. Namely, $x_{i, l+1}$ (resp. $x_{i, r-1}$ ) is the second agent from the left (resp. right) of cluster $C_{i}$. The diameter of a cluster $C_{i}$ is $D\left(C_{i}\right)=d\left(x_{i, l}, x_{i, r}\right)$. The distance of clusters $C_{i}$ and $C_{j}$ is $d\left(C_{i}, C_{j}\right)=$ $\min _{x \in C_{i}, y \in C_{j}}\{d(x, y)\}$, i.e., the minimum distance between a location $x \in C_{i}$ and a location $y \in C_{j}$.

A $k$-facility locations (or $k$-centers) profile $\vec{c}=\left(c_{1}, \ldots, c_{k}\right)$ induces a clustering $\vec{C}=\left(C_{1}, \ldots, C_{k}\right)$ of an instance $\vec{x}$ by assigning each agent/location $x_{j}$ to the
cluster $C_{i}$ with facility $c_{i}$ closest to $x_{j}$. Formally, for each $i \in[k], C_{i}=\left\{x_{j} \in \vec{x}\right.$ : $\left.d\left(x_{j}, c_{i}\right)=d\left(x_{j}, \vec{c}\right)\right\}$. The optimal clustering of an instance $\vec{x}$ is the clustering of $\vec{x}$ induced by the facility locations profile with minimum social cost.

The social cost of a clustering $\vec{C}$ induced by a $k$-facility locations profile $\vec{c}$ on an instance $\vec{x}$ is simply $\operatorname{cost}(\vec{x}, \vec{c})$, i.e., the social cost of $\vec{c}$ for $\vec{x}$. We sometimes refer to the social cost $\operatorname{cost}(\vec{x}, \vec{C})$ of a clustering $\vec{C}$ for an instance $\vec{x}$, without any explicit reference to the corresponding facility locations profile. Then, we refer to the social $\operatorname{cost} \operatorname{cost}(\vec{x}, \vec{c})$, where each facility $c_{i}$ is located at the median location of $C_{i}$ (the left median location of $C_{i}$, if $\left|C_{i}\right|$ is even).

We often consider certain structural changes in a clustering due to agent deviations. Let $\vec{C}$ be a clustering of an instance $\vec{x}$, which due to an agent deviation, changes to a different clustering $\vec{C}^{\prime}$. We say that cluster $C_{i}$ is split when $\vec{C}$ changes to $\vec{C}^{\prime}$, if not all agents in $C_{i}$ are served by the same facility in $\vec{C}^{\prime}$. We say that $C_{i}$ is merged in $\vec{C}^{\prime}$, if all agents in $C_{i}$ are served by the same facility, but this facility also serves in $\vec{C}^{\prime}$ some agents not in $C_{i}$.

### 3.3 Perturbation Stability on the Line: Definition and Properties

Next, we introduce the notion of $\gamma$-(linear) stability and prove some useful properties of $\gamma$-stable instances of $k$-Facility Location, which are repeatedly used in the analysis of our mechanisms.

Definition 3.3.1 ( $\gamma$-Pertrubation and $\gamma$-Stability). Let $\vec{x}=\left(x_{1}, \ldots, x_{n}\right)$ be $a$ locations profile. A locations profile $\vec{x}^{\prime}=\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right)$ is a $\gamma$-perturbation of $\vec{x}$, for some $\gamma \geq 1$, if $x_{1}^{\prime}=x_{1}$ and for every $i \in[n-1], d\left(x_{i}, x_{i+1}\right) / \gamma \leq d\left(x_{i}^{\prime}, x_{i+1}^{\prime}\right) \leq$ $d\left(x_{i}, x_{i+1}\right)$. A $k$-Facility Location instance $\vec{x}$ is $\gamma$-perturbation stable (or simply, $\gamma$ stable), if $\vec{x}$ has a unique optimal clustering $\left(C_{1}, \ldots, C_{k}\right)$ and every $\gamma$-perturbation $\vec{x}^{\prime}$ of $\vec{x}$ has the same unique optimal clustering $\left(C_{1}, \ldots, C_{k}\right)$.

Namely, a $\gamma$-perturbation $\vec{x}^{\prime}$ of an instance $\vec{x}$ is obtained by moving a subset of pairs of consecutive locations closer by a factor at most $\gamma \geq 1$. A $k$-Facility Location instance $\vec{x}$ is $\gamma$-stable, if $\vec{x}$ and any $\gamma$-perturbation $\vec{x}^{\prime}$ of $\vec{x}$ admit the same unique optimal clustering (where clustering identity for $\vec{x}$ and $\vec{x}^{\prime}$ is understood as explained in Section 3.2). We consistently select the optimal center $c_{i}$ of each optimal cluster $C_{i}$ with an even number of points as the left median point of $C_{i}$.

Our notion of linear perturbation stability naturally adapts the notion of metric perturbation stability [13, Definition 2.5] to the line. We note, the class of $\gamma$-stable linear instances, according to Definition 3.3.1, is at least as large as the class of metric $\gamma$-stable linear instances, according to [13, Definition 2.5]. Similarly to [13, Theorem 3.1] (see also [205, Lemma 7.1] and [31, Corollary 2.3]), we can show that for all $\gamma \geq 1$, every $\gamma$-stable instance $\vec{x}$, which admits an optimal clustering $C_{1}, \ldots, C_{k}$ with optimal centers $c_{1}, \ldots, c_{k}$, satisfies the following $\gamma$-center proximity
property: For all cluster pairs $C_{i}$ and $C_{j}$, with $i \neq j$, and all locations $x \in C_{i}$, $d\left(x, c_{j}\right)>\gamma d\left(x, c_{i}\right)$.

We repeatedly use the following immediate consequence of $\gamma$-center proximity (see also [205, Lemma 7.2]). The proof generalizes the proof of [205, Lemma 7.2] to any $\gamma \geq 2$.

Proposition 3.3.2. Let $\gamma \geq 2$ and let $\vec{x}$ be any $\gamma$-stable instance, with unique optimal clustering $C_{1}, \ldots, C_{k}$ and optimal centers $c_{1}, \ldots, c_{k}$. Then, for all clusters $C_{i}$ and $C_{j}$, with $i \neq j$, and all locations $x \in C_{i}$ and $y \in C_{j}, d(x, y)>(\gamma-1) d\left(x, c_{i}\right)$.

The following observation, which allows us to treat stability factors multiplicatively, is an immediate consequence of Definition 3.3.1.

Observation 3.3.3. Every $\alpha$-perturbation followed by a $\beta$-perturbation of a locations profile can be implemented by a ( $\alpha \beta$ )-perturbation and vice versa. Hence, a $\gamma$-stable instance remains $\left(\gamma / \gamma^{\prime}\right)$-stable after a $\gamma^{\prime}$-perturbation, with $\gamma^{\prime}<\gamma$, is applied to it.

We next show that for $\gamma$ large enough, the optimal clusters of a $\gamma$-stable instance are well-separated, in the sense that the distance of two consecutive clusters is larger than their diameters.

Lemma 3.3.4 (Cluster-Separation Property). For any $\gamma$-stable instance on the line with optimal clustering $\left(C_{1}, \ldots, C_{k}\right)$ and all clusters $C_{i}$ and $C_{j}$, with $i \neq j$, $d\left(C_{i}, C_{j}\right)>\frac{(\gamma-1)^{2}}{2 \gamma} \max \left\{D\left(C_{i}\right), D\left(C_{j}\right)\right\}$.

The cluster-separation property of Lemma 3.3 .4 was first obtained in 3 as a consequence of $\gamma$-cluster proximity. For completeness, we present a different proof that exploits the linear structure of the instance.

Proof. It suffices to establish the lemma for two consecutive clusters $C_{i}$ and $C_{i+1}$. We recall that $d\left(C_{i}, C_{i+1}\right)=d\left(x_{i, r}, x_{i+1, l}\right)$. Moreover, by symmetry, we can assume wlog. that $D\left(C_{i}\right) \geq D\left(C_{i+1}\right)$.

If $C_{i}$ is a singleton, $D\left(C_{i}\right)=0$ and the lemma holds trivially. If $\left|C_{i}\right|=2$, wlog. we can only consider the case where $x_{i, l}$ is $C_{i}$ 's center. Otherwise, i.e., if $x_{i, r}$ is $C_{i}$ 's center in optimal clustering $\left(C_{1}, \ldots, C_{i}, \ldots, C_{k}\right)$ with centers $\left(c_{i}, \ldots, x_{i, r}, \ldots, c_{j}\right)$, the same clustering $\left(C_{1}, \ldots, C_{i}, \ldots, C_{k}\right)$ with centers $\left(c_{1}, \ldots, x_{i, l}, \ldots, c_{j}\right)$ is also optimal for the $\gamma$-stable instance $\vec{x}$ (and should still be optimal after a $\gamma$ perturbation of $\vec{x}$, due to the stability of the instance). We then have:

$$
\begin{aligned}
D\left(C_{i}\right)=d\left(x_{i, l}, x_{i, r}\right)=d\left(c_{i}, x_{i, r}\right) & <\frac{1}{(\gamma-1)} d\left(x_{i, r}, x_{i+1, r}\right)=\frac{1}{(\gamma-1)} d\left(C_{i}, C_{i+1}\right) \Rightarrow \\
d\left(C_{i}, C_{i+1}\right) & >(\gamma-1) D\left(C_{i}\right)
\end{aligned}
$$

where the first inequality follows from Proposition 3.3.2. The lemma then follows by noticing that for any $\gamma \geq 1$ :

$$
\gamma-1 \geq \frac{\gamma^{2}+1}{2 \gamma}-1
$$

The most interesting case is where $\left|C_{i}\right| \geq 3$ and $x_{i, l}<c_{i} \leq x_{i, r}$. Suppose $d\left(x_{i, l}, c_{i}\right)=\beta D\left(C_{i}\right)$, for some $\beta \in(0,1]$ and hence $d\left(c_{i}, x_{i, r}\right)=(1-\beta) D\left(C_{i}\right)$ (i.e., $\beta$ quantifies how close $c_{i}$ is to $C_{i}$ 's extreme points and to the closest point of $C_{i+1}$.) We recall that $d\left(C_{i}, C_{i+1}\right)=d\left(x_{i, r}, x_{i+1, l}\right)$.

We start with a tighter analysis of the equivalent of Proposition 3.3.2 for $x_{i, l}$ and $x_{i+1, l}$, taking into account their specific ordering on the line:

$$
\begin{aligned}
d\left(x_{i, l}, x_{i+1, l}\right) & \geq d\left(x_{i, l}, c_{i+1}\right)-d\left(x_{i+1, l}, c_{i+i}\right) \\
& >\gamma d\left(x_{i, l}, c_{i}\right)-\frac{d\left(x_{i+1, l}, c_{i}\right)}{\gamma} \\
& =\gamma d\left(x_{i, l}, c_{i}\right)-\frac{d\left(x_{i+1, l}, x_{i, l}\right)-d\left(x_{i, l}, c_{i}\right)}{\gamma} \Rightarrow \\
d\left(x_{i, l}, x_{i+1, l}\right) & >\frac{\gamma^{2}+1}{\gamma+1} d\left(x_{i, l}, c_{i}\right)
\end{aligned}
$$

Where the second inequality stands due to the $\gamma$-center proximity property of $\gamma$ stable instances and the equality stands because $x_{i, l}<c_{i}<x_{i+1, l}$. Since $d\left(C_{i}, C_{i+1}\right)=d\left(x_{i, r}, x_{i+1, l}\right)=d\left(x_{i, l}, x_{i+1, l}\right)-D\left(C_{i}\right)$, and by $d\left(x_{i, l}, c_{i}\right)=\beta D\left(C_{i}\right)$, we get that:

$$
\begin{equation*}
d\left(C_{i}, C_{i+1}\right)>\left(\frac{\beta\left(\gamma^{2}+1\right)}{\gamma+1}-1\right) D\left(C_{i}\right) \tag{3.1}
\end{equation*}
$$

Furthermore, by Proposition 3.3 .2 , we have that $d\left(x_{i, r}, x_{i+1, l}\right)>(\gamma-1) d\left(x_{i, r}, c_{i}\right)$. Hence, by $d\left(c_{i}, x_{i, r}\right)=(1-\beta) D\left(C_{i}\right)$, we get that:

$$
\begin{equation*}
d\left(C_{i}, C_{i+1}\right)>(1-\beta)(\gamma-1) D\left(C_{i}\right) \tag{3.2}
\end{equation*}
$$

So, by (3.1) and (3.2) we have that it must be:

$$
\begin{equation*}
d\left(C_{i}, C_{i+1}\right)>\max \left\{\frac{\beta\left(\gamma^{2}+1\right)}{\gamma+1}-1,(1-\beta)(\gamma-1)\right\} D\left(C_{i}\right) \tag{3.3}
\end{equation*}
$$

We now observe that for any fixed $\gamma>1$, the first term of the max in (3.3), $\frac{\beta\left(\gamma^{2}+1\right)}{\gamma+1}-1$, is increasing for all $\beta>0$, while the second term, $(1-\beta)(\gamma-1)$, is decreasing for all $\beta \in(0,1]$. Hence, for any fixed $\gamma>1$, the minimum value of the $\max$ in (3.3) is achieved when $\beta$ satisfies:

$$
\frac{\beta\left(\gamma^{2}+1\right)}{\gamma+1}-1=(1-\beta)(\gamma-1)
$$

Solving for $\beta$, we get that:

$$
\begin{equation*}
\beta=\frac{1}{2}+\frac{1}{2 \gamma} \tag{3.4}
\end{equation*}
$$

with $\beta \in(1 / 2,1]$, when $\gamma \geq 1$.
We conclude the proof by substituting the value of $\beta$ in (3.4) to (3.3).
Setting $\gamma \geq 2+\sqrt{3}$, we get that:
Corollary 3.3.5. Let $\gamma \geq 2+\sqrt{3}$ and let $\vec{x}$ be any $\gamma$-stable instance with unique optimal clustering $\left(C_{1}, \ldots, C_{k}\right)$. Then, for all clusters $C_{i}$ and $C_{j}$, with $i \neq j$, $d\left(C_{i}, C_{j}\right)>\max \left\{D\left(C_{i}\right), D\left(C_{j}\right)\right\}$.

The following is an immediate consequence of the cluster-separation property in Lemma 3.3.4

Observation 3.3.6. Let $\vec{x}$ be a $k$-Facility Location with a clustering $\vec{C}=\left(C_{1}, \ldots, C_{k}\right)$ such that for any two clusters $C_{i}$ and $C_{j}, \max \left\{D\left(C_{i}\right), D\left(C_{j}\right)\right\}<d\left(C_{i}, C_{j}\right)$. Then, if in the optimal clustering of $\vec{x}$, there is a facility at the location of some $x \in C_{i}$, no agent in $C_{i}$ is served by a facility at $x_{j} \notin C_{i}$.
(!!!What does this say?? Remove!!!)Next, we establish the so-called no direct improvement from singleton deviations property, used to show the strategyproofness of the AlmostRightmost and Random mechanisms. Namely, we show that in any 3 -stable instance, no agent deviating to a singleton cluster in the optimal clustering of the resulting instance can improve her connection cost through the facility of that singleton cluster.

Lemma 3.3.7. Let $\vec{x}$ be a $\gamma$-stable instance with $\gamma \geq 3$ and optimal clustering $\vec{C}=\left(C_{1}, \ldots, C_{k}\right)$ and cluster centers $\left(c_{1}, \ldots, c_{k}\right)$, and let an agent $x_{i} \in C_{i} \backslash\left\{c_{i}\right\}$ and a location $x^{\prime}$ such that $x^{\prime}$ is a singleton cluster in the optimal clustering of the resulting instance $\left(\vec{x}_{-i}, x^{\prime}\right)$. Then, $d\left(x_{i}, x^{\prime}\right)>d\left(x_{i}, c_{i}\right)$.

Proof. We establish the lemma for the leftmost agent $x_{i, l}$ as the deviating agent. Specifically, we show that $x_{i, l}$ needs to move by at least $d\left(x_{i, l}, c_{i}\right)$ to the left in order to become a singleton cluster. The property then follows for the rest of the agents.

Suppose $x_{i, l}$ can create a singleton cluster by deviating less than $d\left(x_{i, l}, c_{i}\right)$ to the left. I.e., for some $x^{\prime}$ such that $d\left(x^{\prime}, x_{i, l}\right)<d\left(x_{i, l}, c_{i}\right)$ the optimal clustering of $\vec{x}^{\prime}=\left(\vec{x}_{-x_{i, l}}, x^{\prime}\right)$ is such that the agent location at $x^{\prime}$ becomes a singleton cluster. We call this clustering (that is optimal for $\left.\vec{x}^{\prime}\right) \vec{C}^{\prime}$. Notice that since $d\left(x^{\prime}, x_{i, l}\right)<$ $d\left(x_{i, l}, c_{i}\right), x^{\prime}$ is in the gap between clusters $C_{i-1}$ and $C_{i}$ as by 3 -perturbation stability we have $d\left(x_{i-1, r}, x_{i, l}\right)>2 d\left(x_{i, l}, c_{i}\right)$. This means that in order for this case to be feasible, no agents from $C_{i-1}$ can be clustered together with agents in $C_{i}$ in $\left(\vec{x}^{\prime}, \vec{C}^{\prime}\right)$, because $x^{\prime}$ lies between them and is a singleton cluster.

Consider now the instance $\vec{x}_{-x_{i, l}}$. We know that $\operatorname{cost}\left(\vec{x}_{-x_{i, l}}, \vec{C}^{\prime}\right) \geq \operatorname{cost}\left(\vec{x}_{-x_{i, l}}, \vec{C}\right)$. That is, since otherwise the optimal clustering for $\vec{x}$ would make $x_{i, l}$ a singleton cluster and serve the rest of the agents as in $\vec{C}^{\prime}$. Let diff be the difference in the total cost agents in $\vec{x}_{-x_{i, l}}$ experience between clusterings $\vec{C}$ and $\vec{C}^{\prime}$. I.e.
$\operatorname{diff}=\operatorname{cost}\left(\vec{x}_{-x_{i, l},}, \vec{C}^{\prime}\right)-\operatorname{cost}\left(\vec{x}_{-x_{i, l}}, \vec{C}\right)$. As before, since $x_{i, l}$ is not a singleton cluster in $(\vec{x}, \vec{C})$ we know that $d\left(x_{i, l}, c_{i}\right)<\operatorname{diff}$ (or else setting $x_{i, l}$ as a singleton would have a lower cost in $\vec{x}$ than $\vec{C}$ ).

But we can perform a 3 -perturbation in $\vec{x}$ in the following way: Scale down all distances between agents from $x_{1}$ up to $x_{i-1, r}$ and all distances between agents from $x_{i, l+1}$ to $x_{n}\left(x_{n}\right.$ being the rightmost agent of the instance) by 3 . Call this instance $\vec{x}_{p e r}$. Since agents of clusters $C_{i-1}$ and $C_{i}$ are not clustered together neither in $\vec{C}$ nor in $\vec{C}^{\prime}$ we have that

$$
\operatorname{diff}_{p e r} \leq \frac{\operatorname{cost}\left(\vec{x}_{-x_{i, l}}, \vec{C}^{\prime}\right)-\operatorname{cost}\left(\vec{x}_{-x_{i, l}}, \vec{C}\right)}{3}
$$

So diff ${ }_{p e r} \leq$ diff $/ 3$. Since $d\left(x_{i, l}, c_{i}\right)$ is unaffected in the perturbation and by stability the optimal clustering of $\vec{x}_{p e r}$ must remain the same (as $\vec{x}$ ) we have that it must be $d\left(x_{i, l}, c_{i}\right)<\operatorname{diff} / 3$ (1).

Finally, the least amount of extra social cost suffered between $\operatorname{cost}(\vec{x}, \vec{C})$ and the case of setting $x_{i, l}$ as a center that serves only itself and serve the remaining agents of the instance as on $\vec{C}^{\prime}$ (i.e. as they would be served should $x^{\prime}$ gets a facility that served only herself), will be diff $-d\left(x_{i, l}, c_{i}\right)$. This means that the optimal clustering algorithm would only choose this solution when $d\left(x^{\prime}, c_{i}\right)>\operatorname{diff}-d\left(x, c_{i}\right)$. So the agent must deviate by at least diff $-2 d\left(x, c_{i}\right)$. But from (1) we have

$$
\operatorname{diff}-2 d\left(x, c_{i}\right)>3 d\left(x, c_{i}\right)-2 d\left(x_{i, l}, c_{i}\right)=d\left(x_{i, l}, c_{i}\right),
$$

which concludes the proof of the lemma.
The following shows that for 5 -stable instances $\vec{x}$, an agent cannot form a singleton cluster, unless she deviates by a distance larger than the diameter of her cluster in $\vec{x}$ 's optimal clustering.

Lemma 3.3.8. Let $\vec{x}$ be any $\gamma$-stable instance with $\gamma \geq 5$ and optimal clustering $\vec{C}=\left(C_{1}, \ldots, C_{k}\right)$. Let $x_{i} \in C_{i} \backslash\left\{c_{i}\right\}$ be any agent and $x^{\prime}$ any location such that $x^{\prime}$ is a singleton cluster in the optimal clustering of instance $\vec{x}^{\prime}=\left(\vec{x}_{-i}, x^{\prime}\right)$, where $x_{i}$ has deviated to $x^{\prime}$. Then, $d\left(x^{\prime}, x_{i}\right)>D\left(C_{i}\right)$.

Sketch. Initially, we show that a clustering $\vec{C}^{\prime}$ of instance $\vec{x}^{\prime}=\left(\vec{x}_{-i}, x^{\prime}\right)$, with $d\left(x^{\prime}, x_{i}\right) \leq D\left(C_{i}\right)$, cannot be optimal and contain $x^{\prime}$ as a singleton cluster, unless some agent $\vec{x} \backslash C_{i}$ is clustered together with some agent in $C_{i}$. To this end, we use the lower bound on the distance between difference clusters for 5 -stable instances show in Lemma 3.3.4 Then, using stability arguments, i.e. that the optimal clustering should not change for instance $\vec{x}$, even when we decrease, by a factor of 4 , the distances between consecutive agents in $\vec{x} \backslash C_{i}$, we show that in $\vec{C}^{\prime}$ agents in $\vec{x} \backslash C_{i}$ experience an increase in cost of at least $2 D\left(C_{i}\right)$ (notice that $\left.\vec{x} \backslash C_{i}=\vec{x}^{\prime} \backslash\left(C_{i} \cup\left\{x^{\prime}\right\}\right)\right)$. But the additional cost of serving $x^{\prime}$ from $c_{i}$ in clustering $\vec{C}$ is at most $2 D\left(C_{i}\right)$, since $d\left(x^{\prime}, x_{i}\right) \leq D\left(C_{i}\right)$ and $d\left(x_{i}, c_{i}\right) \leq D\left(C_{i}\right)$.


Figure 3.1: An example of a so-called singleton deviation. The deviating agent (grey) declares a remote location, becomes a singleton cluster, and essentially turns the remaining agents into a $(k-1)$-Facility Location instance. Thus, the deviating agent can benefit from her singleton deviation, due to the subsequent cluster merge.

```
Mechanism 1: OPTIMAL
Result: An allocation of \(k\)-facilities
Input: A \(k\)-Facility Location instance \(\vec{x}\).
Compute the optimal clustering \(\left(C_{1}, \ldots, C_{k}\right)\). Let \(c_{i}\) be the left median point
    of each cluster \(C_{i}\).
2 if \(\left(\exists i \in[k]\right.\) with \(\left.\left|C_{i}\right|=1\right)\) or \((\exists i \in[k-1]\) with
    \(\left.\max \left\{D\left(C_{i}\right), D\left(C_{i+1}\right)\right\} \geq d\left(C_{i}, C_{i+1}\right)\right)\) then
    Output: "FACILITIES ARE NOT ALLOCATED".
3 else
    Output: The \(k\)-facility allocation \(\left(c_{1}, \ldots, c_{k}\right)\)
```

Hence retaining clustering $\vec{C}$ and serving location $x^{\prime}$ from $c_{i}$ would have a smaller cost than the supposedly optimal clustering $\vec{C}^{\prime}$. The complete proof follows by a careful case analysis.

The proof is deferred to appendix 3.A of the chapter.

### 3.4 The Optimal Solution is Strategyproof for $(2+\sqrt{3})$-Stable Instances

We next show that the Optimal mechanism, which allocates the facilities optimally, is strategyproof for $(2+\sqrt{3})$-stable instances of $k$-Facility Location whose optimal clustering does not include any singleton clusters. More specifically, in this section, we analyze Mechanism (1.

In general, due to the incentive compatibility of the median location in a single cluster, a deviation can be profitable only if it results in a $k$-clustering different
from the optimal clustering $\left(C_{1}, \ldots, C_{k}\right)$ of $\vec{x}$. For $\gamma$ is sufficiently large, $\gamma$-stability implies that the optimal clusters are well identified so that any attempt to alter the optimal clustering (without introducing singleton clusters and without violating the cluster separation property, which is necessary of stability) results in an increased cost for the deviating agent. We should highlight that Mechanism 1 may also "serve" non-stable instances that satisfy the cluster separation property. We next prove that the mechanism is stategyproof if the true instance is $(2+\sqrt{3})-$ stable and its optimal clustering does not include any singleton clusters, when the agent deviations do not introduce any singleton clusters and not result in instances that violate the cluster separation property (i.e. are served by the mechanism) .
Theorem 3.4.1. The Optimal mechanism applied to $(2+\sqrt{3})$-stable instances of $k$-Facility Location without singleton clusters in their optimal clustering is strategyproof and minimizes the social cost.

Proof. We first recall some of the notation about clusterings, introduced in Section 3.2. Specifically, for a clustering $\vec{C}=\left(C_{1}, \ldots, C_{k}\right)$ of an instance $\vec{x}$ with centers $\vec{c}=\left(c_{1}, \ldots, c_{k}\right)$, the cost of an agent (or a location) $x$ is $d(x, \vec{C})=$ $\min _{j \in[k]}\left\{d\left(x, c_{j}\right)\right\}$. The cost of a set of agents $X$ in a clustering $\vec{C}$ is $\operatorname{cost}(X, \vec{C})=$ $\sum_{x \in X} d\left(x_{j}, \vec{C}\right)$. Finally, the cost of an instance $\vec{x}$ in a clustering $\vec{C}$ is $\operatorname{cost}(\vec{x}, \vec{C})=$ $\sum_{x_{j} \in \vec{x}} d\left(x_{j}, \vec{C}\right)$. This general notation allows us to refer to the cost of the same clustering for different instances. I.e, if $\vec{C}$ is the optimal clustering of $\vec{x}$, then $\operatorname{cost}(\vec{y}, \vec{C})$ denotes the cost of instance $\vec{y}$ in clustering $\vec{C}$ (where we select the same centers as in clustering $\vec{C}$ for $\vec{x}$ ).

The fact that if Optimal outputs $k$ facilities, they optimize the social cost is straightforward. So, we only need to establish strategyproofness. To this end, we show the following: Let $\vec{x}$ be any $(2+\sqrt{3})$-perturbation stable $k$-Facility Location instance with optimal clustering $\vec{C}=\left(C_{1}, \ldots, C_{k}\right)$. For any agent $i$ and any location $y$, let $\vec{Y}$ be the optimal clustering of the instance $\vec{y}=\left(\vec{x}_{-i}, y\right)$ resulting from the deviation of $i$ from $x_{i}$ to $y$. Then, if $y$ does not form a singleton cluster in $(\vec{y}, \vec{Y})$, either $d\left(x_{i}, \vec{C}\right)<d\left(x_{i}, \vec{Y}\right)$, or there is an $i \in[k-1]$ for which $\max \left\{D\left(Y_{i}\right), D\left(Y_{i+1}\right)\right\} \geq d\left(Y_{i}, Y_{i+1}\right)$.

So, we let $x_{i} \in C_{i}$ deviate to a location $y$, resulting in $\vec{y}=\left(\vec{x}_{-i}, y\right)$ with optimal clustering $\vec{Y}$. Since $y$ is not a singleton cluster, it is clustered with agents belonging in one or two clusters of $\vec{C}$, say either in cluster $C_{j}$ or in clusters $C_{j-1}$ and $C_{j}$. By optimally of $\vec{C}$ and $\vec{Y}$, the number of facilities serving $C_{j-1} \cup C_{j} \cup\{y\}$ in $(\vec{y}, \vec{Y})$ is no less than the number of facilities serving $C_{j-1} \cup C_{j}$ in $(\vec{x}, \vec{C})$. Hence, there is at least one facility in either $C_{j-1}$ or $C_{j}$.

Wlog., suppose that a facility is allocated to an agent in $C_{j}$ in $(\vec{y}, \vec{Y})$. By Corollary 3.3.5 and Observation 3.3.6, no agent in $C_{j}$ is served by a facility in $\vec{x} \backslash C_{j}$ in $\vec{Y}$. Thus we get the following cases about what happens with the optimal clustering $\vec{Y}$ of instance $\vec{y}=\left(\vec{x}_{-i}, y\right)$ :

Case 1: $y$ is not allocated a facility in $\vec{Y}$ : This can happen in one of two ways:

Case 1a: $y$ is clustered together with some agents from cluster $C_{j}$ and no facility placed in $C_{j}$ serves agents in $\vec{x} \backslash C_{j}$ in $\vec{Y}$.

Case 1b: $y$ is clustered together with some agents from a cluster $C_{j}$ and at least one of the facilities placed in $C_{j}$ serve agents in $\vec{x} \backslash C_{j}$ in $\vec{Y}$.

Case 2: $y$ is allocated a facility in $\vec{Y}$. This can happen in one of two ways:
Case 2a: $y$ only serves agents that belong in $C_{j}$ (by optimality, $y$ must be the median location of the new cluster, which implies that either $y<x_{i, l}$ and $y$ only serves $x_{i, l}$ or $x_{j, l} \leq y \leq x_{j, r}$ ).
Case 2b: In $\vec{Y}, y$ serves agents that belong in both $C_{j-1}$ and $C_{j}$.
We next show that the cost of the original clustering $\vec{C}$ is less than the cost of clustering $\vec{Y}$ in $\vec{y}$. Hence, mechanism Optimal would also select clustering $\vec{C}$ for $\vec{y}$, which would make $x_{i}$ 's deviation to $y$ non-profitable. In particular, it suffices to show that:

$$
\begin{aligned}
\operatorname{cost}(\vec{y}, \vec{C}) & <\operatorname{cost}(\vec{y}, \vec{Y}) \Leftrightarrow \\
\operatorname{cost}(\vec{x}, \vec{C})+d(y, \vec{C})-d\left(x_{i}, \vec{C}\right) & <\operatorname{cost}(\vec{x}, \vec{Y})+d(y, \vec{Y})-d\left(x_{i}, \vec{Y}\right) \Leftrightarrow \\
d(y, \vec{C})-d(y, \vec{Y}) & <\operatorname{cost}(\vec{x}, \vec{Y})-\operatorname{cost}(\vec{x}, \vec{C})+d\left(x_{i}, \vec{C}\right)-d\left(x_{i}, \vec{Y}\right)
\end{aligned}
$$

Since $x_{i}$ 's deviation to $y$ is profitable, $d\left(x_{i}, \vec{C}\right)-d\left(x_{i}, \vec{Y}\right)>0$. Hence, it suffices to show that:

$$
\begin{aligned}
d(y, \vec{C})-d(y, \vec{Y}) & \leq \operatorname{cost}(\vec{x}, \vec{Y})-\operatorname{cost}(\vec{x}, \vec{C}) \\
& =\operatorname{cost}\left(C_{j}, \vec{Y}\right)-\operatorname{cost}\left(C_{j}, \vec{C}\right)+\operatorname{cost}\left(\vec{x} \backslash C_{j}, \vec{Y}\right)-\operatorname{cost}\left(\vec{x} \backslash C_{( }(3 \overrightarrow{\text { F }})\right.
\end{aligned}
$$

We first consider Case 1a and Case 2a, i.e., the cases where $\vec{Y}$ allocates facilities to agents of $C_{j}$ (between $x_{j, l}$ and $x_{j, r}$ ) that serve only agents in $C_{j}$. Note that in case 2a, $y$ can also be located outside of $C_{j}$ and serve only $x_{i, l}$. We can treat this case as Case 1a, since it is equivalent to placing the facility on $x_{i, l}$ and serving $y$ from there.

In Case 1a and Case 2a, we note that (3.5) holds if the clustering $\vec{Y}$ allocates a single facility to agents in $C_{j} \cup\{y\}$, because the facility is allocated to the median of $C_{j} \cup\{y\}$, hence $d(y, \vec{C})-d(y, \vec{Y})=\operatorname{cost}\left(C_{j}, \vec{Y}\right)-\operatorname{cost}\left(C_{j}, \vec{C}\right)$, while $\operatorname{cost}\left(\vec{x} \backslash C_{j}, \vec{Y}\right)-\operatorname{cost}\left(\vec{x} \backslash C_{j}, \vec{C}\right) \geq 0$, since $\vec{C}$ is optimal for $\vec{x}$. So, we focus on the most interesting case where the agents in $C_{j} \cup\{y\}$ are allocated at least two facilities. We observe that (3.5) follows from:

$$
\begin{align*}
d(y, \vec{C})-d(y, \vec{Y}) & \leq \frac{1}{\gamma}\left(\operatorname{cost}\left(\vec{x} \backslash C_{j}, \vec{Y}\right)-\operatorname{cost}\left(\vec{x} \backslash C_{j}, \vec{C}\right)\right)  \tag{3.6}\\
\operatorname{cost}\left(C_{j}, \vec{C}\right)-\operatorname{cost}\left(C_{j}, \vec{Y}\right) & \leq\left(1-\frac{1}{\gamma}\right)\left(\operatorname{cost}\left(\vec{x} \backslash C_{j}, \vec{Y}\right)-\operatorname{cost}\left(\vec{x} \backslash C_{j}, \vec{C}\right)\right) \tag{3.7}
\end{align*}
$$

To establish (3.6) and (3.7), we first consider the valid $\gamma$-perturbation of the original instance $\vec{x}$ where all distances between consecutive agent pairs to the left of $C_{j}$ (i.e. agents $\left\{x_{1}, x_{2}, \ldots, x_{j-1, r}\right\}$ ) and between consecutive agent pairs to the right of $C_{j}$ (i.e. agents $\left\{x_{j+1, l}, \ldots, x_{k, r}\right\}$ ) are scaled down by $\gamma$. By stability, the clustering $\vec{C}$ remains the unique optimal clustering for the perturbed instance $\vec{x}^{\prime}$. Moreover, since agents in $\vec{x} \backslash C_{j}$ are not served by a facility in $C_{j}$ in $\vec{C}$ and $\vec{Y}$, and since all distances outside $C_{j}$ are scaled down by $\gamma$, while all distances within $C_{j}$ remain the same, the cost of the clusterings $\vec{C}$ and $\vec{Y}$ for the perturbed instance $\vec{x}^{\prime}$ is $\operatorname{cost}\left(C_{j}, \vec{C}\right)+\operatorname{cost}\left(\vec{x} \backslash C_{j}, \vec{C}\right) / \gamma$ and $\operatorname{cost}\left(C_{j}, \vec{Y}\right)+\operatorname{cost}\left(\vec{x} \backslash C_{j}, \vec{Y}\right) / \gamma$, respectively. Using $\operatorname{cost}\left(\vec{x}^{\prime}, \vec{C}\right)<\operatorname{cost}\left(\vec{x}^{\prime}, \vec{Y}\right)$ and $\gamma \geq 2$, we obtain:

$$
\begin{align*}
\operatorname{cost}\left(C_{j}, \vec{C}\right)-\operatorname{cost}\left(C_{j}, \vec{Y}\right) & <\frac{1}{\gamma}\left(\operatorname{cost}\left(\vec{x} \backslash C_{j}, \vec{Y}\right)-\operatorname{cost}\left(\vec{x} \backslash C_{j}, \vec{C}\right)\right)  \tag{3.8}\\
& \leq\left(1-\frac{1}{\gamma}\right)\left(\operatorname{cost}\left(\vec{x} \backslash C_{j}, \vec{Y}\right)-\operatorname{cost}\left(\vec{x} \backslash C_{j}, \vec{C}\right)\right) \tag{3.9}
\end{align*}
$$

Moreover, if $C_{j} \cup\{y\}$ is served by at least two facilities in $\vec{Y}$, the facility serving $y$ (and some agents of $C_{j}$ ) is placed at the median location of $\vec{Y}$ 's cluster that contains $y$. Wlog., we assume that $y$ lies on the left of the median of $C_{j}$. Then, the decrease in the cost of $y$ due to the additional facility in $\vec{Y}$ is equal to the decrease in the cost of $x_{i, l}$ in $\vec{Y}$, which bounds from below the total decrease in the cost of $C_{j}$ due to the additional facility in $\vec{Y}$. Hence,

$$
\begin{equation*}
d(y, \vec{C})-d(y, \vec{Y}) \leq \operatorname{cost}\left(C_{j}, \vec{C}\right)-\operatorname{cost}\left(C_{j}, \vec{Y}\right) \tag{3.10}
\end{equation*}
$$

We conclude Case 1a and Case 2a, by observing that (3.6) follows directly from (3.10) and (3.8).

Finally, we study Case 1 b and Case 2b, i.e, the cases where some agents of $C_{j}$ are clustered with agents of $\vec{x} \backslash C_{j}$ in $\vec{Y}$. Let $C_{j 1}^{\prime}$ and $C_{j 2}^{\prime}$ denote the clusters of $(\vec{y}, \vec{Y})$ including all agents of $C_{j}$ (i.e., $C_{j} \subseteq C_{j 1}^{\prime} \cup C_{j 2}^{\prime}$ ). By hypothesis, at least one of $C_{j 1}^{\prime}$ and $C_{j 2}^{\prime}$ contains an agent $z \in \vec{x} \backslash C_{j}$. Suppose this is true for the cluster $C_{j 1}^{\prime}$. Then, $D\left(C_{j 1}^{\prime}\right)>D\left(C_{j}\right)$, since by Corollary 3.3.5. for any $\gamma \geq(2+\sqrt{3})$, the distance of any agent $z$ outside $C_{j}$ to the nearest agent in $C_{j}$ is larger than $C_{j}$ 's diameter. But since both $C_{j 1}^{\prime}$ and $C_{j 2}^{\prime}$ contain agents of $C_{j}$, we have that $d\left(C_{j 1}^{\prime}, C_{j 2}^{\prime}\right)<D\left(C_{j}\right)$. Therefore, $D\left(C_{j 1}^{\prime}\right)>d\left(C_{j 1}^{\prime}, C_{j 2}^{\prime}\right)$ and the cluster-separation property is violated. Hence the resulting instance $\vec{y}$ is not $\gamma$-stable and Mechanism 1 does not allocated any facilities for it.

### 3.5 A Deterministic Mechanism Resistant to Singleton Deviations

Next, we present a deterministic strategyproof mechanism for 5 -stable instances of $k$-Facility Location whose optimal clustering may include singleton clusters. To make singleton cluster deviations non profitable, cluster merging has to
be discouraged by the facility allocation rule. So, we allocate facilities near the edge of each optimal cluster, ending up with a significantly larger approximation ratio and a requirement for larger stability, in order to achieve strategyproofness. Specifically, we now need to ensure that no agent can become a singleton cluster close enough to her original location. Moreover, since agents can now gain by splitting their (true) optimal cluster, we need to ensure that such deviations are either non profitable or violate the cluster-separation property.

Theorem 3.5.1. AlmostRightmost (Mechanism 2) is strategyproof for 5-stable instances of $k$-Facility Location and achieves an approximation ratio of $(n-2) / 2$.

Proof. The approximation ratio of $(n-2) / 2$ follows directly from the fact that the mechanism allocates the facility to the second rightmost agent of each nonsingleton optimal cluster.

As for strategyproofness, let $\vec{x}$ denote the true instance and $\vec{C}=\left(C_{1}, \ldots, C_{k}\right)$ its optimal clustering. We consider an agent $x_{i} \in C_{j}$ deviating to location $y$, resulting in an instance $\vec{y}=\left(\vec{x}_{-i}, y\right)$ with optimal clustering $\vec{Y}$. Agent $x_{i}$ 's cost is at most $D\left(C_{j}\right)$. Agent $x_{i}$ could profitably declare false location $y$ in the following ways:

```
Mechanism 2: AlmostRightmost
Result: An allocation of \(k\)-facilities
Input: A \(k\)-Facility Location instance \(\vec{x}\).
Find the optimal clustering \(\vec{C}=\left(C_{1}, \ldots, C_{k}\right)\) of \(\vec{x}\).
if there are two consecutive clusters \(C_{i}\) and \(C_{i+1}\) with
    \(\max \left\{D\left(C_{i}\right), D\left(C_{i+1}\right)\right\} \geq d\left(C_{i}, C_{i+1}\right)\) then
    Output: "FACILITIES ARE NOT ALLOCATED".
for \(i \in\{1, \ldots, k\}\) do
    if \(\left|C_{i}\right|>1\) then
        Allocate a facility to the location of the second rightmost agent of \(C_{i}\),
        i.e., \(c_{i} \leftarrow x_{i, r-1}\).
    else
            Allocate a facility to the single agent location of \(C_{i}: c_{i} \leftarrow x_{i, l}\)
    end
end
Output: The \(k\)-facility allocation \(\vec{c}=\left(c_{1}, \ldots, c_{k}\right)\).
```

Case 1: The agents in $C_{j}$ are clustered together in $\vec{Y}$ and $y$ is allocated a facility with $d\left(y, x_{i}\right)<d\left(x_{i}, x_{i, r-1}\right) \leq D\left(C_{j}\right)\left(x_{i, r-1}\right.$ is the location of $x_{i}$ 's facility, when she is truthful).

Case 1a: $y$ is a singleton cluster and $d\left(y, x_{i}\right)<D\left(C_{j}\right)$. For 5-stable instances, Lemma 3.3 .8 implies that $x_{i} \in C_{j}$ has to move by at least $D\left(C_{j}\right)$ to become a singleton cluster, a contradiction.

Case 1b: $y$ is the second rightmost agent of a cluster $C_{j}^{\prime}$ in $(\vec{y}, \vec{Y})$. Then, the agent $x_{i}$ can gain only if $d\left(y, x_{i}\right)<D\left(C_{j}\right)$. In Case 1, the agents in $C_{j}$ are clustered together in $\vec{Y}$. If $y<x_{i}, y$ must be the second rightmost agent of a cluster on the left of $x_{j, l}$ and by Lemma 3.3.4, $d\left(x_{i}, y\right) \geq d\left(x_{j, l}, x_{j-1, r}\right)>D\left(C_{j}\right)$. Hence, such a deviation cannot be profitable for $x_{i}$ (note how this case crucially uses the facility allocation to the second rightmost agent of a cluster). If $y>x_{i}, x_{i}$ can only gain if $y$ is the second rightmost agent of a cluster including $C_{j} \cup\left\{y, x_{j+1, l}\right\}$ and possibly some agents on the left of $C_{j}$, which is treated below.

Case 2: The agents in $C_{j}$ are clustered together in $\vec{Y}$ and $C_{j}$ is merged with some agents from $C_{j+1}$ and possibly some other agents to the left of $x_{j, l}$ (note that merging $C_{j}$ only with agents to the left of $x_{j, l}$ does not change the facility of $x_{i}$ ). Then, we only need to consider the case where the deviating agent $x_{i}$ is $x_{j, r}$, since any other agent to the left of $x_{j, r-1}$ cannot gain, because cluster merging can only move their serving facility further to the right. As for $x_{j, r}$, we note that by optimality and the hypothesis that agents in $C_{j}$ belong in the same cluster of $\vec{Y}, x_{i, r}$ cannot cause the clusters $C_{j}$ and $C_{j+1}$ to merge in $\vec{Y}$ by deviating in the range $\left[x_{j, r}, x_{j+1, l}\right]$. The reason is that the set of agents $\left(C_{i} \backslash\left\{x_{j, r}\right\}\right) \cup\{y\} \cup C_{j+1}$ cannot be served optimally by a single facility, when the set of agents $C_{j} \cup C_{j+1}$ requires two facilities in the optimal clustering $\vec{C}$. Hence, unless $C_{j+1}$ is split in $\vec{Y}$ (which is treated similarly to Case 3 a ), $x_{j, r}$ can only move her facility to $C_{j+1}$, which is not profitable for her, due to Lemma 3.3.4.

Case 3: $C_{j}$ is split into two clusters in $\vec{Y}$. Hence, the leftmost agents, originally in $C_{j}$, are served by a different facility than the rest of the agents originally in $C_{j}$. We next show that in any profitable deviation of $x_{i}$ where $C_{j}$ is split, either the deviation is not feasible or the cluster-separation property is violated. The case analysis below is similar to the proof of Theorem 3.4.1.

Case 3a: Agents in $C_{j}$ are clustered together with some agents of $\vec{x} \backslash C_{j}$ in $\vec{Y}$. By hypothesis, there are agents $z, w \in C_{j}$ placed in different clusters of $\vec{Y}$, and at least one of them, say $z$, is clustered together with an agent $p \in C_{\ell}$, with $\ell \neq j$, in $\vec{Y}$. For brevity, we refer to the (different) clusters in which $z$ and $w$ are placed in clustering $\vec{Y}$ as $C_{z}^{\prime}$ and $C_{w}^{\prime}$, respectively. Then, $D\left(C_{z}^{\prime}\right) \geq d(p, z)>D\left(C_{j}\right)$, by Lemma 3.3.4 But also $d\left(C_{z}^{\prime}, C_{w}^{\prime}\right)<d(z, w) \leq D\left(C_{j}\right)$, and consequently, $D\left(C_{z}^{\prime}\right)>d\left(C_{z}^{\prime}, C_{w}^{\prime}\right)$, which implies that the cluster-separation property is violated and Mechanism 2 does not allocate any facilities in this case.
Case 3b: Agents in $C_{j}$ are split and are not clustered together with any agents of $\vec{x} \backslash C_{j}$ in $\vec{Y}$. Hence, $y$ is not clustered with any agents in $\vec{x} \backslash C_{j}$
in $\vec{Y}$. Otherwise, i.e., if $y$ is not clustered with agents of $C_{j}$ in $\vec{Y}$, it would be suboptimal for clustering $\vec{Y}$ to allocate more than one facility to agents of $C_{j} \backslash\left\{x_{i}\right\}$ and at most $k-2$ facilities to $(\vec{x} \cup\{y\}) \backslash C_{j}$, while the optimal clustering $\vec{C}$ allocates a single facility to $C_{j}$ and $k-1$ facilities to $\vec{x} \backslash C_{j}$. But again if $y$ is only clustered with agents of $C_{j}$, it is suboptimal for clustering $\vec{Y}$ to allocate more than one facility to agents of $\left(C_{j} \cup\{y\}\right) \backslash\left\{x_{i}\right\}$ and at most $k-2$ facilities to $\vec{x} \backslash C_{j}$, while the optimal clustering $\vec{C}$ allocates a single facility to $C_{j}$ and $k-1$ facilities to $\vec{x} \backslash C_{j}$, as shown in the proof of Theorem 3.4.1.

### 3.6 Low Stability and Inapproximability by Deterministic Mechanisms

We next extend the impossibility result of [112, Theorem 3.7] to $\sqrt{2}$-stable instances of $k$-Facility Location on the line, with $k \geq 3$. Thus, we provide strong evidence that restricting our attention to stable instances does not make strategyproof mechanism design trivial.

### 3.6.1 Image Sets, Holes and Well-Separated Instances

We start with some basic facts about strategyproof mechanisms and by adapting the technical machinery of well-separating instances from [112, Section 2.2] to stable instances.
Image Sets and Holes. Given a mechanism $M$, the image set $I_{i}\left(\vec{x}_{-i}\right)$ of an agent $i$ with respect to an instance $\vec{x}_{-i}$ is the set of facility locations the agent $i$ can obtain by varying her reported location. Formally, $I_{i}\left(\vec{x}_{-i}\right)=\{a \in \mathbb{R}: \exists y \in$ $\mathbb{R}$ with $\left.M\left(\vec{x}_{-i}, y\right)=a\right\}$.

If $M$ is strategyproof, any image set $I_{i}\left(\vec{x}_{-i}\right)$ is a collection of closed intervals (see e.g., [209, p. 249]). Moreover, a strategyproof mechanism $M$ places a facility at the location in $I_{i}\left(\vec{x}_{-i}\right)$ nearest to the declared location of agent $i$. Formally, for any agent $i$, all instances $\vec{x}$, and all locations $y, d\left(y, M\left(\vec{x}_{-i}, y\right)\right)=\inf _{a \in I_{i}\left(\vec{x}_{-i}\right)}\{d(y, a)\}$.

Some care is due, because we consider mechanisms that need to be strategyproof only for $\gamma$-stable instances $\left(\vec{x}_{-i}, y\right)$. The image set of such a mechanism $M$ is well defined (possibly by assuming that all facilities are placed to essentially $+\infty)$, whenever $\left(\vec{x}_{-i}, y\right)$ is not $\gamma$-stable. Moreover, the requirement that $M$ places a facility at the location in $I_{i}\left(\vec{x}_{-i}\right)$ nearest to the declared location $y$ of agent $i$ holds only if the resulting instance $\left(\vec{x}_{-i}, y\right)$ is stable. We should underline that all instances considered in the proof of Theorem 3.6.5 are stable (and the same holds for the proofs of the propositions adapted from [112, Section 2.2]).

Any (open) interval in the complement of an image set $I \equiv I_{i}\left(\vec{x}_{-i}\right)$ is called a hole of $I$. Given a location $y \notin I$, we let $l_{y}=\sup _{a \in I}\{a<y\}$ and $r_{y}=\inf _{a \in I}\{a>y\}$ be the locations in $I$ nearest to $y$ on the left and on the right, respectively. Since $I$ is a collection of closed intervals, $l_{y}$ and $r_{y}$ are well-defined and satisfy $l_{y}<y<r_{y}$. For convenience, given a $y \notin I$, we refer to the interval $\left(l_{y}, r_{y}\right)$ as a $y$-hole in $I$.
Well-Separated Instances. Given a deterministic strategyproof mechanism $M$ with a bounded approximation $\rho \geq 1$ for $k$-Facility Location, an instance $\vec{x}$ is $\left(x_{1}|\cdots| x_{k-1} \mid x_{k}, x_{k+1}\right)$-well-separated if $x_{1}<\cdots<x_{k}<x_{k+1}$ and $\rho d\left(x_{k+1}, x_{k}\right)<$ $\min _{i \in\{2, \ldots, k\}}\left\{d\left(x_{i-1}, x_{i}\right)\right\}$. We call $x_{k}$ and $x_{k+1}$ the isolated pair of the wellseparated instance $\vec{x}$.

Hence, given a $\rho$-approximate mechanism $M$ for $k$-Facility Location, a wellseparated instance includes a pair of nearby agents at distance to each other less than $1 / \rho$ times the distance between any other pair of consecutive agents. Therefore, any $\rho$-approximate mechanism serves the two nearby agents by the same facility and serve each of the remaining "isolated" agents by a different facility. We remark that well-separated instances are also $\rho$-stable.

We are now ready to adapt some useful properties of well-separated instances from [112, Section 2.2]. It is not hard to verify that the proofs of the auxiliary lemmas below apply to $\sqrt{2}$-stable instances, either without any change or with some minor modifications (see also [112, Appendix A]). For completeness, we give the proofs of the lemmas below in Appendix 3.B.

Lemma 3.6.1 (Proposition 2.2, 112 ). Let $M$ be any deterministic startegyproof mechanism with a bounded approximation ratio $\rho \geq 1$. For any $\left(x_{1}|\cdots| x_{k-1} \mid x_{k}, x_{k+1}\right)$ -well-separated instance $\vec{x}, M_{k}(\vec{x}) \in\left[x_{k}, x_{k+1}\right]$.

Lemma 3.6.2 (Proposition 2.3, [112]). Let $M$ be any deterministic startegyproof mechanism with a bounded approximation ratio $\rho \geq 1$, and let $\vec{x}$ be a $\left(x_{1}|\cdots| x_{k-1} \mid x_{k}, x_{k+1}\right)$ -well-separated instance with $M_{k}(\vec{x})=x_{k}$. Then, for every $\left(x_{1}|\ldots| x_{k-1} \mid x_{k}^{\prime}, x_{k+1}^{\prime}\right)$ -well-separated instance $\vec{x}^{\prime}$ with $x_{k}^{\prime} \geq x_{k}, M_{k}\left(\vec{x}^{\prime}\right)=x_{k}^{\prime}$.

Lemma 3.6.3 (Proposition 2.4, [112]). Let $M$ be any deterministic startegyproof mechanism with a bounded approximation ratio $\rho \geq 1$, and let $\vec{x}$ be a $\left(x_{1}|\cdots| x_{k-1} \mid x_{k}, x_{k+1}\right)$ -well-separated instance with $M_{k}(\vec{x})=x_{k+1}$. Then, for every $\left(x_{1}|\ldots| x_{k-1} \mid x_{k}^{\prime}, x_{k+1}^{\prime}\right)$ -well-separated instance $\vec{x}^{\prime}$ with $x_{k+1}^{\prime} \leq x_{k+1}, M_{k}\left(\vec{x}^{\prime}\right)=x_{k+1}^{\prime}$.

### 3.6.2 Nonexistence of strategyproof mechanisms, with bounded approximation in stable instances.

In this subsection we show that our restriction to deterministic mechanisms that only guarantee strategyproofness in stable instances is imposed by the nature of the problem and is actually the only way that bounded approximation strategyproof mechanisms can be created for this family of instances. More specifically, a natural question to arise after observing the negative result of [112] and our
positive results about creating good mechanisms that only work when restricted to the domain of strategyproof instances would be: "Can we create mechanisms that are strategyproof (not necessarily bounded approximation) for all instances but also bounded approximation for stable instances?". Here we show that the answer to this question is no.

The idea behind this observation is the following: In the proof of the negative result in [112, Theorem 3.7] we see that the authors start with an original instance that due to bounded approximation has to have a specific allocation. Then they argue that because of the mechanism's behaviour in that first instance the mechanism would have to follow a specific behaviour in a slightly altered instance than the original for one of two reasons: either to maintain strategyproofness or to maintain bounded approximation. Building on this logic then we follow a series of intermediate instances along with the equivalent "forced" behaviour of the mechanism, in order to guarantee these properties, to finally end up in an contradictory allocation (i.e. recreate the original instance showing that the mechanism would allocate two facilities over the well separated pair, violating the bounded approximation property). All we need to do to reach the required conclusion then, is to recreate a similar (or the same proof) showing that each intermediate instance in which we determine the mechanism's behaviour by the fact that it should maintain a bounded approximation ratio is stable. Thus we allow the mechanism to only be strategyproof in general instances but only require it to be bounded approximation in stable ones. Reaching the same contradiction as in the original proof we conclude that such a mechanism doesn't exist.

Theorem 3.6.4. For every $k \geq 3$, any deterministic strategyproof mechanism for $k$-facility location on the real line with $n \geq k+1$ agents has unbounded approximation ratio within any domain of $\gamma$-stable instances, for any $\gamma \geq 1$.

Proof. We only consider the case where $k=3$ and $n=4$. It is then not hard to verify that the result stands for any $k \geq 3$ and $n \geq k+1$. To reach a contradiction, let $M$ be any deterministic anonymous mechanism

### 3.6.3 The Proof of the Impossibility Result

We are now ready to establish the main result of this section. The proof of the following builds on the proof of [112, Theorem 3.7]. However, we need some additional ideas and to be way more careful with the agent deviations used in the proof, since our proof can only rely on $\sqrt{2}$-stable instances.

Theorem 3.6.5. For every $k \geq 3$ and any $\delta>0$, any deterministic anonymous strategyproof mechanism for $(\sqrt{2}-\delta)$-stable instances of $k$-Facility Location on the real line with $n \geq k+1$ agents has an unbounded approximation ratio.

Proof. We only consider the case where $k=3$ and $n=4$. It is not hard to verify that the proof applies to any $k \geq 3$ and $n \geq k+1$. To reach a contradiction, let
$M$ be any deterministic anonymous strategyproof mechanism for $(\sqrt{2}-\delta)$-stable instances of 3-Facility Location with $n=4$ agents and with an approximation ratio of $\rho \geq 1$.

We consider a $\left(x_{1}\left|x_{2}\right| x_{3}, x_{4}\right)$-well-separated instance $\vec{x}$. For a large enough $\lambda \gg \rho$ and a very large (practically infinite) $B \gg 6 \rho \lambda$, we let $\vec{x}=(0, \lambda, 6 B+$ $\lambda, 6 B+\lambda+\varepsilon)$, for some small enough $\varepsilon>0(\varepsilon \ll \lambda / \rho)$. By choosing $\lambda$ and $\varepsilon$ appropriately, becomes the instance $\vec{x} \gamma$-stable, for $\gamma \gg \sqrt{2}$.

By Lemma 3.6.1, $M_{3}(\vec{x}) \in\left[x_{3}, x_{4}\right]$. Wlog, we assume that $M_{3}(\vec{x}) \neq x_{3}$ (the case where $M_{3}(\vec{x}) \neq x_{4}$ is fully symmetric and requires Lemma 3.6.2). Then, by moving agent 4 to $M_{3}(\vec{x})$, which results in a well-separated instance and, by strategyproofness, requires that $M$ keeps a facility there, we can assume wlog. that $M_{3}(\vec{x})=x_{4}$.

Since $\vec{x}$ is well-separated and $M$ is $\rho$-approximate, both $x_{3}$ and $x_{4}$ are served by the facility at $x_{4}$. Hence, there is a $x_{3}$-hole $h=(l, r)$ in the image set $I_{3}\left(\vec{x}_{-3}\right)$. Since $M(\vec{x})$ places a facility at $x_{4}$ and not in $x_{3}$, the right endpoint $r$ of $h$ lies between $x_{3}$ and $x_{4}$, i.e. $r \in\left(x_{3}, x_{4}\right]$. Moreover, since $M$ is $\rho$-approximate and strategyproof for $(\sqrt{2}-\delta)$-stable instances, agent 3 should be served by a facility at distance at most $\rho \lambda$ to her, if she is located at $4 B$. Hence, the left endpoint of the hole $h$ is $l>3 B$. We distinguish two cases based on the distance of the left endpoint $l$ of $h$ to $x_{4}$.
Case 1: $x_{4}-l>\sqrt{2} \lambda$. We consider the instance $\vec{y}=\left(\vec{x}_{-3}, a\right)$, where $a>l$ is arbitrarily close to $l$ (i.e., $a \gtrsim l$ ) so that $d\left(a, x_{4}\right)=\sqrt{2} \lambda$. Since $d\left(x_{1}, x_{2}\right)=\lambda$, $d\left(x_{2}, a\right)$ is quite large, and $d\left(a, x_{4}\right)=\sqrt{2} \lambda$, the instance $\vec{y}$ is $(\sqrt{2}-\delta)$-stable, for any $\delta>0$. By strategyproofness, $M(\vec{y})$ must place a facility at $l$, since $l \in I_{3}\left(\vec{x}_{-3}\right)$.

Now, we consider the instance $\vec{y}^{\prime}=\left(\vec{y}_{-4}, l\right)$. Since we can choose $a>l$ so that $d(l, a) \ll \lambda$, the instance $\vec{y}^{\prime}$ is $\left(x_{1}\left|x_{2}\right| l, a\right)$-well-separated and $(\sqrt{2}-\delta)$-stable. Hence, by strategyproofness, $M\left(\vec{y}^{\prime}\right)$ must keep a facility at $l$, because $l \in I_{4}\left(\vec{y}_{-4}\right)$.

Then, by Lemma 3.6.3, $y_{4}^{\prime}=a \in M\left(\vec{y}^{\prime}\right)$, because for the ( $\left.x_{1}\left|x_{2}\right| x_{3}, x_{4}\right)$-wellseparated instance $\vec{x}, M_{3}(\vec{x})=x_{4}$, and $\vec{y}^{\prime}$ is a $\left(x_{1}\left|x_{2}\right| l, a\right)$-well-separated instance with $y_{4}^{\prime} \leq x_{4}$. Since both $l, a \in M\left(\vec{y}^{\prime}\right)$, either agents 1 and 2 are served by the same facility of $M\left(\vec{y}^{\prime}\right)$ or agent 2 is served by the facility at $l$. In both cases, the social cost of $M\left(\vec{y}^{\prime}\right)$ becomes arbitrarily larger than $a-l$, which is the optimal social cost of the 3 -Facility Location instance $\vec{y}^{\prime}$.
Case 2: $x_{4}-l \leq \sqrt{2} \lambda$.
Let $m=(r+l) / 2$ be the midpoint of the $x_{3}$-hole $(l, r)$ in $I_{3}\left(\vec{x}_{-3}\right)$. We consider the instance $\vec{y}=\left(\vec{x}_{-3}, a\right)$, where $a<m$ is arbitrarily close to $m$ (i.e., $a \lesssim m$ ) so that $a-l<r-a$ and $d\left(a, x_{4}\right) \lesssim \sqrt{2} \lambda / 2$. The latter is possible since $x_{3}$ is already arbitrarily close to $x_{4}$ and the right endpoint $r$ of the hole $h=(l, r)$ lies in $\left(x_{3}, x_{4}\right.$ ]. Since $d\left(x_{1}, x_{2}\right)=\lambda, d\left(x_{2}, a\right)$ is quite large, and $d\left(a, x_{4}\right) \lesssim \sqrt{2} \lambda / 2$, the instance $\vec{y}$ is $(\sqrt{2}-\delta)$-stable, for any $\delta>0$. By strategyproofness, $M(\vec{y})$ must place a facility at $l$, since $l \in I_{3}\left(\vec{x}_{-3}\right)$ and $l$ is the nearest endpoint of the hole $h=(l, r)$ to $a$.

As before, we now consider the instance $\vec{y}^{\prime}=\left(\vec{y}_{-4}, l\right)$. Since $d\left(x_{1}, x_{2}\right)=\lambda$, $d\left(x_{2}, a\right)$ is quite large, and $d(a, l)<d(a, r) \leq \sqrt{2} \lambda / 2$, the instance $\vec{y}^{\prime}$ is $(\sqrt{2}-\delta)$ -
stable, for any $\delta>0$. Hence, by strategyproofness, $M\left(\vec{y}^{\prime}\right)$ must keep a facility at $l$, because $l \in I_{4}\left(\vec{y}_{-4}\right)$.

To conclude the proof, we need to construct a $\left(x_{1}\left|x_{2}\right| l^{\prime}, l^{\prime}+\varepsilon\right)$-well-separated instance $\vec{z}$ with $l^{\prime} \in M(\vec{z})$. Then, we can reach a contradiction to the hypothesis that $M$ has a bounded approximation ratio, by applying Lemma 3.6.3, similarly to Case 1.

To this end, we consider the image set $I_{4}\left(\vec{y}_{-4}^{\prime}\right)$ of agent 4 in $\vec{y}_{-4}^{\prime}=\left(x_{1}, x_{2}, a\right)$. Since $l \in M\left(\vec{y}^{\prime}\right), l \in I_{4}\left(\vec{y}_{-4}^{\prime}\right)$. If $a-\varepsilon \in I_{4}\left(\vec{y}_{-4}^{\prime}\right)$, the instance $\vec{z}=\left(\vec{y}_{-4}^{\prime}, a-\varepsilon\right)$ is $\left(x_{1}\left|x_{2}\right| a-\varepsilon, a\right)$-well-separated (and thus, $(\sqrt{2}-\delta)$-stable, for any $\left.\delta>0\right)$. Moreover, by strategyproofness, $M(\vec{z})$ must place a facility at $a-\varepsilon$, because $a-\varepsilon \in I_{4}\left(\vec{y}_{-4}^{\prime}\right)$. Otherwise, there must be a hole $h^{\prime}=\left(l^{\prime}, r^{\prime}\right)$ in the image set $I_{4}\left(\vec{y}_{-4}^{\prime}\right)$, with $l^{\prime}>l$ (because $l \in I_{4}\left(\vec{y}_{-4}^{\prime}\right)$ ) and $r^{\prime}<a-\varepsilon$ (because of the hypothesis that $a-\varepsilon \notin l \in$ $I_{4}\left(\vec{y}_{-4}^{\prime}\right)$ ). We consider the instance $\vec{z}^{\prime}=\left(\vec{y}_{-4}^{\prime}, l^{\prime}+\varepsilon\right)=\left(x_{1}, x_{2}, l^{\prime}+\varepsilon, a\right)$. Since $l^{\prime}+\varepsilon \in(l, a), d\left(a, l^{\prime}+\varepsilon\right)<d(a, l)<\sqrt{2} \lambda / 2$ and the instance $\vec{z}^{\prime}$ is $(\sqrt{2}-\delta)$-stable, for any $\delta>0$. Therefore, by strategyproofness and since $l^{\prime} \in I_{4}\left(\vec{y}_{-4}^{\prime}\right), M\left(\vec{z}^{\prime}\right)$ must place a facility at $l^{\prime}$. We now consider the instance $\vec{z}=\left(\vec{z}_{-3}^{\prime}, l^{\prime}\right)=\left(x_{1}, x_{2}, l^{\prime}, l^{\prime}+\varepsilon\right)$, which is $\left(x_{1}\left|x_{2}\right| l^{\prime}, l^{\prime}+\varepsilon\right)$-well-separated (and thus, $(\sqrt{2}-\delta)$-stable, for any $\left.\delta>0\right)$. Moreover, by strategyproofness and since $l^{\prime} \in M\left(\vec{z}^{\prime}\right)$, and thus, $l^{\prime} \in I_{3}\left(\vec{z}_{-3}^{\prime}\right), M(\vec{z})$ must place a facility at $l^{\prime}$.

Therefore, starting from the $(\sqrt{2}-\delta)$-stable instance $\vec{y}^{\prime}$, with $l \in M\left(\vec{y}^{\prime}\right)$, we can construct a $\left(x_{1}\left|x_{2}\right| l^{\prime}, l^{\prime}+\varepsilon\right)$-well-separated instance $\vec{z}$ with $l^{\prime} \in M(\vec{z})$. Then, by Lemma 3.6.3, $z_{4}=l^{\prime}+\varepsilon \in M(\vec{z})$, because for the $\left(x_{1}\left|x_{2}\right| x_{3}, x_{4}\right)$-well-separated instance $\vec{x}, M_{3}(\vec{x})=x_{4}$, and $\vec{z}$ is a $\left(x_{1}\left|x_{2}\right| l^{\prime}, l^{\prime}+\varepsilon\right)$-well-separated instance with $z_{4} \leq x_{4}$. Since both $l^{\prime}, l^{\prime}+\varepsilon \in M(\vec{z})$, the social cost of $M(\vec{z})$ is arbitrarily larger than $\varepsilon$, which is the optimal social cost of the 3 -Facility Location instance $\vec{z}$.

### 3.7 A Randomized Mechanism with Constant Approximation

In this section, we show that for an appropriate stability, a simple randomized mechanism is strategyproof, can deal with singleton clusters and achieves an approximation ratio of 2 .

The intuition is that the AlmostRightmost mechanism can be easily transformed to a randomized mechanism, using the same key properties to guarantee strategyproofness, but achieving an $O(1)$-approximation, as opposed to $O(n)$ approximation of AlmostRightmost. Specifically, Random (see also Mechanism 3) again finds the optimal clusters, but then places a facility at the location of an agent selected uniformly at random from each optimal cluster. We again use cluster-separation property, as a necessary condition for stability of the optimal clustering. The stability properties required to guarantee strategyproofness are very similar to those required by AlmostRightmost, because the set of possible
profitable deviations is very similar for AlmostRightmost and Random. Finally, notice that the cluster-separation property step of Random (step 2) now makes use that due to Lemma 3.3.4, it must be $1.6 \cdot \max \left\{D\left(C_{i}\right), D\left(C_{i+1}\right)\right\}<$ $d\left(C_{i}, C_{i+1}\right)$ for 5 -stable instances.

```
Mechanism 3: RANDOM
Result: An allocation of \(k\)-facilities
Input: A \(k\)-Facility Location instance \(\vec{x}\).
Find the optimal clustering \(\vec{C}=\left(C_{1}, \ldots, C_{k}\right)\) of \(\vec{x}\).
if there are two consecutive clusters \(C_{i}\) and \(C_{i+1}\) with
    \(1.6 \cdot \max \left\{D\left(C_{i}\right), D\left(C_{i+1}\right)\right\} \geq d\left(C_{i}, C_{i+1}\right)\) then
        Output: "FACILITIES ARE NOT ALLOCATED".
for \(i \in\{1, \ldots, k\}\) do
        Allocate the facility to an agent \(c_{i}\) selected uniformly at random from the
        agents of cluster \(C_{i}\)
end
Output: The \(k\)-facility allocation \(\vec{c}=\left(c_{1}, \ldots, c_{k}\right)\).
```

Theorem 3.7.1. RANDOM (Mechanism 3) is strategyproof and achieves an approximation ratio of 2 for 5 -stable instances of $k$-Facility Location on the line.

Sketch. We present here the outline of the proof. The full proof then follows. The approximation guarantee is straightforward to verify. As mentioned, the proof of strategyproofness is smilar to the proof of Theorem 3.5.1. In general, we need to cover the key deviation cases, which include the following:

Case 1: why agent deviating agent $x \in C_{i}$ cannot gain by becoming a member of another cluster,

Case 2: or by becoming a self serving center,
Case 3: or by merging or splitting $C_{i}$.
Cases 2 and 3 can be immediately derived from the proof of Theorem 3.5.1.
The most interesting case is Case 1: $x_{i}$ deviates to $x^{\prime}$ to be clustered together with agents from a different cluster of $\vec{C}$, in order to gain, without splitting $C_{i}$ (again consider $\vec{C}=\left(C_{1}, \ldots, C_{k}\right)$ the optimal clustering of original instance $\vec{x}$ and $\vec{C}^{\prime}$ the optimal clustering of instance $\left.\vec{x}^{\prime}=\left(\vec{x}_{-i}, x^{\prime}\right)\right)$.

By analyzing the expected value of agent $x_{i}$ in both clusterings $\vec{C}$ and $\vec{C}^{\prime}$ we show that in order for her to be able to gain from such a deviation, it must be $d\left(x^{\prime}, x_{i}\right)<D\left(C_{i}\right)$ and $x^{\prime}$ is clustered together with agents in $C_{i-1}$ or $C_{i+1}$, suppose $C_{i-1}$ w.l.o.g. Since agents in $C_{i} \backslash x_{i}$ are not split in clustering $\vec{C}^{\prime}$, we know they form cluster $C_{i^{\prime}}^{\prime} \in \vec{C}^{\prime}$. Hence, in this case $x \in C_{i^{\prime}-1}^{\prime}$. The key to the proof is to show that since $d\left(x^{\prime}, x_{i}\right)<D\left(C_{i}\right)$ then clustering $\vec{C}^{\prime}$ on instance $\vec{x}^{\prime}$ violates the cluster separation property verification step, either between clusters $C_{i^{\prime}}^{\prime}$ and $C_{i^{\prime}-1}^{\prime}$ or between clusters $C_{i^{\prime}-1}^{\prime}$ and $C_{i^{\prime}-2}^{\prime}$. This is also the reason why in this case the
cluster separation property verification step needs to be more precise, for 5 -stable instances, as mentioned in the description of the algorithm.

Proof. The approximation guarantee easily follows from the fact that since a facility is uniformly at random placed over each optimal cluster, the expected cost of the sum of the cost of the agents in each cluster is 2 times their cost in the optimal clustering.

As is it always with our mechanisms, agent $x_{i} \in C_{i}$ cannot gain by moving within the range of $C_{i}$ (this would only increase her utility).

Since the analysis of Random is so similar to the analysis of the mechanism in Section 3.5, we skip the detailed case analysis and mention only the key deviation cases that need be covered. Specifically these include:

Case 1: why agent $x_{i} \in C_{i}$ cannot gain by becoming a member of another cluster,
Case 2: or by becoming a self serving center
Case 3: or by merging or splitting $C_{i}$.
Without loss of generality, consider the deviating agent to be the edge agent $x_{i, l} \in C_{i}$, declaring location $x^{\prime}$ creating instance $\vec{x}^{\prime}=\left(\vec{x}_{-x_{i, l}}, x^{\prime}\right)$ with optimal clustering $\vec{C}^{\prime}$. If our results stand for her, they easily transfer to all agents in $C_{i} . C_{i}$ contains $n$ agents, including $x_{i, l}$. For simplicity, without loss of generality we index these agents from left to right, excluding $x_{i, l}$, such as $x_{i, l} \leq x_{i, 1} \leq \cdots \leq x_{i, n-1}$, where $x_{i, 1}=x_{i, l+1}$ and $x_{i, n-1}=x_{i, r}$. Now for simplicity, we represent $d\left(x_{i, l}, x_{i, j}\right)$ by $d_{i, j}$. Of course $d_{i, l}=0$. We define as $X_{i}$ the discrete random variable that takes values from sample space $\left\{d_{i, l}, d_{i, 1}, d_{i, 2}, \ldots, d_{i, n-1}\right\}$ uniformly at random. That is, $X_{i}$ represents the cost agent $x_{i, l}$ experiences if she is served by the facility placed in $C_{i}$ by the mechanism. Then, the expected cost of $x_{i, l}$ should she not deviate is:

$$
\mathbb{E}\left(X_{i}\right)=\frac{0+d_{i, 1}+\ldots+d_{i, n-1}}{n}
$$

That is, since for any agent $x_{j} \notin C_{i}, d\left(x_{j}, x_{i, l}\right)>D\left(C_{i}\right)=d_{i, n-1}$ by Lemma3.3.4.
Now, for Case 1, "why agent $x \in C_{i}$ cannot gain by becoming a member of another cluster". Notice that this is the case where agents in $C_{i}$ are not merged or splitted in $\vec{C}^{\prime}$. With some abuse of notation, this allows us to refer to the cluster containing agents in $C_{i} \backslash x_{i, l}$ in $\vec{C}^{\prime}$ of $\vec{x}$ as $C_{i}^{\prime}$. $C_{i-1}^{\prime}$ then is the set of agents belonging to the cluster immediately to the left of $C_{i}^{\prime}$ (i.e. the rightmost agent of $C_{i-1}^{\prime}$, excluding $x^{\prime}$, is $x_{i-1, r}$ ). Consider a deviation $x^{\prime}$ that places the deviating agent in cluster $C_{i-1}^{\prime}$ after step 1 of the mechanism. Again for simplicity consider $d\left(x^{\prime}, x_{i, l}\right)=c$ and we index agents in $C_{i-1}$ inversely, such that $x_{i-1, \hat{1}} \geq$ $x_{i-1, \hat{2}} \geq \ldots \geq x_{i-1, \hat{n}^{\prime}}$ (meaning that now $x_{i-1, r}=x_{i-1, \hat{1}}, x_{i-1, r-1}=x_{i-1, \hat{2}}$ etc.) where $\left|C_{i-1}\right|=n^{\prime}$. Equivalently we set $d\left(x_{i, l}, x_{i-1, \hat{j}}\right)=d_{i-1, j}$. By Corollary 3.3.5, we have $d_{i, 1} \leq d_{i, 2} \leq \cdots \leq d_{i, n-1} \leq d_{i-1,1} \leq \cdots \leq d_{i-1, n^{\prime}}$. Now we define
uniform random variable $X_{i}^{\prime}$ with sample space $\left\{d_{i, 1}, \ldots, d_{i, n-1}\right\}$ (see that $d_{i, l}$ is now absent) and random variable $X_{i-1}^{\prime}$ with sample space $\left\{c, d_{i-1,1}, \ldots, d_{i-1, n^{\prime}}\right\}$. Now $X_{i}^{\prime}$ represents the cost of $x_{i, l}$ should she be served by the facility placed in $C_{i}^{\prime}$ of the changed instance (which now doesn't include her) and $X_{i-1}^{\prime}$ her cost should she be served by the facility placed at $C_{i-1}^{\prime}$ (which now includes her false declared location). The expected cost of $x_{i, l}$ now becomes $\mathbb{E}\left(\min \left\{X_{i}^{\prime}, X_{i-1}^{\prime}\right\}\right)$.

But, since $d_{i, 1} \leq d_{i, 2} \leq \ldots \leq d_{i, n-1} \leq d_{i-1,1} \leq \ldots \leq d_{i-1, n^{\prime}}$, unless $d\left(x^{\prime}, x_{i, l}\right)<$ $d_{i, n-1}=D\left(C_{i}\right)$, we have that:

$$
\mathbb{E}\left(\min \left\{X_{i}^{\prime}, X_{i-1}^{\prime}\right\}\right)=\mathbb{E}\left(X_{i}^{\prime}\right)=\frac{d_{i, 1}+\ldots+d_{i, n-1}}{n-1}>\mathbb{E}\left(X_{i}\right)
$$

That means that $x_{i, l}$ cannot gain by this deviation unless $x^{\prime}$ both belongs in $C_{i-1}^{\prime}$ and $d\left(x^{\prime}, x_{i, l}\right)<D\left(C_{i}\right)$. All we need to show now is that any such situation would result in a violation of the inter-cluster distance between $C_{i-1}^{\prime}$ and $C_{i}^{\prime}$ or between $C_{i-1}^{\prime}$ and $C_{i-2}^{\prime}$, guaranteed by the cluster-separation property and hence it would be caught by the mechanism's cluster-separation property verification step.

Specifically consider the distance of $x_{i, l}$ to her center $c_{i}$ of $C_{i}$ in the optimal clustering. We know that it must be $d\left(C_{i-1}, C_{i}\right) \geq D\left(C_{i}\right) \cdot 1.6$, by Lemma 3.3.4, for the given stability factor of 5 . But in order for this distance to be tight, it must be that $d\left(x_{i, l}, c_{i}\right)=0.4 \cdot D\left(C_{i}\right)$ (see factor $c$ of proof of Lemma 3.3.4-due to stability properties, if $d\left(x_{i, l}, c_{i}\right)<0.4 \cdot D\left(C_{i}\right)$ or $>0.4 \cdot D\left(C_{i}\right), d\left(C_{i-1}, C_{i}\right)$ grows larger than $\left.D\left(C_{i}\right) \cdot 1.6\right)$. Furthermore, in order for this distance to be tight, it must also be $d\left(c_{i-1}, x_{i-1, r}\right)<0.4 \cdot D\left(C_{i}\right)$ (since by stability it must be $\left.d\left(C_{i-1}, C_{i}\right)=d\left(x_{i-1, r}, x_{i, l}\right)>(\gamma-1) d\left(x_{i-1, r}, c_{i-1}\right)\right)$.

Now, since it must be $d\left(x^{\prime}, x_{i, l}\right)<D\left(C_{i}\right)$ it will be $d\left(x^{\prime}, c_{i}\right)<1.4 D\left(C_{i}\right)$ and $d\left(x^{\prime}, x_{i-1, r}\right)>0.6 D\left(C_{i}\right)$ (since $d\left(C_{i}, C_{i-1}\right)>1.6 D\left(C_{i}\right)$ by Lemma 3.3.4). Finally we distinguish between two cases:

Case 1: $c_{i-1} \in C_{i-1}^{\prime}$. Now notice that $d\left(x_{i, l}, c_{i-1}\right)>5 d\left(x_{i, l}, c_{i}\right)$ so $d\left(x_{i, l}, c_{i-1}\right)>$ $2 D\left(C_{i}\right)$. Then $D\left(C_{i-1}^{\prime}\right) \geq d\left(c_{i-1}, x^{\prime}\right)>D\left(C_{i}\right)$ (since $\left.d\left(x^{\prime}, x_{i, l}\right)<D\left(C_{i}\right)\right)$. But then $d\left(C_{i-1}^{\prime}, C_{i}^{\prime}\right) \leq d\left(x^{\prime}, c_{i}\right) \leq 1.4 \cdot D\left(C_{i}\right)$ which means that the cluster separation verification property of step 2 would be violated.

Case 2: $c_{i-1} \notin C_{i-1}^{\prime}$. Then, in this edge case we notice it would be $d\left(C_{i-1}^{\prime}, C_{i-2}^{\prime}\right) \leq$ $d\left(c_{i-1}, x_{i-1, r}\right) \leq 0.4 D\left(C_{i}\right)$. But $D\left(C_{i-1}^{\prime}\right) \geq d\left(x_{i-1, r}, x^{\prime}\right) \geq 0.6 D\left(C_{i}\right)$. Hence the verification property of step 2 is again violated between $C_{i-1}^{\prime}$ and $C_{i-2}^{\prime}$.

All we have to do to finish, is note that as $c_{i}$ moves to the right or to the left, $d\left(C_{i-1}, C_{i}\right)$ grows by a multiplicative factor $\gamma-1(=4)$ of $d\left(x_{i, l}, c_{i}\right)$ (see proof of Leamma 3.3.4) and $d\left(x_{i, l}, c_{i-1}\right)$ by a multiplicative factor of 5 (remember, it must be both $d\left(x_{i, l}, c_{i-1}\right)>5 d\left(x_{i, l}, c_{i}\right)$ and $\left.d\left(x_{i, r}, c_{i-1}\right)>5 d\left(x_{i, r}, c_{i}\right)\right)$. Which means that the above inequalities will still hold.

[^7]For Case 2, why agent $x_{i, l}$ cannot gain by becoming a self serving cluster, we simply notice the following: her cost, should she not deviate, is at most $D\left(C_{i}\right)$ (see expected value from previous case). But, from Lemma 3.3 .8 we know that $x_{i, l}$ must deviate by at-least $\geq D\left(C_{i}\right)$, for a stability factor of 5 . So she cannot gain from this deviation

For Case 3, it is not hard to see that by merging all the agents in $C_{i}$ with agents $\notin C_{i}$, her expected cost can only increase. Furthermore, splitting the agents in $C_{i}$ would cause the cluster-separation property verification step to identify the split (see the proof of the strategyproofness of the AlmostRightmost mechanism, in Section 3.5 and remove all agents of $C_{i}$ from the game.

## 3.A Proof of lemma 3.3.8.

We first present the outline of the proof and then the proof follows. We do this because despite the mostly relatively straight forward arguments used in the proof, due to the delicate formalization required in order to formally describe all the mentioned conditions, the proof gains a good amount of descriptive length. We consider random agent $x_{i} \in C_{i}$ of instance $\vec{x}$ with optimal clustering $\vec{C}=$ $\left(C_{1}, \ldots, C_{k}\right)$, deviating to location $x^{\prime}$ creating instance $\vec{x}^{\prime}=\left(x_{-i}, x^{\prime}\right)$.

Initially we show that due to the large distance between clusters $C_{i}$ and $C_{j}$ with $i \neq j$, guaranteed by Lemma 3.3 .4 for 5 -stable instances, we need only study the cases where $x^{\prime} \in\left(x_{i-1, r}, x_{i, l}\right)$ and $x^{\prime} \in\left(x_{i, r}, x_{i+1, l}\right)$ and in the optimal clustering $\vec{C}^{\prime}$ of instance $\vec{x}^{\prime}$ no agent in $\vec{x}^{\prime} \backslash C_{i}$ is served together with any agent in $C^{5}$, as in all other cases either $x^{\prime}$ is not a singleton in $\vec{C}^{\prime}$ or $d\left(x^{\prime}, x_{i}\right)>D\left(C_{i}\right)$.

The rest of the proof follows the logic of the proof of Theorem 3.4.1 (which follows), tailored to this specific case. More specifically, given the observation above, we notice the following: In alternative clustering $\vec{C}^{\prime \prime}$ in which we forcefully place two facilities serving only agents in $C_{i}$ (optimally with regards to serving agents in $C_{i}$ ), and serve the remaining agents, $\vec{x} \backslash C_{i}$, optimally with $k-2$ facilities, the cost agents in $\vec{x} \backslash C_{i}$ experience in clustering $\vec{C}^{\prime \prime}$ is the same cost agents in $\vec{x}^{\prime} \backslash C_{i} \bigcup x^{\prime}$ experience in clustering $\vec{C}$ (notice that the sets $\vec{x} \backslash C_{i}$ and $\vec{x}^{\prime} \backslash C_{i} \bigcup x^{\prime}$ ). Now, the cost of agents in $C_{i}$ in clustering $\vec{C}^{\prime \prime}$ is at least $D\left(C_{i}\right) / 2$ smaller than it is in $\vec{C}^{\prime}$ (that is since we can always place the facility to the edge agent further from $c_{i}$ - see proof of Theorem 3.4.1. But since $\vec{C}^{\prime \prime}$ is not optimal for $\vec{x}$ this means that
i.e. the mechanism wouldn't work if $x^{\prime}$ both belongs in $C_{i-1}^{\prime}$ and $d\left(x^{\prime}, x_{i, l}\right)<D\left(C_{i}\right)$, here this might not the case. We can easily see this guarantees strategyproofness, but it might not be necessary which means the mechanism may work for smaller stability factors.
${ }^{4}$ Again, while this property guarantees strategyproofness, it might not be necessary for example, we see that in one of the bad edge cases, where all agents of $C_{i}$ are gathered on $x_{i, r}$, with $c_{i}=x_{i, r}$ a stability of 3 would suffice to guarantee that $x_{i, l}$ needs to deviate by at-least $D\left(C_{i}\right)$ to become a self-serving cluster.
${ }^{5}$ Note here that we refer to the group of agents that belong in cluster $C_{i}$ of the optimal clustering of instance $\vec{x}$. This group is well defined for instance $\vec{x}^{\prime}$ as well.
agents in $\vec{x} \backslash C_{i}$ experience an increase in cost larger than $D\left(C_{i}\right) / 2$ in clustering $\vec{C}^{\prime \prime}$ when compared to clustering $\vec{C}$. For brevity we symbolize this cost increase as cst, so we say cst $>D\left(C_{i}\right) / 2$.

We now we consider the 4 -perturbation of instance $\vec{x}$ in which all distances among agents to the left and to the right of $C_{i}$ are shrunk by a factor of 4 . By stability we know that the optimal clustering of the perturbed instance should be the same as the optimal clustering of the original! But in the perturbed instance all costs of agents in $\vec{x} \backslash C_{i}$ are divided by 4 in both clusterings $\vec{C}$ and $\vec{C}^{\prime \prime}$ while the costs of agents in $C_{i}$ remain the same. So, in order for $\vec{C}^{\prime \prime}$ to be sub-optimal in the perturbed instance it must be cst/4>D(Ci)/2 which means cst $>2 D\left(C_{i}\right)$. But serving agent $x^{\prime}$ of $\vec{x}^{\prime}$ by $c_{i}$ has cost at most $2 D\left(C_{i}\right)$ if $d\left(x^{\prime}, x_{i}\right)<D\left(C_{i}\right)$ since $d\left(x_{i}, c_{i}\right)<D\left(C_{i}\right)$. This means that clustering $\vec{C}^{\prime}$ cannot be optimal for $\vec{x}$.

Proof. We want to show the lemma for any $\gamma$-stable instance for $\gamma \geq 5$.
We prove the lemma for random agent $x_{j} \in C_{i}$ for some cluster $C_{i}$ in optimal clustering $\vec{C}=\left(C_{1}, \ldots, C_{k}\right)$ of the $\gamma$-stable instance $\vec{x}$. Consider that the agent declares false location $x^{\prime}$ providing input profile $\vec{x}^{\prime}=\left(\vec{x}_{-j}, x^{\prime}\right)$ to the mechanism in order to become a singleton cluster. That is, if the optimal clustering of instance $\vec{x}^{\prime}$ is $\vec{Y}$ then $x^{\prime}$ is a single agent cluster in $\vec{Y}$.

We first study the case where $\left|C_{i}\right|=2$. But then, from Lemma 3.3 .7 we know that for any $\gamma$-stable instance for $\gamma \geq 3$ agent $x_{j} \in C_{i}$ of optimal clustering $\vec{C}$ must deviate by at least his distance to $C_{i}$ 's center in order to become a singleton cluster in $\vec{Y}$. I.e. it must be $d\left(x^{\prime}, x_{j}\right)>d\left(x_{j}, c_{i}\right)=D\left(C_{i}\right)$, so the lemma stands for this case.

For the most general case, $\left|C_{i}\right| \geq 3$ we start with some observations. By Lemma 3.3.4 we know that for any two clusters $C_{i}$ and $C_{j}$ of optimal clustering $\vec{C}=\left(C_{1}, \ldots, C_{k}\right)$ of $\vec{x}$ we have $d\left(C_{i}, C_{j}\right)>\left(\frac{(\gamma-1)^{2}}{2 \gamma}\right) \max \left\{D\left(C_{i}\right), D\left(C_{j}\right)\right\}$. For $\gamma \geq 5$ that is:

$$
\begin{equation*}
d\left(C_{i}, C_{j}\right)>1.6 \max \left\{D\left(C_{i}\right), D\left(C_{j}\right)\right\} . \tag{3.11}
\end{equation*}
$$

To begin, we notice the following claim:
Claim 1. Agent $x_{i}$ cannot declare a false location $x^{\prime}$ with $x_{i, l} \leq x^{\prime} \leq x_{i, r}$ in such a way that $x^{\prime}$ is a singleton cluster in $\vec{Y}$.

We can easily see the validity of the claim, since by optimality (also see proof of Theorem 3.4.1) $x_{j} \in C_{i}$ cannot change the optimal clustering by deviating within the bounds of cluster $C_{i}$, i.e. if $x_{i, l} \leq x^{\prime} \leq x_{i, r}$. Hence it must be $x^{\prime} \neq\left[x_{i, l}, x_{i, r}\right]$. Even so, for completeness, we provide a proof of the claim, tailored to the case of 5 -stable instances, after the proof of the lemma.

In addition, we notice that if $x^{\prime} \leq x_{i-1, r}$ or $x^{\prime} \geq x_{i+1, l}$ then the lemma trivially stands, again by Equation 3.11 (I.e. in this case it would be $\left.d\left(x^{\prime}, x_{j}\right)>1.6 D\left(C_{i}\right)\right)$.

This means that we need only study the cases where $x^{\prime} \in\left(x_{i-1, r}, x_{i, l}\right)$ or $x^{\prime} \in$ $\left(x_{i, r}, x_{i+1, l}\right)$ and $d\left(x^{\prime}, x_{j}\right)<D\left(C_{i}\right)$ (and show that $x^{\prime}$ cannot become a singleton cluster in $\vec{Y}$ in these cases).

Suppose, contrary to the lemma's claim, that agent declares location $x^{\prime} \in$ $\left(x_{i-1, r}, x_{i, l}\right)$ with $d\left(x^{\prime}, x_{j}\right)<D\left(C_{i}\right)$ such that $x^{\prime}$ is a singleton in $\vec{Y}$ (the other case, $x^{\prime} \in\left(x_{i, r}, x_{i+1, l}\right)$, is symmetrical). Then we notice the following three properties for optimal clustering $\vec{Y}$ of instance $\vec{x}^{\prime}$ :

Property 1: In $\vec{Y}$ there is a facility among agents in $C_{i} \backslash x_{j}$.
Property 2: In $\vec{Y}$ no agent "to the left" of cluster $C_{i}$ (i.e. by an agent in some cluster $C_{l}$ for $l<i$, of $\vec{C}$ ) is served by an agent in $C_{i} \backslash x_{j}$.

Property 3: In $\vec{Y}$ no agent "to the right" of cluster $C_{i}$ (i.e. by an agent in some cluster $C_{l}$ for $l>i$, of $\vec{C}$ ) is served by an agent in $C_{i} \backslash x_{j}$.

The imminent conclusion from Properties 1,2 and 3 is the following: Consider instance $\vec{x} \backslash C_{i}$ and it's optimal $k-2$-clustering $\vec{C}_{-2}$. Then $\operatorname{cost}\left(\vec{x} \backslash C_{i}, \vec{Y}\right)=$ $\operatorname{cost}\left(\vec{x} \backslash C_{i}, \vec{C}_{-2}\right)^{6}$. We provide short proofs for each one of these three properties right after the proof of the lemma.

We are now ready to complete the proof. In order to do so we bound the extra cost experienced by agents in $\vec{x} \backslash C_{i}$ in the possible re-clustering after $x_{i}$ 's deviation, i.e. $\operatorname{cost}\left(\vec{x} \backslash C_{i}, \vec{Y}\right)-\operatorname{cost}\left(\vec{x} \backslash C_{i}, \vec{C}\right)$. We do this by considering the following alternative clustering $C^{\prime}$ of instance $\vec{x}$ : serve agents in $C_{i}$ using two facilities, optimally and agents in $\vec{x} \backslash C_{i}$ using the remaining $k-2$ facilities optimally. So in $\vec{C}^{\prime}$ we have:

$$
\begin{equation*}
\operatorname{cost}\left(C_{i}, \vec{C}^{\prime}\right) \leq \operatorname{cost}\left(C_{i}, \vec{C}\right)-\frac{D\left(C_{i}\right)}{2}, \tag{3.12}
\end{equation*}
$$

since placing the second facility placed among agents in $C_{i}$ to the edge-agent further away from $c_{i}$ reduces the cost by at least $\frac{D\left(C_{i}\right)}{2}$.

But since $\vec{C}$ is optimal in $\vec{x}$ and hence $\vec{C}^{\prime}$ is not, it must be:

$$
\begin{equation*}
\operatorname{cost}\left(\vec{x} \backslash C_{i}, \vec{C}^{\prime}\right)-\operatorname{cost}\left(\vec{x} \backslash C_{i}, \vec{C}\right)>\frac{D\left(C_{i}\right)}{2} \tag{3.13}
\end{equation*}
$$

Otherwise it would be $\operatorname{cost}\left(\vec{x}, \vec{C}^{\prime}\right)<\operatorname{cost}(\vec{x}, \vec{C})$. Now notice that properties 1, 2 and 3 mean that agents in $\vec{x} \backslash C_{i}$ are clustered in exactly the same way in $\vec{C}^{\prime}$ as in $\vec{Y}$. That means that:

$$
\begin{equation*}
\operatorname{cost}\left(\vec{x}^{\prime} \backslash\left\{C_{i} \bigcup x^{\prime}\right\}, \vec{Y}\right)=\operatorname{cost}\left(\vec{x} \backslash C_{i}, \vec{C}^{\prime}\right) \tag{3.14}
\end{equation*}
$$

and that no agent to the left of $C_{i}$ is clustered together with any agent to the right of $C_{i}$ in $\vec{C}^{\prime}$.

[^8]The last observation means if we consider a 4 -perturbation of instance $\vec{x}$, instance $\vec{x}_{p}$, in which we divide all distances among agents between $\left[x_{l}, x_{i-1, r}\right]$ and agents between $\left[x_{i+1, l}, x_{r}\right]$, where $x_{l}$ and $x_{r}$ the leftmost and rightmost agents of the instance equivalently we have that:

$$
\operatorname{cost}\left(\vec{x}_{p} \backslash C_{i}, \vec{C}^{\prime}\right)-\operatorname{cost}\left(\vec{x}_{p} \backslash C_{i}, \vec{C}\right)=\frac{\operatorname{cost}\left(\vec{x} \backslash C_{i}, \vec{C}^{\prime}\right)-\operatorname{cost}\left(\vec{x} \backslash C_{i}, \vec{C}\right)}{4}
$$

But in $x_{p}$ the distances among agents in $C_{i}$ remain unaffected which means that in $x_{p}$, Equation 3.12 still stands. This means, that since the instance is 5 -stable, clustering $\overrightarrow{C^{\prime}}$ must still be sub-optimal in $\vec{x}_{p}$ and hence it must be

$$
\begin{align*}
& \operatorname{cost}\left(\vec{x}_{p} \backslash C_{i}, \vec{C}^{\prime}\right)-\operatorname{cost}\left(\vec{x}_{p} \backslash C_{i}, \vec{C}\right)>\frac{D\left(C_{i}\right)}{2} \Rightarrow \\
& \frac{\operatorname{cost}\left(\vec{x} \backslash C_{i}, \vec{C}^{\prime}\right)-\operatorname{cost}\left(\vec{x} \backslash C_{i}, \vec{C}\right)}{4}>\frac{D\left(C_{i}\right)}{2} \Rightarrow  \tag{3.15}\\
& \operatorname{cost}\left(\vec{x} \backslash C_{i}, \vec{C}^{\prime}\right)-\operatorname{cost}\left(\vec{x} \backslash C_{i}, \vec{C}\right)>2 D\left(C_{i}\right) .
\end{align*}
$$

Noticing again that by Equation (3.14), $\operatorname{cost}\left(\vec{x}^{\prime} \backslash\left\{C_{i} \bigcup x^{\prime}\right\}, \vec{Y}\right)=\operatorname{cost}\left(\vec{x} \backslash C_{i}, \vec{C}^{\prime}\right)$ and by Equation (3.15) and $\operatorname{cost}\left(\vec{x} \backslash C_{i}, C\right)=\operatorname{cost}\left(\vec{x}^{\prime} \backslash\left\{C_{i} \bigcup x^{\prime}\right\}, \vec{C}\right)$ we have

$$
\operatorname{cost}\left(\vec{x}^{\prime} \backslash\left\{C_{i} \bigcup x^{\prime}\right\}, \vec{Y}\right)-\operatorname{cost}\left(\vec{x} \backslash\left\{C_{i} \bigcup x^{\prime}\right\}, \vec{C}\right)>2 D\left(C_{i}\right) .
$$

Finally, since $d\left(x^{\prime}, x_{i}\right)<D\left(C_{i}\right)$,

$$
\operatorname{cost}\left(\left\{C_{i} \bigcup x^{\prime} \backslash x_{i}\right\}, \vec{C}\right)-\operatorname{cost}\left(\left\{C_{i} \bigcup x^{\prime} \backslash x_{i}\right\}, \vec{Y}\right)<2 D\left(C_{i}\right)
$$

since $d\left(x_{i}, c_{i}\right) \leq D\left(C_{i}\right)$. By adding the last two equations we get that $\operatorname{cost}\left(\vec{x}^{\prime}, \vec{Y}\right)>$ $\operatorname{cost}\left(\vec{x}^{\prime}, \vec{C}\right)$ which means that $\vec{Y}$ is not optimal.

We now present the proofs of Claim 1 and Properties 1, 2 and 3, used in the main proof of Lemma 3.3.8.

Of Claim 1. Consider $x_{i, l}^{\prime}$ and $x_{i, r}^{\prime}$ to be the leftmost and rightmost agents of $C_{i} \backslash x_{j}$ (i.e. if $x_{j} \neq x_{i, r}, x_{i, l}$ then $x_{i, r}=x_{i, r}^{\prime}$ and $x_{i, l}=x_{i, l}^{\prime}$ ).

Contrary to the claim, suppose $x_{i, l}^{\prime} \leq x^{\prime} \leq x_{i, r}^{\prime}$ and $x^{\prime}$ is a singleton cluster $\vec{Y}$. Since $x^{\prime}$ is a singleton and $x_{i, l}^{\prime}$ and $x_{i, r}^{\prime}$ are to her left and right side equivalently, $x_{i, l}^{\prime}$ and $x_{i, r}^{\prime}$ cannot be served by the same facility in $\vec{Y}$ (since clustering $\vec{Y}$ is optimal for $\left.\vec{x}^{\prime}\right)$. This means that either $x_{i, l}^{\prime}$ or $x_{i, r}^{\prime}$ is served by an agent in $\vec{x} \backslash C_{i}$ or there are two facilities among agents in $C_{i} \backslash x_{j}$ in $\vec{Y}$. Both of these cases are infeasible though. For the first one, suppose that $x_{i, r}$ is not served by an agent in $C_{i} \backslash x_{j}$. By Equation 3.11 that means that the cost of serving $x_{i, r}$ is at-least $1.6 D\left(C_{i}\right)$. But since $x_{i, l}^{\prime} \leq x^{\prime} \leq x_{i, r}^{\prime} x^{\prime}, d\left(x^{\prime}, x_{i, r}\right)<D\left(C_{i}\right)$ so $\vec{Y}$ could not be optimal in $\vec{x}^{\prime}$. For
the latter case ( $\vec{Y}$ places two facilities among agents in $C_{i} \backslash x_{j}$ ) we see that if $\vec{Y}$ is optimal for $\vec{x}^{\prime}$ then the optimal $(k-1)$-clustering of instance $\left(\vec{x}_{-j}\right)$ would place two facilities among agents in $C_{i} \backslash x_{j}$ (since $x^{\prime}$ is a singleton removing her and one facility from the instance should yield the exact same clustering for the rest of the agents). But then, since in $\vec{C}$ there is only one facility among agents in $C_{i}$, $\vec{C}$ could not be optimal for instance $\vec{x}$ (because if the optimal $(k-1)$-clustering of instance ( $\vec{x}_{-j}$ ) places two facilities among agents in set $C_{i} \backslash x_{j}$ then the optimal $k$-clustering of instance $\vec{x}$ should place at least as many among agents in $C_{i}$ ), which is a contradiction.

Finally we notice that if $x_{j}=x_{i, l}, x^{\prime}$ cannot become a singleton in $\vec{Y}$ if $x^{\prime} \in$ [ $\left.x_{i, l}, x_{i, l}^{\prime}\right]$ since the cost serving agent $x_{j}$ by $c_{i}$ in that interval is only decreased (in relation to the cost of serving her by $c_{i}$ in $\vec{x}$ - she's getting closer to her serving facility). Similarly for the case of $x_{j}=x_{i, r}$ moving in interval $\left[x_{i, r}^{\prime}, x_{i, r}\right]$. The above mean that agent $x_{j}$ cannot become a singleton cluster by moving within the bounds of $C_{i}$ (i.e. if $x^{\prime}$ is a singleton in $\vec{Y}$ it must be $x^{\prime} \notin\left[x_{i, l}, x_{i, r}\right]$ ), which is the claim.

Of Property 1. We know that $\left|C_{i} \backslash x_{j}\right| \geq 2$. Furthermore, since $d\left(x^{\prime}, x_{j}\right)<D\left(C_{i}\right)$ we have that $d\left(x^{\prime}, c_{i}\right)<2 D\left(C_{i}\right)$. But if there is no facility among agents in $C_{i} \backslash x_{j}$ that means that these agents are all served by a facility placed in a location $x_{l}$ with $x_{l} \in C_{l}$ with $l \neq i$. But, again by Equation 3.11 that would mean that

$$
\begin{equation*}
\operatorname{cost}\left(C_{i} \backslash x_{j}, \vec{Y}\right)>2 * 1.6 D\left(C_{i}\right)+\operatorname{cost}\left(C_{i} \backslash x_{j}, \vec{C}\right) \tag{3.16}
\end{equation*}
$$

(since $\left.\left|C_{i} \backslash x_{j}\right| \geq 2, d\left(C_{i}, C_{l}\right) \geq 1.6 D\left(C_{i}\right)\right)$. Furthermore, since agents in $\vec{x} \backslash C_{i}$ are served by the same number of facilities in $\vec{Y}$ as in $\vec{C}$, but also have to serve agents in $C_{i} \backslash x_{j}$ in $\vec{Y}$ (i.e. the placement of the $(k-1)$ facilities among agents in $\vec{x} \backslash C_{i}$ is not optimal in $\vec{Y}$ as it is in $\vec{C}$, for these agents) we have

$$
\begin{equation*}
\operatorname{cost}\left(\vec{x} \backslash C_{i}, \vec{Y}\right) \geq \operatorname{cost}\left(\vec{x} \backslash C_{i}, \vec{C}\right) \tag{3.17}
\end{equation*}
$$

Hence, by adding (3.16) and (3.17) we have that:

$$
\operatorname{cost}\left(\vec{x} \backslash x_{j}, \vec{Y}\right)>2 * 1.6 D\left(C_{i}\right)+\operatorname{cost}\left(\vec{x} \backslash x_{j}, \vec{C}\right)
$$

By remembering that $\vec{x}^{\prime}=\left(\vec{x}_{-j}, x^{\prime}\right)$ and in $\vec{Y} x^{\prime}$ is a singleton cluster (i.e. has cost 0 ) the above becomes:

$$
\begin{equation*}
\operatorname{cost}\left(\vec{x}^{\prime}, \vec{Y}\right)>2 * 1.6 D\left(C_{i}\right)+\operatorname{cost}\left(\vec{x} \backslash x_{j}, \vec{C}\right) \tag{3.18}
\end{equation*}
$$

But, alternative clustering $\vec{C}^{\prime}$ for $\vec{x}^{\prime}$ in which we serve all agents as we do in $\vec{C}$ and also serve location $x^{\prime}$ by $c_{i}$ has cost

$$
\begin{equation*}
\operatorname{cost}\left(\vec{x}^{\prime}, \vec{C}^{\prime}\right) \leq \operatorname{cost}\left(\vec{x} \backslash x_{j}, \vec{C}\right)+2 D\left(C_{i}\right), \tag{3.19}
\end{equation*}
$$

since $d\left(x^{\prime}, c_{i}\right)<2 D\left(C_{i}\right)$.
This means that, by (3.18) and $\operatorname{3.19} \operatorname{cost}\left(\vec{x}^{\prime}, \vec{Y}\right)>\operatorname{cost}\left(\vec{x}^{\prime}, \vec{C}^{\prime}\right)$ which means that clustering $\vec{Y}$ would be sup-optimal for instance $\vec{x}^{\prime}$, which is a contradiction.

Notice that by Observation 3.3.6, property 1 means that no agents in $C_{i} \backslash x_{j}$ are served by an agent not in $C_{i}$ in $\vec{Y}$.

Of Property 2. Property 2 is trivial: since $x^{\prime} \in\left(x_{i-1, r}, x_{i, l}\right)$ and $x^{\prime}$ forms a singleton cluster in $\vec{Y}$, by optimality no agent to the left of $x^{\prime}$ is clustered together with agents to the right of $x^{\prime}$.

Of Property 3. Initially, for property 3 we notice the following: At most 1 agent in $C_{i+1}$ can be clustered together with agents in $C_{i}$ in $\vec{Y}$. Otherwise, due to the distance between $C_{i}$ and $C_{i+1}$, clustering $\vec{Y}$ would be sub-optimal (using the same reasoning as for property 1 ). Obviously, due to optimality, this agent can only be $x_{i+1, l}$.

We now consider the structure of cluster $C_{i}$ in relation to agent $x_{i+1, l}$. Specifically, by Equation (3.11) it must be

$$
\begin{equation*}
d\left(x_{i, r}, x_{i+1, l}\right)>1.6 \cdot D\left(C_{i}\right), \tag{3.20}
\end{equation*}
$$

since $d\left(x_{i, r}, x_{i+1, l}\right)=d\left(C_{i}, C_{i+1}\right)$. By looking at the proof of Lemma 3.3.4 we see that the smallest possible distance between $C_{i}$ and $C_{i+1}$ is achieved when $d\left(x_{i, l}, c_{i}\right)=\frac{D\left(C_{i}\right)}{c}$ for $c=\frac{2 \gamma^{2}}{\gamma^{2}+\gamma} \Rightarrow \frac{1}{c}=0.6$ for $\gamma=5$. This means that since agent $x_{j}$ deviates to the left in this case, by at most $D\left(C_{i}\right)$, it must be

$$
\begin{equation*}
d\left(x^{\prime}, c_{i}\right) \leq 1.6 D\left(C_{i}\right), \tag{3.21}
\end{equation*}
$$

in the edge case. Furthermore, by Observation 3.3.6, since $x_{i+1, l}$ is not served by an agent in $C_{i+1}$ there is no facility among agents in $C_{i+1}$ in $\vec{Y}$. I.e. all agents in $C_{i+1} \backslash x_{i+1, l}$ are served by a facility placed on $\left[x_{i+2, l}, x_{n}\right]$ where $x_{n}$ the rightmost agent location in the instance. But, by Lemma 3.3.4, if $x_{i+1, l}$ is served by $c_{i+1} \in C_{i+1}$ in $\vec{C}, d\left(C_{i+1}, C_{i+2}\right)>1.6 D\left(C_{i+1}\right) \geq 1.6 d\left(x_{i+1, l}, c_{i+1}\right)$ and so, it is

$$
\begin{equation*}
\operatorname{cost}\left(x_{i+1, o}, \vec{Y}\right) \geq d\left(x_{i+1, o}, x_{i+2, l}\right) \geq 1.6 d\left(x_{i+1, l}, c_{i+1}\right), \tag{3.22}
\end{equation*}
$$

for every $x_{i+1, o} \in C_{i+1} \backslash x_{i+1, l}$.
Now we are able to show that clustering $\vec{Y}$ cannot be optimal for instance $\vec{x}^{\prime}$ in the edge case. We will compare it with clustering $\vec{C}$ (where every agent is served by the same facility as in clustering $\vec{C}$ and $x^{\prime}$ is served by $c_{i}$ ). We have the following:

$$
\operatorname{cost}\left(\vec{x}^{\prime} \backslash\left\{x^{\prime} \bigcup C_{i} \bigcup C_{i+1}\right\}, \vec{Y}\right) \geq \operatorname{cost}\left(\vec{x}^{\prime} \backslash\left\{x^{\prime} \bigcup C_{i} \bigcup C_{i+1}\right\}, \vec{C}\right),
$$

by optimality. Furthermore,

$$
\operatorname{cost}\left(C_{i+1}, \vec{Y}\right) \geq \operatorname{cost}\left(C_{i+1}, \vec{C}\right)-d\left(x_{i+1, l}, c_{i}\right)+1.6 d\left(x_{i+1, l}, c_{i+1}\right)+1.6 D\left(C_{i}\right),
$$

by optimality and equations $(3.20)$ and 3.22 . Also,

$$
\operatorname{cost}\left(C_{i} \backslash x, \vec{Y}\right) \geq \operatorname{cost}\left(C_{i} \backslash x, \vec{C}\right)
$$

by optimality. Finally,

$$
\operatorname{cost}\left(x^{\prime}, \vec{Y}\right)+1.6 D\left(C_{i}\right)>\operatorname{cost}\left(x^{\prime}, \vec{C}\right)
$$

by equation (3.21).
By adding we get $\operatorname{cost}\left(\vec{x}^{\prime}, \vec{Y}\right)>\operatorname{cost}\left(\vec{x}^{\prime}, \vec{C}\right)$ which means that $\vec{Y}$ is sub-optimal for instance $\vec{x}^{\prime}$. All we need to finalize this observation is realize that as we move away from the edge case, the above inequalities become easier to satisfy. Specifically if $C_{i}$ had center $c_{i}^{\prime}<c_{i}$ we see that factor 1.6 of inequality (3.21) decreases while $d\left(C_{i}, C_{i+1}\right)$ increases. If $c_{i}^{\prime}>c_{i}$ the same factor of inequality (3.21) may increase by $\left|c_{i}^{\prime}-c_{i}\right|$, but then $d\left(C_{i}, C_{i+1}\right)$ increases by at least $\frac{\gamma^{2}+1}{\gamma+1} \cdot\left|c_{i}^{\prime}-c_{i}\right|>$ $4.3\left|c_{i}^{\prime}-c_{i}\right|$ (since $d\left(x_{i, l}, x_{i+1, l}\right)>\frac{\gamma^{2}+1}{\gamma+1} d\left(x_{i, l}, c_{i}\right)$ - see proof of Lemma 3.3.4, hence maintaining $\operatorname{cost}\left(\vec{x}^{\prime}, \vec{Y}\right)>\operatorname{cost}\left(\vec{x}^{\prime}, \vec{C}\right)$.

## 3.B Proofs of Auxiliary Lemmas Used in the Proof of Theorem 3.6.5

For completeness, we restate the proofs of the auxiliary lemmas with the properties of well-separated instances adapted from [112] and used in the proof of Theorem 3.6.5.

Before we proceed with the proofs of the auxiliary lemmas, we need the following basic fact about the facility allocation of any determistic strategyproof mechanism.

Lemma 3.B. 1 (Proposition 2.1, [112]). Let $M$ be a deterministic strategyproof with a bounded approximation ratio of $\rho \geq 1$ for $\sqrt{2}$-stable instances of $k$-Facility location on the line. For any $(k+1)$-location instance $\vec{x}$ with $x_{1} \leq x_{2} \leq \ldots \leq x_{k+1}$, $M_{1}(\vec{x}) \leq x_{2}$ and $M_{k}(\vec{x}) \geq x_{k}$.

Proof. We show it for $M_{1}(\vec{x}) \leq x_{2}$, the other case is symmetric. Suppose $x_{2}<$ $M_{1}(\vec{x})$. Then the agent in $x_{1}$ has the incentive to deviate to location $x_{2}$, since $M_{1}\left(\vec{x}_{-1}, x_{2}\right)=x_{2}$ due to the bounded approximation of $M$ (i.e., in $\left(\vec{x}_{-1}, x_{2}\right), M$ allocates $k$ facilities to $k$ different locations). Notice that $\left(\vec{x}_{-1}, x_{2}\right)$ is $\gamma$-stable for any $\gamma \geq 1$.

## 3.B. 1 The Proof of Lemma 3.6.1

Proof. Since $M$ has a bounded approximation, the isolated pair $x_{k}$ and $x_{k+1}$ must be served by the same facility $M_{k}(\vec{x})$. By Lemma 3.B.1, we know that $M_{k}(\vec{x}) \geq x_{k}$. Then, it must also be $M_{k}(\vec{x}) \leq x_{k+1}$. Otherwise, like in Lemma 3.B.1, agent $x_{k}$ could declare location $x_{k+1}$ and decrease her cost, since $M_{k}\left(\vec{x}_{-k}, x_{k+1}\right)=x_{k+1}$ by the bounded approximation of $M$. Again, the instance $\left(\vec{x}_{-k}, x_{k+1}\right)$ is arbitrarily stable.

## 3.B. 2 The Proof of Lemma 3.6.2

We can now proceed to the proofs of the auxiliary lemmas, Lemma 3.6.3 and Lemma 3.6.2, which refer to the movement of isolated pairs. We only present the proof of Lemma 3.6 .2 here. The proof of Lemma 3.6 .3 is fully symmetric.

The proof shown here, refers to 2-Facility Location on well separated instances with 3 agents. All arguments as well as the stability factor of the instance only depend on the well separated property of the rightmost pairs of agents as well as their distance from the third agent from the right. That is, that since in all instances studied in the proof we only change distance between the agents of the isolated, rightmost pair, in the range $\left(0, d\left(x_{1}, x_{2}\right) / r\right)$ and only increase the distance between the isolated pair and the leftmost agent $x_{1}$, any instance with a large enough distance between $x_{1}$ and $x_{2}$, i.e. for which $d\left(x_{1}, x_{2}\right)>\gamma \cdot \rho d\left(x_{2}, x_{3}\right)$ will be $\gamma$-stable in all parts of the proof. In that way it is easy to verify that the arguments presented here extend to ( $x_{1}|\ldots| x_{k-1} \mid x_{k}, x_{k+1}$ )-well separated and stable instances of at least a specific minimum distance $d\left(x_{k-1}, x_{k}\right)$.

Consider $M$ to be a deterministic, strategyproof, anonymous and bounded approximation mechanism, with approximation ration of at most $\rho$, for 2 -facility location. We will work on instance $\vec{x}$ with three agents $x_{1}<x_{2}<x_{3}$ which is $\left(x_{1} \mid x_{2}, x_{3}\right)$-well separated.

The proof of Lemma 3.6 .2 directly follows from the following propositions, originally established in [112, Appendix A].

Proposition 3.B.2. Consider $\left(x_{1} \mid x_{2}, x_{3}\right)$-well separated, stable instance $\vec{x}$ for which $M_{2}(\vec{x})=x_{2}$. Then for instance $\vec{x}^{\prime}=\left(\vec{x}_{-} 2, x_{2}^{\prime}\right)$ where $x_{2} \leq x_{2}^{\prime} \leq x_{3}$ it will be $M_{2}\left(\overrightarrow{x^{\prime}}\right)=x_{2}^{\prime}$

Proof. Notice that since $d\left(x_{2}^{\prime}, x_{3}\right)<d\left(x_{2}, x_{3}\right)$ instance $\overrightarrow{x^{\prime}}$ is still $\left(x_{1} \mid x_{2}, x_{3}\right)$-well separated. Furthermore, since $x_{1}$ is allocated a facility (by the $\rho$-approximation property of the instance), $\vec{x}^{\prime}$ is at least as stable as $\vec{x}$ since the distance between the isolated pair is shortened and their distance from $x_{1}$ has grown. All that needs to be shown is that image set $I_{2}\left(\vec{x}_{-2}\right)$ includes the interval $\left[x_{2}, x_{3}\right]$. Since $x_{2}$ is allocated a facility, we know $x_{2} \in I_{2}\left(\vec{x}_{-2}\right)$. Furthermore, by the bounded approximation property of $M x_{3} \in I_{2}\left(\vec{x}_{-2}\right)$. Assume there is a hole $(l, r) \in I_{2}\left(\vec{x}_{-2}\right)$ with $x_{2} \leq l<r \leq x_{k}$. Consider location $y \in(l, r)$ such that $d(y, l)<d(y, r)$.

By strategyproofness $l \in M\left(\vec{x}_{-2}, y\right)$. But then, by Lemma 3.B.1 we have that $F_{2}\left(\vec{x}_{-j}, y\right)>y$ which contradicts M's bounded approximation ratio, since the two agents of the isolated pair of $\left(\vec{x}_{-j}, y\right)$ are served by different facilities.

Proposition 3.B.3. Consider $\left(x_{1} \mid x_{2}, x_{3}\right)$-well separated stable instance $\vec{x}$ for which $M_{2}(\vec{x})=x_{2}$. Then for every $\left(x_{1} \mid x_{2}, x_{3}^{\prime}\right)$-well separated instance $\left.\overrightarrow{x^{\prime}}=\overrightarrow{\left(x_{-3}\right.}, x_{3}^{\prime}\right)$, if $\overrightarrow{x^{\prime}}$ is also well separated, $M_{2}\left(\overrightarrow{x^{\prime}}\right)=x_{2}$.

We notice that in that case, the distance between the agents of the isolated pair might grow a from $\vec{x}$ to $\overrightarrow{x^{\prime}}$. Since the proof of this proposition uses instances where the distance of the isolated pair varies from $\epsilon$ to $d\left(x_{1}, x_{2}\right) / \rho$ the proposition stands for stable instances only if all possible $\left(x_{1} \mid x_{2}, x_{3}^{\prime}\right)$-well separated instances $\left.\overrightarrow{x^{\prime}}=\overrightarrow{\left(x_{-3}\right.}, x_{3}^{\prime}\right)$ are well separated. It is easy to see, that since in all these instances it must be $d\left(x_{2}, x_{3}\right)<d\left(x_{1}, x_{2}\right) / \rho$ then for a large enough distance $d\left(x_{1}, x_{2}\right)$ (i.e. $\left.d\left(x_{1}, x_{2}\right)>\gamma \cdot \rho d\left(x_{2}, x_{3}\right)\right) \overrightarrow{x^{\prime}}$ is always stable. We show the following proof considering that we have made this assumption.

Proof. Since $M_{2}(\vec{x})<x_{3}$, we know that $x_{3} \notin I_{3}\left(x_{-3}\right)$. So, there is a $x_{3}$-hole $(l, r) \in I_{3}\left(x_{-3}\right)$. Since $M_{2}(\vec{x})=x_{2}, l=x_{2}$ and $r>2 x_{3}-x_{2}$ (by strategyproofness). By strategyproofnes, if $x_{3}^{\prime}<(r+l) / 2$ (for $x_{2}<x_{3}^{\prime}$ for well separated instance $\overrightarrow{x^{\prime}}$ ), $M_{2}(\vec{x})=x_{2}$.

To finish, we show that there are no $\left(x_{1} \mid x_{2}, x_{3}^{\prime}\right)$-well separated instances $\overrightarrow{x^{\prime}}=$ $\left(x_{-3}, x_{3}^{\prime}\right)$ with $x_{3}^{\prime} \geq(r+l) / 2$ and $M_{2}\left(\overrightarrow{x^{\prime}}\right) \neq x_{2}$. Again, we reach a contradiction by assuming that there is a point $y \geq(r+l) / 2$ for which $\left(x_{-3}, y\right)$ is a $\left(x_{1} \mid x_{2}, y\right)$-well separated instance with $M_{2}\left(\left(x_{-3}, y\right)\right) \neq x_{2}$. If such a $y$ exists, then there exists $x_{k}^{\prime} \in[(r+l) / 2, r)$ for which $\overrightarrow{x^{\prime}}=\left(x_{-3}, x_{3}^{\prime}\right)$ is a $\left(x_{1} \mid x_{2}, x_{3}^{\prime}\right)$-well separated. But then, $M_{2}\left(\overrightarrow{x^{\prime}}\right)=r>x_{3}^{\prime}$ (by strategyproofness, because $x_{3}^{\prime}$ is closer to $r$ than to $l$ ). Since $\overrightarrow{x^{\prime}}$ is $\left(x_{1} \mid x_{2}, x_{3}^{\prime}\right)$-well separated this contradicts lemma 3.6 .1 which dictates that it must be $M_{2}\left(x_{-3}, x_{3}^{\prime}\right) \in\left[x_{2}, x_{3}^{\prime}\right]$.

Proposition 3.B.4. Consider $\left(x_{1} \mid x_{2}, x_{3}\right)$-well separated stable instance $\vec{x}$ for which $M_{2}(\vec{x})=x_{2}$. Then for every $\left(x_{1} \mid x_{2}^{\prime}, x_{3}^{\prime}\right)$-well separated instance $\overrightarrow{x^{\prime}}=\left(\vec{x}-\{2,3\}, x_{2}^{\prime}, x_{3}^{\prime}\right)$, with $x_{2}<x_{2}^{\prime}<\left(x_{2}+x_{3}\right) / 2$, if $\overrightarrow{x^{\prime}}$ is also well separated, $M_{2}\left(\overrightarrow{x^{\prime}}\right)=x_{2}$.

Note that, as for proposition 3.B.3 the restriction that $\overrightarrow{x^{\prime}}$ is also $\gamma$-stable is equivalent to $d\left(x_{1}, x_{2}\right)>\gamma \cdot \rho d\left(x_{2}, x_{3}\right)$.

Proof. Since $x_{2}^{\prime} \in\left[x_{2}, x_{3}\right]$ we have that $M_{2}\left(x_{-2}, x_{2}^{\prime}\right)=x_{2}^{\prime}$, by proposition 3.B.2. But since $d\left(x_{2}^{\prime}, x_{3}\right)<d\left(x_{2}, x_{3}\right),\left(x_{-2}, x_{2}^{\prime}\right)$ is $\left(x_{1} \mid x_{2}^{\prime}, x_{3}\right)$-well separated. Hence, by proposition 3.B.3, for $\left(x_{1} \mid x_{2}^{\prime}, x_{3}^{\prime}\right)$-well separated instance $\overrightarrow{x^{\prime}}=\left(\vec{x}_{-\{2,3\}}, x_{2}^{\prime}, x_{3}^{\prime}\right)$, $M_{2}\left(\overrightarrow{x^{\prime}}\right)=x_{2}^{\prime}$

Proposition 3.B.5. Consider $\left(x_{1} \mid x_{2}, x_{3}\right)$-well separated stable instance $\vec{x}$ for which $M_{2}(\vec{x})=x_{2}$. Then for every $\left(x_{1} \mid x_{2}^{\prime}, x_{3}^{\prime}\right)$-well separated instance $\overrightarrow{x^{\prime}}=\left(\vec{x}-\{2,3\}, x_{2}^{\prime}, x_{3}^{\prime}\right)$, with $x_{2} \leq x_{2}^{\prime}$, if $\overrightarrow{x^{\prime}}$ is also well separated, $M_{2}\left(\overrightarrow{x^{\prime}}\right)=x_{2}$.

Proof. We will inductively use proposition 3.B.4 to create instance $\vec{x}^{\prime}$. Consider $d=d\left(x_{2}^{\prime}, x_{2}\right), \delta=d\left(x_{3}, x_{2}\right) / 2$ and $\kappa=\lceil d / \delta\rceil$. Then for every $\lambda=1,2,3 \ldots, \kappa$ consider instance $\vec{x}_{\lambda}=\left(\vec{x}_{-\{2,3\}}, x_{2}+(\lambda-1) \delta, x_{3}+(\lambda-1) \delta\right)$. Now observe that $\vec{x}_{\lambda}$ is well separated since for it's rightmost pair, $x_{2}^{\prime}=x_{2}+(\lambda-1) \delta$ and $x_{3}^{\prime}=x_{3}+(\lambda-1) \delta$ it is $d\left(x_{2}^{\prime}, x_{3}^{\prime}\right)>2 \delta$ while $d\left(x_{1}, x_{2}^{\prime}\right)>d\left(x_{1}, x_{2}\right)$. By iteratively applying proposition 3.B.4 to $\overrightarrow{x_{\lambda}}$, we have that for every $\left(\vec{x}_{-\{2,3\}}, y_{2}, y_{3}\right)$ well separated instance with $x_{2}+(\lambda-1) \delta \leq y_{2} \leq x_{2}+\lambda \delta, M_{2}\left(\vec{x}_{-\{2,3\}}, y_{2}, y_{3}\right)=y_{2}$. For $\lambda=\kappa$ we get $M_{2}\left(\vec{x}_{-\{2,3\}}, x_{2}^{\prime}, x_{3}^{\prime}\right)=x_{2}^{\prime}$.

## Chapter 4

## Sampling and Optimal Preference Elicitation in Simple Mechanisms

Preference elicitation has received considerable attention in computational social choice [76, 78, 84, 169, 168]. Segal [211] provided bounds on the communication required to realize a social choice rule through the notion of budget sets, with applications in resource allocation tasks and stable matching. The boundaries of computational tractability and the strategic issues that arise in optimal preference elicitation were investigated by Conitzer and Sandholm for a series of voting schemes [77, while the same authors established the worst-case number of bits required to execute common voting rules [78]. The trade-off between accuracy and information leakage in facility location games has been studied by Feldman et. al [105], investigating the behavior of truthful mechanisms with truncated input space e.g., ordinal information models.

More recently, the trade-off between efficiency-in terms of distortion as introduced by Procaccia and Rosenschein [193]-and communication was addressed by Mandal et al. [171] (see also [6]). Their results were subsequently improved using machinery from streaming algorithms [172], such as linear sketching and $L_{p}$-sampling [179, 142]. In similar spirit, some works [188, 40] address efficient preference elicitation in the form of top- $\ell$ elicitation, meaning that the agents are asked to provide the length $\ell$ prefix of their ranking instead of their full ranking. This trade-off between efficiency and communication has also been an important consideration in the metric distortion framework [19]-a setting closely related to our work; e.g., see [152, [151, 51, 9], as well as [21] for a comprehensive overview of that line of work.

Another important consideration in the literature relates to the interplay between communication constraints and incentive compatibility. In particular, Van Zandt [219] articulated conditions under which communication and incentive com-
patibility can be examined separately, while Reichelstein [198], and Segal and Fadel [96] examined the communication overhead induced in truthful protocols, i.e. the communication cost of truthfulness. An additional prominent line of research studies mechanism design under communication constraints (see [180] and references therein). Specifically, in a closely related to ours work, Blumrosen, Nisan and Segal 47] considered the design of a single-item auction in a communication model in which every bidder could only transmit a limited number of bits. One of their key results was a 0.648 social welfare approximation for 1-bit auctions (every bidder could only transmit a single bit to the mechanism) and uniformly distributed bidders. Further, the design of optimal-w.r.t. the obtained revenue - bid levels in an English auction was considered in [80], assuming known prior distributions.

### 4.1 Contributions

Our work provides several new insights on sampling and preference elicitation for a series of exemplar environments from mechanism design.

Facility Location Games. First, we turn our attention to facility location games; specifically, we consider Moulin's median mechanism, one of the most fundamental allocation rules in voting. We observe that unlike the median as a function, the social cost of the median exhibits a sensitivity property. Subsequently, we show that for any $\epsilon>0$, a random sample of size $c=\Theta\left(1 / \epsilon^{2}\right)$ suffices to recover a $1+\epsilon$ approximation w.r.t. the optimal social cost of the full information median in the metric space $(\mathbb{R},|\cdot|)$, while the number of agents $n \rightarrow \infty$; this guarantee is established both in terms of expectation (Theorem 4.3.8), and with high probability (Theorem 4.3.9). Consequently, it is possible to obtain a nearoptimal approximation with an arbitrarily small fraction of the total information. Our analysis is quite robust, implying directly the same characterization for the median on simple and open curves. Next, we extend this result for the generalized median in high-dimensional metric spaces $\left(\mathbb{R}^{d},\|\cdot\|_{1}\right)$ in Theorem 4.3.11. In contrast, the sensitivity property of the median does not extend on trees, as implied by Theorem 4.3.12, Finally, for completeness, we show that sampling cannot provide meaningful guarantees w.r.t. the expected social cost when allocating at least 2 facilities on the line through the percentile mechanism (Theorem 4.3.13).

These results constitute natural continuation on efficient preference elicitation and sampling in social choice [83, 82, 58, 76], and supplement the work of Feldman et al. [105]; yet, to the best of our knowledge, we are the first to investigate the performance of sampling in facility location games. We stress that our guarantees do not require any prior knowledge or any discretization assumptions. Moreover, the sensitivity property of the median's social cost could be of independent interest, as it can be potentilly employed to design differentially private 87 ] and noisetolerant implementations of the median mechanism. From a technical standpoint,
one of our key contributions is a novel asymptotic characterization of the rank of the sample's median (Theorem 4.3.3), discussed further in the subsection below.

Auctions. Next, in Section 4.4, we espouse a communication complexity framework in order to design a series of auctions with optimal preference elicitation. In particular, we measure the number of bits elicited from the agents in expectation, endeavoring to minimize it. We mainly make the natural assumption that the number of bits that can represent any valuation - expressed with parameter $k$-is independent on the number of agents $n$; thus, we focus on the communication complexity while $n$ asymptotically grows. In this context, we show that we can asymptotically match the lower bound of 1 bit per bidder for a series of fundamental settings, without possessing any prior knowledge.

- First, we propose an ascending auction in which the ascend of the price is calibrated adaptively through a sampling mechanism. Thus, in Theorem 4.4.9 we establish that we can implement Vickrey's rule with only $1+\epsilon$ bits from an average bidder, for any $\epsilon>0$;
- Moreover, we consider the design of a multi-item auction with $m$ items and bidders with additive valuations. Our main contribution is to design an efficient encoding scheme that substantially truncates the communication in a simultaneous implementation, asymptotically recovering the same optimal bound whenever the number of items $m$ is a small constant (Theorem4.4.12);
- Finally, we develop a novel ascending-type multi-unit auction in the domain of unit-demand bidders. Our proposed auction announces in every round two separate prices-based on a natural sampling algorithm (see Theorem 4.4.13), leading again to the optimal communication bound (Theorem 4.4.16.

Our results supplement prior work [198, 96 by showing that the incentive compatibility constraint does not augment the communication requirements of the interaction process for a series of fundamental settings. We also corroborate on one of the main observations of Blumrosen et al. [47]: asymmetry helps - in deriving tight communication bounds. Indeed, in our mechanisms the information elicitation is substantially asymmetrical. Finally, we believe that our results could have practical significance due to their simplicity and their communication efficiency.

### 4.1.1 Overview of Techniques

Facility Location Games. In Section 4.3, our first key observation in Theorem 4.3 .2 is that the social cost of the median admits a sensitivity property. Thus, it is possible to obtain a near-optimal approximation w.r.t. the optimal social cost even if the allocated facility is very far from the median. The sensitivity of the
social cost of the median essentially reduces a near-optimal approximation to the concentration of the rank of the sample's median. Based on this insight, we prove in Theorem 4.3.3 that when the participation is large (i.e. $n \rightarrow \infty$ ) the distribution of the rank of the sample's median converges to a continuous transformed beta distribution. This result should not be entirely surprising given that-as is folklore in statistics-the order statistics of the uniform distribution on the unit interval have marginal distributions belonging to the beta distribution family (e.g., see [81]). Having made these connections, the rest of our guarantees in Section 4.3 for more general metrics follow rather directly.

Auctions. With regard to our results in Section 4.4, we commence our overview with the single-item auction, and we then describe our approach for several extensions. In particular, for our ascending auction we consider as a black-box an algorithm that implements a second-price auction; then, at every round of the auction we simulate a sub-auction on a random sample of agents, and we broadcast the "market-clearing price" in the sub-auction as the price of the round. From a technical standpoint, we show that as the size of the sample increases, the fraction of the agents that will remain active in the forthcoming round gets gradually smaller (Theorem 4.4.5), leading to Theorem 4.4.8 and Theorem 4.4.9. It should also be noted that the truncated communication does not undermine the incentive compatibility of our mechanism, as implied by Theorem4.4.2 and Theorem 4.4.3. Moving on to the multi-item auction with additive valuations, we employ a basic principle from information theory: encode the more likely events with fewer bits. This simple observation along with a property of our single-item auction allow us to substantially reduce the communication complexity when the auctions are executed in parallel.

Finally, we alter our approach for the design of a multi-unit auction with unit demand bidders. In contrast to a standard ascending auction, our idea is to broadcast in every round two separate prices, a "high" price and a "low" price. Subsequently, the mechanism may simply recurse on the agents that reside between the two prices. The crux of this implementation is to design an algorithm that takes as input a small number of bits, and returns prices that are tight upper and lower bounds on the final VCG payment. To this end, we design a novel algorithm that essentially performs stochastic binary search on the tree that represents the valuation space; more precisely, in every junction, or decision, the branching is made based on a small sample of agents, eliminating at every step half the points on the valuation space. From an algorithmic standpoint, this gives a simple procedure performing approximate selection from an unordered list with very limited communication.

### 4.2 Preliminaries

Facility Location Games. Consider a metric space $(\mathcal{M}, \operatorname{dis}(\cdot, \cdot))$, where dis : $\mathcal{M} \times \mathcal{M} \rightarrow \mathbb{R}$ is a metric (or distance function) on $\mathcal{M}$; i.e., for any $\mathbf{x}, \mathbf{y}, \mathbf{z} \in \mathcal{M}$, dis satisfies the following: (i) identity of indiscernibles: $\operatorname{dis}(\mathbf{x}, \mathbf{y})=0 \Longleftrightarrow \mathbf{x}=\mathbf{y}$; (ii) symmetry: $\operatorname{dis}(\mathbf{x}, \mathbf{y})=\operatorname{dis}(\mathbf{y}, \mathbf{x})$; and (iii) triangle inequality: $\operatorname{dis}(\mathbf{x}, \mathbf{y}) \leq$ $\operatorname{dis}(\mathbf{x}, \mathbf{z})+\operatorname{dis}(\mathbf{z}, \mathbf{y})$. Given as input an $n$-tuple $\mathcal{I}=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)$, with $\mathbf{x}_{i} \in \mathcal{M}$, the $\ell$-facility location problem consists of allocating $\ell$ facilities on $\mathcal{M}$ in order to minimize the social cost; more precisely, if $L$ is the finite the set of allocated facilities, the induced social cost w.r.t. the distance function dis is defined as

$$
\operatorname{cost}(L, \operatorname{dis}) \triangleq \sum_{i=1}^{n} \min _{\mathbf{x} \in L} \operatorname{dis}\left(\mathbf{x}, \mathbf{x}_{i}\right) ;
$$

that is, every point is assigned to its closest (allocated) facility. For notational simplicity, we omit the distance function and we simply write $\cos t(L)$. With a slight abuse of notation, when $|L|=1$, we will use $\operatorname{cost}(\mathbf{x})$ to represent the social cost of allocating a single facility on $\mathbf{x} \in \mathcal{M}$. In a mechanism design setting every point in the instance $\mathcal{I}$ is associated with a strategic agent, and $\mathbf{x}_{i}$ represents her preferred private location (e.g. her address); naturally, every agent $i$ endeavors to minimize her (atomic) distance from the allocated facilities. A mechanism is called strategy-proof if for every agent $i$, and for any possible valuation profile, $i$ minimizes her distance by reporting her actual valuation; if the mechanism is randomized, one is typically interested in strategy-proofness in expectation.

The Median Mechanism. Posit a metric space $\left(\mathbb{R}^{d},\|\cdot\|_{1}\right)$. The Median is a mechanism for the 1 -facility location problem which allocates a single facility on the median of the reported instance. For high-dimensional spaces, the median is defined coordinate-wise; more precisely, if $\mathcal{I}=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)$ represents an arbitrary instance on $\mathbb{R}^{d}$, and we denote with $x_{i}^{j}$ the $j^{\text {th }}$ coordinate of $\mathbf{x}_{i}$ in some underlying coordinate system,

$$
\operatorname{median}(\mathcal{I}) \triangleq\left(\operatorname{median}\left(x_{1}^{1}, \ldots, x_{n}^{1}\right), \ldots, \operatorname{median}\left(x_{1}^{d}, \ldots, x_{n}^{d}\right)\right) .
$$

In this context, the following properties have been well-establish in social choice, and we state them without proof.

Proposition 4.2.1. The Median mechanism is strategy-proof.
Proposition 4.2.2. The Median mechanism is optimal w.r.t. (i.e. minimizes) the social cost in the metric space $\left(\mathbb{R}^{d},\|\cdot\|_{1}\right)$.

The median can also be defined beyond Euclidean spaces [210], as it will be discussed in more detail in Section 4.3.3, It should also be noted that the median can be employed heuristically for the $\ell$-facility location problem when additional separability conditions are met; for example, the instance could correspond to residents of isolated cities, and it would be natural to assign one facility to a single "cluster".

Auctions. In the domains we are studying in Section 4.4, the valuation of an agent $i$ for any bundle of items $S$ is fully specified by the values $v_{i, j}$, for every item $j$; if a single item - and potentially multiple units of the same item - are to be disposed, we use $v_{i}$ for simplicity. Moreover, in Section 4.4 we employ a communication complexity framework in order to analyze the measure of information elicited from the agents; thus, we need to assume that every value $v_{i, j}$ can be expressed with $k$ bits. We will mainly assume that $k$ is a parameter independent of the number of agents $n$, and one should imagine that a small constant $k$ (e.g. 32 or 64 bits) would suffice. In this context, we define the communication complexity of a mechanism to be the expected number of bits elicited from the participants during the interaction process, and we study the asymptotic growth of this function as $n \rightarrow \infty$. We will assume that an agent remains active in the auction only when positive utility can be obtained. Thus, if the (monotonically increasing) announced price for item $j$ coincides with the value $v_{i, j}$ of some agent $i$, we presume that $i$ will withdraw from the auction; we use this hypothesis to handle certain singular cases (e.g., all agents could have the same value for the item).

For the incentive compatibility analysis in Section 4.4 we will need to refine and extend the notion of strategy-proofness from facility location games. A mechanism will be referred to as strategy-proof if truthful reporting is a universally dominant strategy - a best response under any possible action profile and randomized realization-for every agent.

Obvious Strategy-Proofness. A strategy $s_{i}$ is obviously dominant if for any deviating strategy $s_{i}^{\prime}$, starting from any earliest information set where $s_{i}^{\prime}$ and $s_{i}$ disagree, the best possible outcome from $s_{i}^{\prime}$ is no better than the worst possible outcome from $s_{i}$. A mechanism is obviously strategy-proof (OSP) if it has an equilibrium in obviously dominant strategies. Notice that OSP implies strategyproofness, so it is a stronger notion of incentive compatibility [164].

Ex-Post Incentive Compatibility. We will also require a weaker notion of incentive compatibility; a strategy profile $\left(s_{1}, \ldots, s_{n}\right)$ constitutes an ex-post Nash equilibrium if the action $s_{i}\left(v_{i}\right)$ is a best response to every action profile $\mathbf{s}_{-i}\left(\mathbf{v}_{-i}\right)$ for any agent $i$ and valuation $v_{i}$. A mechanism will be called ex-post incentive compatible if sincere bidding constitutes an ex-post Nash equilibrium.

Additional Notation. We will denote with $N=[n]$ the set of agents that participate in the mechanism. In a single parameter environment, the rank of an agent corresponds to the index of her private valuation in ascending order (ties are broken arbitrarily according to some predetermined rule; e.g. lexicographic order) and indexed from 1, unless explicitly stated otherwise. We will use the standard notation of $f(n) \sim g(n)$ if $\lim _{n \rightarrow+\infty} f(n) / g(n)=1$ and $f(n) \lesssim g(n)$ if $\lim _{n \rightarrow+\infty} f(n) / g(n) \leq 1$, where $n$ will always be implied as the asymptotic parameter. For notational brevity, we will let $\binom{n}{m}=0$ when $m>n$. Finally, $\|\mathbf{x}\|_{1}$
denotes the $L_{1}$ norm of $\mathbf{x} \in \mathbb{R}^{d}$, while $d$ will mainly represent the dimension of the underlying space.

### 4.3 Facility Location Games and Approximation of the Median Mechanism

The most natural approximation of the MEDIAN mechanism consists of taking a random sample of size $c$, and allocating a (single) facility to the median of the sample, as implemented in ApproxMedianViaSampling (Mechanism 4). Perhaps surprisingly, we will show that this simple approximation yields a social cost arbitrarily close to the optimal for the metric space $\left(\mathbb{R}^{d},\|\cdot\|_{1}\right)$-for a sufficiently large sample. Our analysis commences with the median on the line, where our main contribution lies in Theorem 4.3.8. Our approach is quite robust and yields analogous guarantees for the median defined on curves (Theorem 4.3.10) and the generalized median on the metric space $\left(\mathbb{R}^{d},\|\cdot\|_{1}\right)$ (Theorem 4.3.11). We conclude this section by illustrating the barriers of sampling approximations when allocating a single facility on a tree metric, as well as allocating multiple facilities on the line.

```
Mechanism 4: ApproxMedianViaSampling( \(N, \epsilon, \delta\) )
Input: Set of agents \(N\), accuracy parameter \(\epsilon>0\), confidence parameter
    \(\delta>0\)
Output: \(\mathbf{x} \in \mathbb{R}^{d}\) such that \(\operatorname{cost}(\mathbf{x}) \leq(1+\epsilon) \operatorname{cost}\left(\mathbf{x}_{m}\right)\), where \(\mathbf{x}_{m}=\operatorname{median}(N)\)
Set \(c=\Theta\left(1 /(\epsilon \delta)^{2}\right)\) to be the size of the sample
Let \(S\) be a random sample of \(c\) agents from \(N\)
return median \((S)\)
```

In this section we do not have to dwell on incentive considerations given that our sampling mechanism ApproxMedianViaSampling directly inherits its truthfulness from the Median mechanism (recall Theorem 4.2.1) -assuming of course that the domain admits a median.

Proposition 4.3.1. ApproxMedianViaSampling is strategy-proof.

### 4.3.1 Median on the Line

In the following, we will tacitly consider an underlying arbitrary instance $\mathcal{I}=$ $\left(x_{1}, \ldots, x_{n}\right)$, with $x_{i} \in \mathbb{R}$ the (private) valuation-the preferred location-of agent $i$. To simplify the exposition, we will assume - without any loss of generality-that the number of agents $n$ is odd, with $n=2 \kappa+1$ for some $\kappa \in \mathbb{N}$.

Sensitivity of the Median. The first potential obstacle in approximating the Median mechanism relates to the sensitivity of the median. In particular, notice that the function of the median has an unbounded sensitivity, that is, a unilateral deviation in the input can lead to an arbitrarily large shift in the output; more concretely, consider an instance with $n=2 \kappa+1$ agents, and let $\kappa$ agents reside at $-l$ and $\kappa+1$ agents at $+l$ for some large $l>0$. If an agent from the rightmost group was to switch from $+l$ to $-l$, then the median would also relocate from $+l$ to $-l$, leading to a potentially unbounded deviation. It should be noted that in the regime of statistical learning theory, one technique to circumvent this impediment and ensure differential privacy revolves around the notion of smooth sensitivity; e.g., see [30, 57]. Our approach is based on the observation that the social cost of the Median inherently presents a sensitivity property. Formally, we establish the following lemma:

Lemma 4.3.2 (Sensitivity of the Median). Let $x_{m}=\operatorname{median}(\mathcal{I})$ and $x \in \mathbb{R}$ some position such that $\epsilon \cdot n$ agents reside between $x$ and $x_{m}$, with $0 \leq \epsilon<1 / 2$. Then,

$$
\operatorname{cost}(x)=\operatorname{cost}\left(x_{m}\right)\left(1+\mathcal{O}\left(\frac{4 \epsilon}{1-2 \epsilon}\right)\right) .
$$

Proof. For the sake of presentation, let us assume that $x \geq x_{m}$. Consider the set $L$ containing the $\lfloor n / 2\rfloor-\epsilon \cdot n$ leftmost agents (ties are broken arbitrarily), and the set $R$ with the $\lfloor n / 2\rfloor-\epsilon \cdot n$ rightmost agents, leading to a partition as illustrated in Figure 4.1. Now observe that if we transfer the facility from $x_{m}=\operatorname{median}(\mathcal{I})$ to $x$ the cumulative social cost of $L$ and $R$ remains invariant, i.e.,

$$
\sum_{i \in R \cup L}\left|x_{i}-x_{m}\right|=\sum_{i \in R \cup L}\left|x_{i}-x\right| .
$$

In other words, the increase in social cost incurred by group $L$ is exactly the social cost decrease of group $R$. Thus, it follows that

$$
\begin{equation*}
\operatorname{cost}(x) \leq \operatorname{cost}\left(x_{m}\right)+2 \epsilon n\left|x-x_{m}\right|, \tag{4.1}
\end{equation*}
$$

where notice that this inequality is tight when the agents in the interval $\left(x_{m}, x\right)$ are accumulated arbitrarily close to $x_{m}$. Moreover, we have that

$$
\begin{equation*}
\operatorname{cost}\left(x_{m}\right) \geq \sum_{i \in R}\left|x_{i}-x_{m}\right| \geq(\lfloor n / 2\rfloor-\epsilon n)\left|x-x_{m}\right|, \tag{4.2}
\end{equation*}
$$

and the claim follows from bounds (4.1) and (4.2).
As a result, Theorem 4.3 .2 implies that a unilateral deviation by a player can only lead to an increase of $\mathcal{O}(1 / n)$ in the social cost. To put it differently, if an adversary corrupts arbitrarily a constant number of reports, the increase in social cost will be asymptotically negligible. Indeed, even if the allocated facility lies arbitrarily far from the median, the induced social cost might still be near-optimal.


Figure 4.1: Partition of the agents on the line.

Now let us assume - without loss of generality - that $c=2 \rho+1$, for some $\rho \in \mathbb{N}$, where $c$ is the size of the sample; also recall that $n=2 \kappa+1$. Motivated by Theorem 4.3.2, our analysis will be oblivious to the agents' locations on the line, but instead, our focus will be on characterizing the rank of the sample's medianthe relative order of the sample's median w.r.t. the entire instance; this approach will also allow us to directly obtain a guarantee in more general metric spaces. More precisely, consider a random variable $X_{r}$ that represents the rank-among the entire instance - of the sample's median, normalized in the domain $[-1,1]$; for instance, if the sample's median happens to coincide with the median of the entire instance, then $X_{r}=0$. The reason behind this normalization relates to our asymptotic characterization (Theorem 4.3.3). Now fix a particular rank $i / \kappa$ in $[-1,1]$. Notice that the number of configurations that correspond to the event $\left\{X_{r}=i / \kappa\right\}$ is

$$
\binom{\kappa-i}{\rho}\binom{\kappa+i}{\rho} .
$$

As a result, the probability mass function of $X_{r}$ can be expressed as follows:

$$
\begin{equation*}
\mathbb{P}\left[X_{r}=\frac{i}{\kappa}\right]=\frac{\binom{\kappa-i}{\rho}\binom{\kappa+i}{\rho}}{\binom{2 \kappa+1}{2 \rho+1}} . \tag{4.3}
\end{equation*}
$$

It is interesting to notice the similarity of this expression to the probability mass function of a hypergeometric distribution. We also remark that the normalization constraint of the probability mass function (4.3) yields a well-known variant of the Vandermonde identity:

$$
\sum_{i=-\kappa}^{\kappa}\binom{\kappa-i}{\rho}\binom{\kappa+i}{\rho}=\sum_{i=0}^{2 \kappa}\binom{i}{\rho}\binom{2 \kappa-i}{\rho}=\binom{2 \kappa+1}{2 \rho+1}
$$

For this reason, we shall refer to the distribution of $X_{r}$ as the $(\kappa, \rho)$-Vandermonde distribution. Importantly, Theorem 4.3.2 tells us that the concentration of the Vandermonde distribution-for sufficiently large values of parameter $\rho$-suffices to obtain a near-optimal approximation with respect to the social cost. However, quantifying exactly the concentration of the Vandermonde distribution appears
to be challenging 1 In light of this, our main insight-and the main technical contribution of this section - is an asymptotic characterization of this distribution.

Theorem 4.3.3 (Convergence of the Vandermonde Distribution). If we let $\kappa \rightarrow$ $+\infty$ the ( $\kappa, \rho$ )-Vandermonde distribution converges to a continuous distribution with probability density function $\phi:[-1,1] \rightarrow \mathbb{R}$, such that

$$
\begin{equation*}
\phi(t)=C(\rho)\left(1-t^{2}\right)^{\rho}, \tag{4.4}
\end{equation*}
$$

where

$$
C(\rho)=B\left(\frac{1}{2}, \rho+1\right)^{-1}=\frac{(2 \rho+1)!}{(\rho!)^{2} 2^{2 \rho+1}}
$$

In the statement of the theorem, $B$ represents the beta function. Recall that for $x, y \in \mathbb{R}_{>0}$, the beta function is defined as

$$
\begin{equation*}
B(x, y)=\int_{0}^{1} t^{x-1}(1-t)^{y-1} d t=\frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)}, \tag{4.5}
\end{equation*}
$$

where $\Gamma$ represents the gamma function. One can verify the normalization constraint in Theorem 4.3.3 using a quadratic transform $u=t^{2}$ as follows:

$$
\int_{-1}^{1}\left(1-t^{2}\right)^{\rho} d t=2 \int_{0}^{1}\left(1-t^{2}\right)^{\rho} d t=\int_{0}^{1} u^{-\frac{1}{2}}(1-u)^{\rho} d u=B\left(\frac{1}{2}, \rho+1\right) .
$$

Moreover, the final term can be expressed succinctly through the following lemma:
Lemma 4.3.4. If $\Gamma$ represents the gamma function and $n \in \mathbb{N}$,

$$
\Gamma\left(\frac{1}{2}+n\right)=\frac{(2 n)!}{4^{n} n!} \sqrt{\pi}
$$

Before we proceed with the proof of Theorem 4.3.3, we state an elementary result from real analysis.

Lemma 4.3.5. Let $f:[-1,1] \rightarrow \mathbb{R}$ be an integrable function ${ }^{2}$ and $x$ some number in $(-1,1)$; then,

$$
\lim _{n \rightarrow+\infty} \frac{x+1}{n} \sum_{i=1}^{n} f\left(-1+i \cdot \frac{x+1}{n}\right)=\int_{-1}^{x} f(t) d t .
$$

[^9]Proof of Theorem 4.3.3. Take some arbitrary $x \in(-1,1)$, let $\nu=\lfloor x \kappa\rfloor+\kappa+1$, and consider a random variable $X_{r}$ drawn from a $(\kappa, \rho)$-Vandermonde distribution. It follows that

$$
\begin{align*}
\lim _{\kappa \rightarrow+\infty} \mathbb{P}\left[X_{r} \leq x\right] & =\lim _{\kappa \rightarrow+\infty} \sum_{i=-\kappa}^{\lfloor x \kappa\rfloor} \frac{\binom{\kappa-i}{\rho}\binom{\kappa+i}{\rho}}{\binom{2 \kappa+1}{2 \rho+1}} \\
& =\lim _{n \rightarrow+\infty} \sum_{i=1}^{\nu} \frac{\binom{n-i}{\rho}\binom{i-1}{\rho}}{\binom{n}{2 \rho+1}} \tag{4.6}
\end{align*}
$$

where recall that $n=2 \kappa+1$. Given that $n!/(n-j)!=\Theta_{n}\left(n^{j}\right), \forall j \in \mathbb{N}$, we can recast (4.6) as

$$
\begin{align*}
\lim _{\kappa \rightarrow+\infty} \mathbb{P}\left[X_{r} \leq x\right] & =\frac{(2 \rho+1)!}{(\rho!)^{2}} \lim _{n \rightarrow+\infty} \frac{1}{n^{2 \rho+1}} \sum_{i=1}^{\nu} \frac{(n-i)!}{(n-i-\rho)!} \frac{(i-1)!}{(i-1-\rho)!} \\
& =\frac{(2 \rho+1)!}{(\rho!)^{2}} \lim _{n \rightarrow+\infty} \frac{1}{n^{2 \rho+1}} \sum_{i=1}^{\nu}(n-i)^{\rho} i^{\rho} \tag{4.7}
\end{align*}
$$

where the last derivation follows by ignoring lower order terms. Finally, from 4.7) we obtain that

$$
\begin{aligned}
\lim _{\kappa \rightarrow+\infty} \mathbb{P}\left[X_{r} \leq x\right] & =\frac{(2 \rho+1)!}{(\rho!)^{2}} \lim _{n \rightarrow+\infty} \frac{1}{n} \sum_{i=1}^{\nu}\left(\frac{i}{n}-\left(\frac{i}{n}\right)^{2}\right)^{\rho} \\
& =\frac{(2 \rho+1)!}{(\rho!)^{2}} \lim _{\nu \rightarrow+\infty} \frac{x+1}{2 \nu} \sum_{i=1}^{\nu}\left(i \cdot \frac{x+1}{2 \nu}-\left(i \cdot \frac{x+1}{2 \nu}\right)^{2}\right)^{\rho} \\
& =\frac{(2 \rho+1)!}{(\rho!)^{2} 2^{2 \rho+1}} \lim _{\nu \rightarrow+\infty} \frac{x+1}{\nu} \sum_{i=1}^{\nu}\left(2 i \cdot \frac{x+1}{\nu}-\left(i \cdot \frac{x+1}{\nu}\right)^{2}\right)^{\rho} \\
& =\frac{(2 \rho+1)!}{(\rho!)^{2} 2^{2 \rho+1}} \lim _{\nu \rightarrow+\infty} \frac{x+1}{\nu} \sum_{i=1}^{\nu}\left(1-\left(-1+i \cdot \frac{x+1}{\nu}\right)^{2}\right)^{\rho} \\
& =\frac{(2 \rho+1)!}{(\rho!)^{2} 2^{2 \rho+1}} \int_{-1}^{x}\left(1-t^{2}\right)^{\rho} d t
\end{aligned}
$$

where in the last line we applied Theorem 4.3.5, concluding the proof.
Having established this asymptotic characterization, we are now ready to argue about the concentration of the induced distribution with respect to parameter $\rho$.

Theorem 4.3.6 (Concentration). Consider a random variable $X]_{3}^{3}$ with probability density function $\phi(t)=C(\rho)\left(1-t^{2}\right)^{\rho}$. Then, for any $\epsilon>0$ and $\delta>0$, there exists some $\rho_{0}=\Theta\left(1 /(\epsilon \delta)^{2}\right)$ such that $\forall \rho \geq \rho_{0}$,

$$
\mathbb{P}[|X| \geq \epsilon] \leq \delta
$$

Proof. Consider some $j \in \mathbb{N}$. The $j^{\text {th }}$ moment of $|X|$ can be expressed as

$$
\mathbb{E}\left[|X|^{j}\right]=C(\rho) \int_{-1}^{1}|t|^{j}\left(1-t^{2}\right)^{\rho} d t=2 C(\rho) \int_{0}^{1} t^{j}\left(1-t^{2}\right)^{\rho} d t
$$

Applying the quadratic transformation $u=t^{2}$ yields

$$
\begin{equation*}
\mathbb{E}\left[|X|^{j}\right]=\frac{B\left(\frac{j}{2}+\frac{1}{2}, \rho+1\right)}{B\left(\frac{1}{2}, \rho+1\right)} \tag{4.8}
\end{equation*}
$$

Recall from Stirling's approximation formula that $n!=\Theta\left(\sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n}\right)$; thus, we obtain that $C(\rho)$ grows as

$$
C(\rho)=\frac{(2 \rho+1)!}{(\rho!)^{2} 2^{2 \rho+1}}=\Theta(\sqrt{\rho})
$$

In particular, this along with 4.8 imply that $\mathbb{E}[|X|]=\Theta(1 / \sqrt{\rho})$. Thus, if we apply Markov's inequality we obtain that

$$
\mathbb{P}[|X| \geq \epsilon]=\mathcal{O}\left(\frac{1}{\epsilon \sqrt{\rho}}\right)
$$

As a result, it suffices to select $\rho=\Theta\left(1 /(\epsilon \delta)^{2}\right)$ so that $\mathbb{P}[|X| \geq \epsilon] \leq \delta$; notice that tighter bounds w.r.t. the confidence parameter $\delta$ can be obtained if we apply Markov's inequality for higher moments of $|X|$ through (4.8).

We also highlight the following important byproduct, which was established above en route to proving Theorem 4.3.6.

Corollary 4.3.7. Consider a random variable $X$ with probability density function $\phi(t)=C(\rho)\left(1-t^{2}\right)^{\rho}$. Then, $\mathbb{E}[|X|]=\Theta(1 / \sqrt{\rho})$.

We are now ready to analyze the approximation ratio of our sampling median, both in terms of expectation and with high probability.

[^10]Theorem 4.3.8 (Sampling Median on the Line). Consider a set of agents $N=$ $[n]$ that lie on the one-dimensional metric space $(\mathbb{R},|\cdot|)$. Then, for any $\epsilon>0$, ApproxMedianViaSampling $(N, \epsilon, \delta=1)$ takes a sample of size $c=\Theta\left(1 / \epsilon^{2}\right)$ and yields in expectation a $1+\epsilon$ approximation w.r.t. the optimal social cost of the full information Median, while $n \rightarrow+\infty$.

Proof. Consider a random variable $X$ with probability density function $\phi(t)=$ $C(\rho)\left(1-t^{2}\right)^{\rho}$. Theorem 4.3.3 implies that $X$ corresponds to the rank of the sample's median with sample size $c=2 \rho+1$, while $n \rightarrow+\infty$. Let $g:(0,1) \ni x \mapsto 2 x /(1-x)$; we know from Theorem 4.3 .2 that the expected approximation ratio on the social cost is $1+\mathcal{O}(\mathbb{E}[g(|X|)])$. But, it follows that

$$
\begin{aligned}
\mathbb{E}[g(|X|)]=4 C(\rho) \int_{0}^{1} \frac{t}{1-t}\left(1-t^{2}\right)^{\rho} d t & \leq 8 C(\rho) \int_{0}^{1} t\left(1-t^{2}\right)^{\rho-1} d t \\
& =8 \frac{2 \rho+1}{2 \rho} C(\rho-1) \int_{0}^{1} t\left(1-t^{2}\right)^{\rho-1} d t
\end{aligned}
$$

Now notice that Theorem 4.3.7 implies that

$$
C(\rho-1) \int_{0}^{1} t\left(1-t^{2}\right)^{\rho-1} d t=\Theta\left(\frac{1}{\sqrt{\rho}}\right) .
$$

As a result, we have shown that the expected approximation ratio is $1+$ $\mathcal{O}(1 / \sqrt{\rho})$, and taking $\rho=\Theta\left(1 / \epsilon^{2}\right)$ concludes the proof.

Corollary 4.3.9. Consider a set of agents $N=[n]$ that lie on the metric space $(\mathbb{R},|\cdot|)$. Then, for any $\epsilon>0$ and $\delta>0$, ApproxMedianViaSampling $(N, \epsilon, \delta)$ takes a sample of size $c=\Theta\left(1 /(\epsilon \delta)^{2}\right)$ and yields with probability at least $1-\delta$ a $1+\epsilon$ approximation w.r.t. the optimal social cost of the full information Median, while $n \rightarrow+\infty$.

Proof. The claim follows directly from Theorem 4.3.2, Theorems 4.3.3 and 4.3.6.

## Extension to the Median on Curves

Here we give a slight extension of the previous guarantee when the agents lie on a curve. More precisely, let $\mathcal{C}$ be a curve parameterized by a continuous function $\psi:[0,1] \rightarrow \mathbb{R}^{d}$. We will assume that $\mathcal{C}$ is simple and open, i.e. $\psi$ is injective in $[0,1]$; see an example in Figure 4.2. We also consider the distance between two points $A, B \in \mathcal{C}$ to be the length of the induced (simple) sub-curve from $A$ to $B$, denoted with $\ell(A, B)$.

Notice that any simple and open curve naturally induces a ranking - a total order-over its domain; indeed, for any points $A, B \in \operatorname{Im}(\psi) \equiv \mathcal{C}$, we let $A \preceq$ $B \Longleftrightarrow \psi^{-1}(A) \leq \psi^{-1}(B)$. Thus, we may define the median on the curve, which is strategy-proof and optimal w.r.t. the induced social cost. Importantly, our
previous analysis is robust, and our methodology for the median on the line is directly applicable.

Theorem 4.3.10 (Sampling Median on Curves). Consider a set of agents $N=[n]$ that lie on the metric space $(\mathcal{C}, \ell(\cdot, \cdot))$, where $\mathcal{C}$ represents a simple and open curve on some subset of a Euclidean space. Then, for any $\epsilon>0$,
$\operatorname{ApproxMedianViaSampling}(N, \epsilon, \delta=1)$ takes a sample of size $c=\Theta\left(1 / \epsilon^{2}\right)$ and yields in expectation a $1+\epsilon$ approximation w.r.t. the optimal social cost of the full information Median, while $n \rightarrow+\infty$.


Figure 4.2: An example of a simple and open curve $\mathcal{C}$. The distance $\ell(A, B)$ between two points $A, B \in \mathcal{C}$ is defined as the length from $A$ to $B$.

### 4.3.2 High-Dimensional Median

Next, in this subsection we extend our analysis for the high-dimensional metric space $\left(\mathbb{R}^{d},\|\cdot\|_{1}\right)$. Specifically, consider some arbitrary instance $\mathcal{I}=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)$, where $\mathbf{x}_{i} \in \mathbb{R}^{d}$; we will denote with $x_{i}^{j}$ the $j^{\text {th }}$ coordinate of $\mathbf{x}_{i}$ in some underlying coordinate system. Also, recall that the median of $\mathcal{I}$ is derived through the median in every coordinate, i.e.,

$$
\operatorname{median}(\mathcal{I})=\left(\operatorname{median}\left(x_{1}^{1}, \ldots, x_{n}^{1}\right), \ldots, \operatorname{median}\left(x_{1}^{d}, \ldots, x_{n}^{d}\right)\right)
$$

Naturally, the MEDIAN takes as input some instance $\mathcal{I}$ and outputs the median $(\mathcal{I})$. We establish the following theorem:

Theorem 4.3.11 (High-Dimensional Sampling Median). Consider a set of agents $N=[n]$ that lie on the metric space $\left(\mathbb{R}^{d},\|\cdot\|_{1}\right)$. Then, for any $\epsilon>0$,
ApproxMedianViaSampling $(N, \epsilon, \delta=1)$ takes a sample of size $c=\Theta\left(1 / \epsilon^{2}\right)$ and yields in expectation $a 1+\epsilon$ approximation w.r.t. the optimal social cost of the full information Median, while $n \rightarrow+\infty$.

Proof. Consider some facility at $\mathbf{x} \in \mathbb{R}^{d}$, with $\mathbf{x}=\left(x^{1}, \ldots, x^{d}\right)$; the induced social cost of $\mathbf{x}$ can be expressed as

$$
\operatorname{cost}(\mathbf{x})=\sum_{i=1}^{n}\left\|\mathbf{x}_{i}-\mathbf{x}\right\|_{1}=\sum_{i=1}^{n} \sum_{j=1}^{d}\left|x_{i}^{j}-x^{j}\right|=\sum_{j=1}^{d} \sum_{i=1}^{n}\left|x_{i}^{j}-x^{j}\right| .
$$

Let $\mathbf{X}=\left(X^{1}, \ldots, X^{d}\right)$ be the output of the ApproxMedianViaSampling (a random variable). For any $j \in[d]$, and with $c=\Theta\left(1 / \epsilon^{2}\right)$, Theorem 4.3.8 implies that

$$
\mathbb{E}\left[\sum_{i=1}^{n}\left|x_{i}^{j}-X^{j}\right|\right] \leq(1+\epsilon) \sum_{i=1}^{n}\left|x_{i}^{j}-x_{m}^{j}\right|+o_{n}(1),
$$

where $\mathbf{x}_{m}=\left(x_{m}^{1}, \ldots, x_{m}^{d}\right)=\operatorname{median}(\mathcal{I})$. Thus, by linearity of expectation we obtain that for $n \rightarrow \infty$,

$$
\mathbb{E}[\operatorname{cost}(\mathbf{X})] \leq(1+\epsilon) \operatorname{cost}\left(\mathbf{x}_{m}\right)=(1+\epsilon) \operatorname{cost} t^{*}
$$

Importantly, observe that even in the high-dimensional case it suffices to take $c=\Theta\left(1 / \epsilon^{2}\right)$, independently from the dimension of the space $d$, in order to obtain a guarantee in expectation. We also remark that it is straightforward to extend Theorem 4.3 .9 for the high-dimensional median, and recover a near-optimal allocation with high probability.

### 4.3.3 Median on Trees

In contrast to our previous positive results, our characterization breaks when allocating a facility on a general network. In particular, consider an unweighted tree $G=(V, E)$, and assume that every node is occupied by a single agent. One natural way to define the median on $G$ is by arbitrarily choosing a generalized median for each path of the tree; however, as articulated by Vohra and Schummer [210], for any two paths that intersect on an interval, it is crucial that the corresponding generalized medians must not contradict each other, a condition they refer to as consistency. Providing a formal definition of consistency would go beyond the scope of our study; instead, we refer the interested reader to the aforementioned work.

Now imagine that the designer has no prior information on the topology of the network, and will have to rely solely on the information extracted by the agents. Given that the graph might be vast, we consider a sample of nodes and we then construct the induced graph by querying the agents in the samplef (naturally, we posit that every agent knows her neighborhood). However, notice that the induced graph need not be a tree, and hence, it is unclear even how to determine the output of the sampling approximation. In fact, any node in the subgraph may lead to a social cost far from the optimal.

[^11]

Figure 4.3: An unweighted "star" graph $G$ with $n$ nodes, with every node occupied by a single agent. It is easy to verify that $v^{*}$ constitutes the unique median on $G$, satisfying the consistency condition of Vohra and Schummer. Notice that allocating a facility on $v^{*}$ yields a social cost of $n-1$, while any other allocation leads to a social cost of $2 n-3$.

Proposition 4.3.12. Consider an unweighted star graph $G=(V, E)$ with $|V|=n$. Then, even if we take a sample of size $c=n / 2$, every node in the sample will yield an approximation of $2-1 /(n-1)$ w.r.t. the optimal social cost with probability $1 / 2$.

An approximation ratio of 2 is trivial in the following sense: There exists a mechanism, namely RandomDictator, which selects uniformly at random a single player and allocates the facility on her preferred position on the underlying metric space. An application of the triangle's inequality shows that RandomDictator yields in expectation a 2 approximation w.r.t. the optimal social cost $[5$ In that sense, augmenting the sample does not seem particularly helpful when the underlying metric space corresponds to a network.

### 4.3.4 Sampling with Multiple Facilities

Finally, we investigate the performance of a sampling approximation when allocating multiple facilities. For the sake of simplicity, we posit a metric space $(\mathbb{R},|\cdot|)$, and we consider the Percentile mechanism, an allocation rule that assigns facilities on particular percentiles of the input. More precisely, the Percentile mechanism is parameterized by a sequence $r_{1}<r_{2}<\ldots$, with every $r_{j} \in[n]$ corresponding to a rank of the input; if the instance $\mathcal{I}=\left(x_{1}, \ldots, x_{n}\right)$ is given in increasing order, we allocate a facility $j$ on $x_{r_{j}}$ for every $j$. Naturally, the

[^12]Median can be classified in this family of mechanisms. Another prominent member is the TwoExtremes mechanism, proposed by Procaccia and Tennenholtz [195] for the 2-facility location problem. As the name suggests, this mechanism allocates two facilities at the minimum and the maximum reports of the instance, leading to an $n-2$ approximation ratio w.r.t. the optimal social cost (in fact, the TwoExtremes is the only anonymous and deterministic mechanism with bounded approximation ratio [115). We remark that the Percentile mechanism is always strategy-proof, while its approximation ratio w.r.t. the optimal social cost is generally unbounded.

Now consider ApproxPercentileViaSampling, simulating Percentile on a sample of size $c$; we will tacitly presume that at least 2 facilities are to be allocated. Let us assume that the leftmost percentile $L$ contains at most $(1-\alpha) n$ agents, for some constant $\alpha>0$, and denote with $l$ the distance between $L$ and the complementary set of agents $R$; see Figure 4.4. If we let the inner-distance between in $L$ and $R$ approach to 0 and $l \rightarrow \infty$, we can establish the following:

Proposition 4.3.13. There are instances for which even with a sample of size $c=\alpha n=\Theta(n)$ the ApproxPercentileViaSampling has in expectation an unbounded approximation ratio w.r.t. the social cost of the full information Percentile mechanism.


Figure 4.4: An instance that corresponds to Theorem 4.3.13, as $l \rightarrow \infty$; given that at least two facilities are to be allocated, any mechanism with bounded social cost has to allocate facilities on both $L$ and $R$.

Indeed, for the instance we described the social cost of the full information mechanism approaches to 0 , as it always allocates a facility on $L$, and at least one facility on $R$. In contrast, there will be a positive probability-albeit exponentially small - that the approximation mechanism fails to sample an agent from $L$. Moreover, the same limitation (Theorem 4.3.13) applies for an additive approximation, instead of a relative one. Perhaps, it would be interesting to examine the performance of a sampling approximation if we impose additional restrictions on the instance, such as stability conditions.

Remark. One of our insights is that unlike the outcome of the underlying mechanism, the social cost often presents a sensitivity property. This observation could be of independent interest in analyzing sampling approximations in voting. We explore this idea for the plurality rule in Section 4.A.

### 4.4 Auctions

In this section, we study a series of environments in the regime of auction theory. For every instance, we develop a mechanism which asymptotically minimizes the communication complexity, i.e. the numbers of bits elicited from the participants. We commence with the design of a single-item auction, and we gradually extend our techniques to cover more general domains.

### 4.4.1 Single-Item Auction

This subsection presents our ascending auction for disposing a single and indivisible item. On a high level, instead of updating the price in a static manner through a fixed increment, we propose a simple adaptive mechanism. Before we proceed with the description and the analysis of our mechanism, we wish to convey some intuition for our implementation. Specifically, as a thought experiment, imagine that every valuation $v_{i}$ is drawn from some arbitrary distribution $\mathcal{D}$, and assume - rather unreasonably - that we have access to this distribution. In this context, one possible approach to minimize the communication would be to determine a threshold value $T_{h}$ such that $\mathbb{P}_{v \sim \mathcal{D}}\left[v \geq T_{h}\right] \leq \epsilon$, for some small $\epsilon>0$. The auctioneer could then simply broadcast at the first round of the auction the price $p:=T_{h}$, and with high probability the agents above the threshold would constitute only a small fraction of the initial population. Moreover, the previous step could be applied recursively for the distribution $\mathcal{D}$ conditioned on $v \geq T_{h}$, until only a few agents remain active. Our proposed mechanism will essentially mirror this though experiment, but without any distributional assumptions, or indeed, any prior knowledge.

Specifically, we consider some black-box deterministic algorithm $\mathcal{A}$ that faithfully simulates a second-price auction. Namely, $\mathcal{A}$ takes as an input a set of agents $S$ and returns a tuple $(w, p): w$ is the agent with the highest valuation among $S$ (ties are broken arbitrarily), and $p$ corresponds to the second highest valuation. Of course, $\mathcal{A}$ only simulates a second-price auction, without actually allocating items and imposing payments.

In every round, our mechanism selects a random sample from the active agents, ${ }^{[6]}$ and simulates through algorithm $\mathcal{A}$ a sub-auction. Then, the "market-clearing price" in the sub-auction is announced as the price of the round, and this process is then repeated iteratively. The pseudocode for our mechanism
(AscendingAuctionViaSampling) is given in Mechanism 5 .
Interestingly, our mechanism induces a format that couples an ascending auction with the auction simulated by $\mathcal{A}$. We shall establish the following properties:

Proposition 4.4.1. Under truthful reporting, AscendingAuctionViaSampling returns-with probability 1 -the VCG outcome.

[^13]```
Mechanism 5: Ascending AuctionViaSampling \((N, \mathcal{A}, \epsilon)\)
Input: Set of agents \(N\), algorithm \(\mathcal{A}\) which simulates a second-price auction,
    parameter \(\epsilon>0\)
Output: VCG outcome (Winner \& Payment)
while \(|N|>c\) do
    Let \(S\) be a random sample of \(c=\Theta\left(1 / \epsilon^{2}\right)\) agents from \(N\)
    Set \(w:=\) winner in \(\mathcal{A}(S)\)
    Announce \(p:=\) payment in \(\mathcal{A}(S)\)
    Update the active agents: \(N:=\left\{i \in N \backslash S: v_{i}>p\right\} \cup\{w\}\)
end
if \(|N|=1\) then
    return \((w, p)\)
else
    return \(\mathcal{A}(N)\)
end
```

Proof. First, notice that in any iteration of the while loop only agents that are below or equal to the second highest valuation will withdraw from the auction. Now consider the case where upon exiting the while loop only a single agent $w$ remains in the set of active agents $N$. Then, it follows that the announced price $p$ in the final round-which by construction coincides with the valuation of some player-exceeds the valuation of every player besides $w$. Thus, by definition, the outcome implements the VCG rule. Moreover, if after the last round $2 \leq|N| \leq c$, the claim follows given that $\mathcal{A}$ faithfully simulates a second-price auction.

Proposition 4.4.2. AscendingAuctionViaSampling is ex-post incentive compatible if $\mathcal{A}$ simulates a sealed-bid auction 7

Proof. Consider any round of the auction and some agent $i$ that has been selected in the sample $S$; we identify two cases. First, if $v_{i} \geq v_{j}, \forall j \in S \backslash\{i\}$, sincere reporting clearly constitutes a best response for $i$. Indeed, notice that since $\mathcal{A}$ simulates a second-price auction, the winner in the sub-auction does not have any control over the announced price of the round. In the contrary case, agent $i$ does not have an incentive to misreport and remain active in the auction given that the final payment will always be greater or equal to her valuation-observe that the

[^14]announced price always increases throughout the auction. Next, let $p$ the payment in $\mathcal{A}(S)$ and $i \notin S$. It follows that if $v_{i} \leq p$ then a best response for $i$ is to withdraw from the auction, while if $v_{i}>p$ then $i$ 's best response is to remain active in the forthcoming round.

Proposition 4.4.3. AscendingAuctionViASAmpling is obviously strategy-proof (OSP) if $\mathcal{A}$ simulates an English auction.

Proof. Notice that the induced mechanism performs a standard English auction, but instead of interacting with every agent in a given round, we "ascend" in a small sample; only when a single agent remains active we broadcast the current price to the rest of the agents. Now consider some agent $i$ that participates in the sub-auction. If the current price is below her valuation $v_{i}$, then the best possible outcome from quitting is no better than the worst possible outcome from staying in the auction. Otherwise, if the price is above $v_{i}$, then the best possible outcome from staying in the auction is no better than the worst possible outcome from withdrawing in the current round. Indeed, notice that the announced price can only increase throughout the auction. Of course, the same line of reasoning applies for a round of interaction with the entire set of active agents; essentially, the claim follows from the OSP property of the English auction.

Next, we analyze the communication complexity of our proposed auction. Naturally, we have to assume that the valuation space is discretized, with $k$ bits being sufficient to express any valuation. The first thing to note is a trivial lower bound on the communication.

Fact 4.4.4 (Communication Lower Bound). Every mechanism that determines the agent with the highest valuation-with probability 1 -must elicit at least $n$ bits.

Importantly, we will show that this lower bound can be asymptotically recovered. In particular, observe that as the size of sample increases, the fraction of agents that will choose to remain active - at least in the forthcoming roundgradually diminishes; the following lemma makes this property precise.

Lemma 4.4.5 (Inclusion Rate). Let $X_{a}$ be a random variable representing the proportion of agents that will remain active in a given round of the AscendingAuctionViaSampling with sample size c; then,

$$
\mathbb{E}\left[X_{a}\right] \lesssim \frac{2}{c+1} .
$$

As a result, the size of the sample $c$ allows us to calibrate the number of agents that we wish to include in the following round-the inclusion rate. Before we proceed with the proof of Theorem 4.4.5, we first state some standard asymptotic formulas.

Fact 4.4.6.

$$
\binom{n}{c} \sim \frac{n^{c}}{c!}
$$

## Fact 4.4.7.

$$
\sum_{i=1}^{n} i^{p} \sim \frac{n^{p+1}}{p+1} \sim \sum_{i=1}^{n}(i-1)^{p}
$$

Proof of Theorem 4.4.5. Suppose that there are $n$ active agents in some round of the AscendingAuctionViaSampling (here we slightly abuse notation given that $n$ corresponds to the initial number of agents). Let us denote with $X_{r}$ the rank - in the domain $[n]$-of the player with the second highest valuation (recall that ties are broken arbitrarily according to some fixed order) in the sample. We will show that

$$
\mathbb{E}\left[X_{r}\right] \sim n \frac{c-1}{c+1}
$$

Indeed, simple combinatorial arguments yield that the probability mass function of $X_{r}$ can be expressed as

$$
\mathbb{P}\left[X_{r}=i\right]=\frac{\binom{n-i}{1}\binom{i-1}{c-2}}{\binom{n}{c}}
$$

As a result, it follows that

$$
\begin{aligned}
\mathbb{E}\left[X_{r}\right]=\sum_{i=1}^{n} i \mathbb{P}\left[X_{r}=i\right] & \sim \frac{c!}{n^{c}} \sum_{i=1}^{n} i(n-i)\binom{i-1}{c-2} \\
& =\frac{c!}{n^{c}}\left(n \sum_{i=1}^{n} i\binom{i-1}{c-2}-\sum_{i=1}^{n} i^{2}\binom{i-1}{c-2}\right) \\
& \sim \frac{c!}{n^{c}}\left(n \sum_{i=1}^{n} i\binom{i}{c-2}-\sum_{i=1}^{n} i^{2}\binom{i}{c-2}\right) \\
& \sim \frac{c!}{n^{c}}\left(n \sum_{i=1}^{n} \frac{i^{c-1}}{(c-2)!}-\sum_{i=1}^{n} \frac{i^{c}}{(c-2)!}\right) \\
& \sim \frac{c(c-1)}{n^{c}}\left(\frac{n^{c+1}}{c}-\frac{n^{c+1}}{c+1}\right) \\
& =n \frac{c-1}{c+1}
\end{aligned}
$$

where we applied the asymptotic bounds from Fact 4.4.6 and Fact 4.4.7; also note that we ignored lower order terms in the third and fourth line. Finally, the proof follows given that $X_{a} \leq\left(n-X_{r}\right) / n$; the inequality here derives from the fact that multiple agents could have the same valuation with the agent with rank $X_{r}$, and we assumed that such agents will quit.

Next, we are ready to analyze the communication complexity of our mechanism. In the following theorem, we implicitly assume that the agents report sincerely.

Theorem 4.4.8. Let $Q$ be the communication complexity of a deterministic algorithm $\mathcal{A}$, faithfully simulating a second-price auction, and $N=[n]$ be a set of agents. For any $\epsilon>0$ and $c=\Theta\left(1 / \epsilon^{2}\right)$, denote by $t(n ; c, k)$ the expected communication complexity of AscendingAuctionViaSampling( $N, \mathcal{A}, \epsilon$ ). Then,

$$
\begin{equation*}
t(n ; c, k) \lesssim(1+\epsilon) n+Q(c ; k) \log n \tag{4.9}
\end{equation*}
$$

Proof. Consider some round of the AscendingAuctionViaSampling with $n$ active agents; as in Theorem 4.4.5, let us denote with $X_{a}$ the proportion of agents that will remain active in the following round of the auction. If $T$ represents the (randomized) communication complexity of our mechanism, we obtain that

$$
\begin{equation*}
\mathbb{E}[T(n ; c, k)]=\mathbb{E}\left[T\left(n X_{a} ; c, k\right)\right]+Q(c ; k)+n-c . \tag{4.10}
\end{equation*}
$$

There are various ways to bound randomized recursions of such form; our analysis will leverage the concentration of $X_{a}$. In the sequel, we will tacitly assume that the agents' valuations are pairwise distinct, as this yields an upper bound on the actual communication complexity (in our case, ties can only truncate communication). We will first establish that

$$
\begin{equation*}
\mathbb{V}\left[X_{a}\right] \sim \frac{2(c-1)}{(c+2)(c+1)^{2}} . \tag{4.11}
\end{equation*}
$$

Indeed, consider the random variable $X_{r}$ that represents the rank of the agent with the second highest valuation in the sample. Analogously to the proof of Theorem 4.4.5, it follows that

$$
\begin{aligned}
\mathbb{E}\left[X_{r}^{2}\right]=\sum_{i=1}^{n} i^{2} \mathbb{P}\left[X_{r}=i\right] & \sim \frac{c!}{n^{c}} \sum_{i=1}^{n} i^{2}(n-i)\binom{i-1}{c-2} \\
& \sim \frac{c!}{n^{c}}\left(n \sum_{i=1}^{n} i^{2}\binom{i}{c-2}-\sum_{i=1}^{n} i^{3}\binom{i}{c-2}\right) \\
& \sim \frac{c!}{n^{c}}\left(n \sum_{i=1}^{n} \frac{i^{c}}{(c-2)!}-\sum_{i=1}^{n} \frac{i^{c+1}}{(c-2)!}\right) \\
& \sim \frac{c(c-1)}{n^{c}}\left(\frac{n^{c+2}}{c+1}-\frac{n^{c+2}}{c+2}\right) \\
& =n^{2} \frac{c(c-1)}{(c+2)(c+1)} .
\end{aligned}
$$

As a result, 4.11) follows given that $\mathbb{V}\left[X_{r}\right]=\mathbb{E}\left[X_{r}^{2}\right]-\left(\mathbb{E}\left[X_{r}\right]\right)^{2}$ and $\mathbb{V}\left[X_{a}\right]=$ $\mathbb{V}\left[X_{r}\right] / n^{2}$; notice that under the assumption that the valuations are pairwise distinct, it follows that $X_{a}=\left(n-X_{r}\right) / n$. For notational simplicity, let us denote with $\mu=\mathbb{E}\left[X_{a}\right]$ and $\sigma=\sqrt{\mathbb{V}\left[X_{a}\right]}$. Chebyshev's inequality implies that $\mathbb{P}\left[\left|X_{a}-\mu\right| \geq \sqrt{c} \sigma\right] \leq 1 / c$. It is also easy to see that $\mu+\sqrt{c} \sigma \leq 4 / \sqrt{c}$; hence, with probability at least $1-1 / c, n X_{a} \leq 4 n / \sqrt{c}$. Consequently, 4.10) gives that

$$
\begin{equation*}
t(n ; c, k) \lesssim\left(1-\frac{1}{c}\right) t\left(\frac{4 n}{\sqrt{c}} ; c, k\right)+\frac{1}{c} t(n ; c, k)+n+Q(c ; k), \tag{4.12}
\end{equation*}
$$

where we used the fact that $t(n ; c, k)$ is decreasing w.r.t. $n$. Moreover, (4.12) can be recast as

$$
\begin{equation*}
t(n ; c, k) \lesssim t\left(\frac{4 n}{\sqrt{c}} ; c, k\right)+\frac{c}{c-1} n+\frac{c}{c-1} Q(c ; k) . \tag{4.13}
\end{equation*}
$$

Now consider any small $\epsilon>0$, and let $c=\Theta\left(1 / \epsilon^{2}\right): 8$ from the previous recursion we obtain that

$$
t(n ; c, k) \lesssim(1+\epsilon) n+Q(c ; k) \log n
$$

as desired.
In particular, if $\mathcal{A}$ simulates a sealed-bid auction $Q(c ; k)=c \cdot k$, while if $\mathcal{A}$ simulates an English auction $Q(c ; k)=c \cdot 2^{k}$; indeed, implementing a faithful second-price auction through a standard ascending format necessitates covering the entire valuation space, i.e. $2^{k}$ potential prices. Theorem 4.4 .8 implies that the size of the sample $c$ induces a trade-off between two terms: As we augment the size of the sample $c$ we truncate the first term in (4.9) - most agents withdraw from a given round-at the cost of increasing the simulation of the sub-auction $\mathcal{A}$-the second term in (4.9). Returning to our earlier thought experiment where we had access to the distribution over the valuations, the term $Q(c ; k) \log n$ is essentially the overhead which we incur given that we do not possess any prior information. Yet, if $k$ does not depend on $n$ and we examine the asymptotic growth of the expected communication complexity w.r.t. the number of agents $n$, we obtain the following:

Corollary 4.4.9 (Single-Item Auction with Optimal Communication). Let $\mathcal{A}$ be an algorithm faithfully simulating a second-price auction, and $N=[n]$ a set of agents. For any $\epsilon>0$ and $c=\Theta\left(1 / \epsilon^{2}\right)$, denote by $t(n ; c, k)$ the expected communication complexity of $\operatorname{AscendingAuctionViaSampling~}(N, \mathcal{A}, \epsilon)$. If $k$ is a constant independent of $n$,

$$
t(n ; c, k) \lesssim(1+\epsilon) n .
$$

[^15]Remark. It is important to point out that the elicitation pattern in our proposed mechanism (AscendingAuctionViaSampling) is highly asymmetrical. Indeed, while most of the agents will be eliminated after the first round, having only revealed a single bit from their valuations, the agents who are close to winning the item will have to disclosure a substantial amount of information; arguably, this property is desirable. Notice that this is in stark contrast to a standard English auction in which every withdrawing bidder approximately reveals her valuation.

### 4.4.2 Multi-Item Auction with Additive Valuations

As an extension of the previous setting, consider than the auctioneer has to allocate $m$ (indivisible) items to $n$ agents, with the valuation space being additive; that is, for every agent $i$ and for any bundle of items $S \neq \emptyset$,

$$
v_{i}(S)=\sum_{j \in S} v_{i, j},
$$

where recall that $v_{i, j}$ represents the value of item $j$ for agent $i$. Naturally, we are going to employ an AscendingAuctionViaSampling for every item. It should be clear that - by virtue of Theorem 4.4.1- the induced mechanism implements with probability 1 the VCG outcome; every item is awarded to the agent who values it the most, and the second-highest valuation for that particular item is imposed as the payment. Moreover, Theorem 4.4.2 implies the following:

Proposition 4.4.10. Employing for every item Ascending AuctionViaSampling yields an ex-post incentive compatible multi-item auction with additive valuations.

Our main insight in this domain is that a simultaneous implementation can lead to a much more communication-efficient interaction process.

Sequential Implementation. First, assume that we have to perform an independent and separate auction for each item. Then, Fact 4.4.4 implies that our mechanism has to elicit at least $n \cdot m$ bits. As in the single-item setting, we can asymptotically match this lower bound.

Proposition 4.4.11. Consider a set of agents $N=[n]$ with additive valuations for $m$ (indivisible) items, and denote by $t(n ; m, c, k)$ the expected communication complexity of employing for each item Ascending AuctionViaSampling. Then, for any $\epsilon>0$ and with $k$ assumed a constant independent of $n$,

$$
t(n ; m, c, k) \lesssim(1+\epsilon) n m .
$$

Simultaneous Implementation. On the other hand, we will show that the communication complexity can be substantially reduced when the $m$ auctions are
performed in parallel. Specifically, our approach employs some ideas from information theory in order to design a more efficient encoding scheme. More concretely, let us first describe the general principle. Consider a discrete random variable that has to be encoded and subsequently transmitted to some receiver; it is well understood in coding theory that the values of the random variable which are more likely to be observed have to be encoded with relatively fewer bits, so that the communication complexity is minimized in expectation.

Now the important link is that in the AscendingAuctionViaSampling with a large sample size $c$ a random agent will most likely withdraw from a given round. Thus, we consider the following encoding scheme: An agent $i$-remaining active in at least one of the $m$ auctions-will transmit a bit 0 in the case of withdrawal from all the auctions; otherwise, $i$ may simply transmit an $m_{i}$-bit vector that indicates the auctions that $i$ wishes to remain active, where $m_{i} \leq m$ is the number of auctions in which $i$ is still active. Although the latter part of the encoding is clearly sub-optimal-given that we have encoded events with substantially different probabilities with the same number of bits, it will be sufficient for our argument. Consider a round of the parallel implementation with $n$ agents and let $p$ be the probability that a random agent will withdraw from every auction in the current round. Given that every player is active in at most $m$ auctions, it follows from the union bound that $1-p \lesssim 2 m /(c+1)$. Thus, if $B$ represents the total number of bits transmitted in the round, we obtain that

$$
\mathbb{E}[B]=n(1 \cdot p+m \cdot(1-p)) \lesssim n\left(\left(1-\frac{2 m}{c+1}\right)+m\left(\frac{2 m}{c+1}\right)\right) .
$$

As a result, for every $\delta>0$ and size of sample $c=\Theta\left(m^{2} / \delta\right)$, we have that $\mathbb{E}[B] \leq n(1+\delta)$. Also note that in expectation only a small fraction of agents will "survive" in a given round of the parallel auction-asymptotically at most $2 m /(c+1)$. Thus, similarly to Theorem 4.4.9, we can establish the following theorem:

Theorem 4.4.12 (Simultaneous Single-Item Auctions). Consider some set of agents $N=[n]$ with additive valuations for $m$ indivisible items, and assume that $k$ and $m$ are constants independent of $n$. There exists an encoding scheme such that if $t(n ; m, c, k)$ is the expected communication complexity of implementing in parallel an AscendingAuctionViaSampling for every item, then for any $\epsilon>0$ and for sufficiently large $c=c(\epsilon, m)$,

$$
t(n ; m, c, k) \lesssim(1+\epsilon) n
$$

### 4.4.3 Multi-Unit Auction with Unit Demand

Finally, we design a multi-unit auction where $m$ units of the same item are to be disposed to $n$ unit demand bidders; naturally, we are interested in the non-trivial case where $m \leq n$. We shall consider two canonical cases.

First, let us assume that the number of units $m$ is a small constant. Then, we claim that our approach in the single-item auction can be directly applied. Indeed, we propose an ascending auction in which at every round we invoke some algorithm $\mathcal{A}$ that simulates the VCG outcome - i.e., $\mathcal{A}$ identifies the $m$ agents with the highest valuations, as well as the ( $m+1$ )-highest valuation as the paymentfor a random sample. Next, the "market-clearing price" in the sub-auction is announced in order to "prune" the active agents. As a result, we can establish guarantees analogous to Theorems 4.4.1 and 4.4.2 and Theorem 4.4.9; the analysis is similar to the single-item auction, and is therefore omitted.

Our main contribution in this subsection is to address the case where $m=\gamma \cdot n$, for some constant $\gamma \in(0,1)$. Specifically, unlike a standard English auction, our idea is to broadcast in every round two separate prices; the agents who are above the high price $p_{h}$ are automatically declared winners. ${ }^{9}$ while the agents below the lower price $p_{\ell}$ will have to quit the auction. Then, the mechanism may simply recurse on the agents that lie in the intermediate region. In this context, we consider the following encoding scheme:

- If $v_{i}>p_{h}$, then $i$ transmits a bit of 1 ;
- If $v_{i}<p_{\ell}$, then $i$ transmits a bit of 0 ;
- otherwise, $i$ may transmit some arbitrary 2-bit code.

Observe that the last condition ensures that the encoding is non-singular. In contrast to our approach in the single-item auction, this communication pattern requires the transmission of a 2 -bit code from some agents; nonetheless, we will show that this overhead can be negligible, and in particular, the fraction of agents that reside between $p_{h}$ and $p_{\ell}$ can be made arbitrarily small. For simplicity in the exposition, here we will tacitly assume that the agents' valuations are pairwise distinct. The pseudocode for our mechanism is given in Mechanism 6 .

The crux of the MultiUnitAuctionViaSampling lies in the implementation of the subroutines at steps 4 and 5 . This is is addressed in the following theorem:

Theorem 4.4.13. Consider a set of agents $N=[n]$ and a number of units $m$. There exists a sampling algorithm such that for any $\epsilon>0$ and any $\delta>0$ satisfies the following:

- It takes as input at most $4 k \log (4 k / \delta) / \epsilon^{2}$ bits.
- With probability at least $1-\delta$ it returns prices $p_{h}$ and $p_{\ell}$, such that $p_{h}$ is between the $(m+1)$-ranked player and the $(m+1+\lceil\epsilon n\rceil)$-ranked player, and $p_{\ell}$ is between the $(m+1-\lceil\epsilon n\rceil)$-ranked player and the $(m+1)$-ranked player.

[^16]```
Mechanism 6: MultiUnitAuctionViaSampling ( \(N, m\) )
Input: Set of agents \(N\), number of items \(m\)
Output: VCG outcome (Winners \& Payment)
Initialize the winners \(W:=\emptyset\) and the losers \(L:=\emptyset\)
\(p_{h}:=\operatorname{EstimateUpperBound}(N, m)\)
\(p_{\ell}:=\operatorname{EstimateLowerBound}(N, m)\)
Announce \(p_{h}\) and \(p_{\ell}\)
Update the winners: \(W:=W \cup\left\{i \in N \mid v_{i}>p_{h}\right\}\)
Update the losers: \(L:=L \cup\left\{i \in N \mid v_{i}<p_{\ell}\right\}\)
if \(p_{h}=p_{\ell}\) then
    return \(\left(W, p_{h}\right)\)
else
    Set \(m:=m-\left|\left\{i \in N: v_{i}>p_{h}\right\}\right|\)
    Set \(N:=N \backslash(W \cup L)\)
    return MultiUnitAuctionViaSampling \((N, m)\)
end
```

Proof. Consider a perfect binary tree of height $k$, such that each of the $2^{k}$ leaves corresponds to a point on the discretized valuation space, as illustrated in Figure 4.5. Our algorithm will essentially perform stochastic binary search on this tree. To be precise, beginning from the root of the tree, we will estimate an additional bit of $p_{h}$ and $p_{\ell}$ in every level of the tree. Let us denote with $x_{1}, x_{2}, \ldots, x_{r}$, with $x_{i} \in\{0,1\}$, the predicted bits after $r$ levels. In the current level, we take a random sample $S$ of size $c$ with replacement ${ }^{10}(S$ here is potentially a multiset), and we query every agent $i \in S$ on whether $v_{i} \leq \frac{x_{1} x_{2} \ldots x_{r} 011 \ldots 1}{}$, where the threshold is expressed in binary representation. Let us denote with $X_{\mu}$ the random estimation derived from the sample, i.e.,

$$
X_{\mu}=\frac{\sum_{i \in S} \mathbb{1}\left\{v_{i} \leq \overline{x_{1} x_{2} \ldots x_{r} 01 \ldots 1}\right\}}{c}
$$

Recall that the output of the algorithm consists of two separate $k$-bit numbers $p_{h}$ and $p_{\ell}$. For convenience, a sample will be referred to as $\epsilon$-ambiguous if $\left|X_{\mu}-\gamma\right|<$ $\epsilon$, where $\gamma=m / n$ and $\epsilon>0$ some parameter. Intuitively, whenever the sample is unambiguous we can branch with very high confidence; that is, we predict a bit of 1 if $X_{\mu}<\gamma$, and a bit of 0 if $X_{\mu}>\gamma$. In contrast, in every $\epsilon$-ambiguous junction the "high" estimation-corresponding to $p_{h}$-will predict a bit of 1 , whilst the "lower" estimation-corresponding to $p_{\ell}$-will predict a bit of 0 . One should imagine that the two estimators initially coincide, until they separate when a "close" decision arises (see Figure 4.5). We claim that this algorithm will terminate with high

[^17]probability with the desired bounds. For our analysis we will employ the following standard lemma:

Lemma 4.4.14 (Chernoff-Hoeffding Bound). Let $\left\{X_{1}, X_{2}, \ldots, X_{c}\right\}$ be a set of i.i.d. random variables with $X_{i} \sim \operatorname{Bern}(p)$ and $X_{\mu}=\left(X_{1}+X_{2}+\cdots+X_{c}\right) / c$; then,

$$
\mathbb{P}\left(\left|X_{\mu}-p\right| \geq \epsilon\right) \leq 2 e^{-2 \epsilon^{2} c} .
$$

The main observation is that if for all samples $X_{\mu}$ has at most $\epsilon / 2$ error, then the estimations $p_{h}$ and $p_{\ell}$ will be within the desired range in our claim. Let us denote with $p_{e}$ the probability that for a single estimate and after $k$ levels there exists a sample with more than $\epsilon / 2$ error; the union bound implies that $p_{e} \leq 2 k e^{-\epsilon^{2} c / 2}$. Thus, for any $\epsilon>0$ and $\delta>0, p_{e} \leq \delta$ for $c \geq 2 \log (2 k / \delta) / \epsilon^{2}$. Furthermore, by the union bound, we obtain that the probability of error of either of the two estimates with input at most $2 c k$ bits is at most $2 \delta$; rescaling $\delta:=\delta / 2$ concludes the proof.


Figure 4.5: The binary-tree representation of the valuation space. The red lines correspond to potential branching of the two estimates.

Consequently, the algorithm described in Theorem 4.4.13 will be employed to implement lines 4 and 5 in our MultiUnitAuctionViaSampling. In addition, notice that we can recognize whenever the estimated prices $p_{h}$ and $p_{\ell}$ are incongruous - in the sense that either the winners are more than the available items, or that the remaining agents are less than the available items, in which case we simply repeat the estimation. Thus, we obtain the following properties:

Proposition 4.4.15. The MultiUnitAuctionViaSampling is ex-post incentive compatible.

Theorem 4.4.16 (Multi-Unit Auction with Optimal Communication). Consider some set of unit demand agents $N=[n]$, and $m$ identical units. Moreover, denote
by $t(n ; k)$ the expected communication complexity of the mechanism
MultiUnitAuctionViaSampling $(N, m)$, with steps 4 and 5 implemented through the algorithm of Theorem 4.4.13. If $k=\mathcal{O}\left(n^{1-\ell}\right)$ for some $\ell>0$, then for any $\epsilon>0$,

$$
t(n ; k) \lesssim(1+\epsilon) n
$$

Proof. Theorem 4.4.13 implies that for any $\epsilon>0$ and $\delta>0$,

$$
t(n ; k) \leq(1-\delta)((1+2 \epsilon) n+t(2 \epsilon n ; k))+\delta(2 n+t(n ; k))+4 k \frac{\log (4 k / \delta)}{\epsilon^{2}}
$$

where the first term corresponds to the induced communication when the sampling algorithm of Theorem 4.4.13 succeeds, the second term is the worst-case communication whenever the sampling algorithm fails to return prices within the desired range, while the last term is the communication of the sampling algorithm. Thus, solving the induced recursion and using that $k=\mathcal{O}\left(n^{1-\ell}\right)$ concludes the proof.

## 4.A Sampling Approximation of the Plurality Rule

Approximating the plurality rule is quite folklore in social choice; e.g., see [82, 58]. More recently, Bhattacharyya and Dey [82] analyzed the sample complexity of determining the outcome in several common voting rules under a $\gamma$-margin condition; that is, they assumed that the minimum number of votes that need to be modified in order to alter the winner is at least $\gamma \cdot n$. In fact, a standard result by Canetti et al. [58] establishes that at least $\Omega\left(\log (1 / \delta) / \gamma^{2}\right)$ samples are required in order to determine the winner in the plurality rule with probability at least $1-\delta$, even with 2 candidates. This lower bound might appear rather unsatisfactory; for one thing, the designer does not typically have any prior information on the margin $\gamma$. More importantly, in many practical scenarios we expect the margin to be negligible, leading to a substantial overhead in the sample complexity.

The purpose of this section is to show that these obstacles could be circumvented once we take a utilitarian approach. Indeed, instead of endeavoring to determine the winner in the election with high probability, we are interested in approximating the social welfare. More precisely, assume that $n$ agents have to select among $m$ alternatives or candidates. We let $u_{i, j}$ represent the score that agent $i \in[n]$ assigns to candidate $j \in[m]$. In this way, the social welfare of an outcome $j \in[m]$ is defined as

$$
\mathrm{SW}(j)=\sum_{i=1}^{n} u_{i, j}
$$

Notice, however, that the social welfare approximation problem through the plurality rule is hopeless under arbitrary valuations, in light of obvious informationtheoretic barriers. (the framework of distortion introduced by Procaccia and

Rosenschein 193 quantifies exactly these limitations.) For this reason, and for the sake of simplicity, we are considering the social welfare approximation problem in a very simplistic setting.

Definition 4.A.1. A voter $i$ is said to be single-minded if $u_{i, r}=1$ for some candidate $r \in[m]$, and $u_{i, j}=0, \forall j \neq r$.

In fact, in the simple setting where all agents are single-minded it is easy to see that the plurality rule is actually strategy-proof. Recall that in the plurality rule every agent $i$ votes for a single candidate $j \in[m]$, i.e. agent $i$ broadcasts an $m$-tuple $(0,0, \ldots, 1,0)$, assigning 1 to the position that corresponds to her preferred candidate. We are now ready to analyze the sampling approximation of the plurality rule.

```
Mechanism 7: ApproxPluralityViaSampling( \(N,[m], \epsilon, \delta)\)
Input: Set of agents \(N\), set of candidates [ \(m\) ], accuracy parameter \(\epsilon>0\),
    confidence parameter \(\delta>0\)
Output: Candidate \(j \in[m]\) such that \(\operatorname{SW}(j) \geq(1-\epsilon) \operatorname{SW}\left(j^{*}\right)\) with
    probability at least \(1-\delta\), where \(j^{*}\) represents the optimal candidate
Set \(c=2 m^{2} \log (2 m / \delta) / \epsilon^{2}\), the size of the sample
Let \(S\) be a random sample \({ }^{11} \mathrm{bf} c\) agents from \(N\)
return \(\operatorname{Plurality}(S)\)
```

Theorem 4.A.2. Consider a set of single-minded agents $N$, and any number of candidates $m$. For any $\epsilon>0$ and any $\delta>0$,
$\operatorname{ApproxPluralityViaSampling}(N,[m], \epsilon, \delta)$ yields with probability at least $1-$ $\delta$ an approximation ratio of $1-\epsilon$ w.r.t. the optimal social welfare of the full information Plurality, for any $c \geq c_{0}(m, \epsilon, \delta)$, where

$$
c_{0}(m, \epsilon, \delta)=\frac{2 m^{2} \log (2 m / \delta)}{\epsilon^{2}} .
$$

The proof of this theorem is simple and proceeds with a standard Chernoff bound argument; for completeness, we provide a detailed proof.

Proof of Theorem 4.A.2. First, let us denote with $s_{j}=\left(\sum_{i=1}^{n} u_{i, j}\right) / n$ the score of the $j^{\text {th }}$ candidate in the full information plurality rule. Consider a sample of size $c$, and let ( $X_{i, 1}, \ldots, X_{i, m}$ ) represent the voting profile of the agent that was selected in the $i^{\text {th }}$ iteration of the sampling process. It follows that $X_{i, j} \sim \operatorname{Bern}\left(s_{j}\right), \forall j \in[m]$. Moreover, recall that we consider sampling with replacement, so that the set of random variables $\left\{X_{1, j}, \ldots, X_{c, j}\right\}$ is pairwise independent for any $j \in[m]$; our results are also applicable when the sampling occurs without replacement given

[^18]that the correlation between the random variables is negligible - for sufficient large $n$, although we do not formalize this here.

As a result, if we denote with $\widehat{s}_{j}=\left(\sum_{i=1}^{c} X_{i, j}\right) / c$, a standard Chernoff bound argument implies that $\forall \epsilon^{\prime}>0, \forall \delta^{\prime}>0$, and $c \geq \log \left(2 / \delta^{\prime}\right) /\left(2\left(\epsilon^{\prime}\right)^{2}\right),\left|\widehat{s_{j}}-s_{j}\right| \leq \epsilon^{\prime}$ with probability at least $1-\delta^{\prime}$. By the union bound, we obtain that $\left|\widehat{s_{j}}-s_{j}\right| \leq \epsilon^{\prime}$ for all $j \in[m]$ and with probability at least $1-m \delta^{\prime}$. Thus, we let $\delta^{\prime}=\delta / m$ for some arbitrary $\delta>0$. We also let $s^{*}=s_{j^{*}}$ to be the score of the most preferred candidate $j^{*}$ - among the entire population $N$. By definition, the optimal social welfare is $\mathrm{SW}^{*}=\mathrm{SW}\left(j^{*}\right)=\sum_{i=1}^{n} u_{i, j^{*}}=n s^{*}$. If $r=\arg \max _{j} \widehat{j}_{j}$ is the random output of ApproxPluralityViaSampling $\left(N,[m], \epsilon^{\prime}, \delta\right)$, it follows that $s_{r} \geq s^{*}-2 \epsilon^{\prime}$ with probability at least $1-\delta$. Thus, we obtain that

$$
\begin{aligned}
\mathrm{SW}(r)=\sum_{i=1}^{n} u_{i, r}=n s_{r} & \geq n\left(s^{*}-2 \epsilon^{\prime}\right) \\
& =\mathrm{SW}^{*}-2 \epsilon^{\prime} \frac{\mathrm{SW}^{*}}{s^{*}} \\
& \geq \mathrm{SW}^{*}\left(1-2 \epsilon^{\prime} m\right),
\end{aligned}
$$

where in the final inequality we used that $s^{*} \geq 1 / m$. Finally, setting $\epsilon^{\prime}=\epsilon /(2 m)$ for an arbitrary $\epsilon>0$ concludes the proof.

## Chapter 5

## Metric-Distortion Bounds under Limited Information

Research in the metric distortion framework was initiated by Anshelevich et al. [18]. Specifically, they analyzed the distortion of several common voting rules, most notably establishing that Copeland's rule has distortion at most 5, with the bound being tight for certain instances. They also conjectured that the ranked pairs mechanism always achieves distortion at most 3 , which is also the lower bound for any deterministic mechanism. This conjecture was disproved by Goel et al. [132] ${ }^{1}$ while they also studied fairness properties of certain voting rules. Moreover, Skowron and Elkind [214] established that a popular rule named single transferable vote $(\mathrm{STV})$ has distortion $\mathcal{O}(\log m)$, along with a nearly-matching lower bound. The barrier of 5 set out by Copeland was broken by Munagala and Wang [183], presenting a novel deterministic rule with distortion $2+\sqrt{5}$. The same bound was obtained by Kempe [149] through an LP duality framework, who also articulated sufficient conditions for proving the existence of a deterministic mechanism with distortion 3. This conjecture was only recently confirmed by Gkatzelis et al. [131], introducing the plurality matching mechanism. Closely related to our study is also the work of Gross et al. 138, wherein the authors provide a near-optimal mechanism that only asks $m+1$ voters for their top-ranked alternatives. The main difference with our setting is that we require an efficiency guarantee with high probability, and not in expectation.

Broader Context. Beyond the metric case most focus has been on analyzing distortion under a unit-sum assumption on the utility function, ensuring that agents have equal "weights". In particular, Boutilier et al. 52 provide several upper and lower bounds, while they also study learning-theoretic aspects under the premise that every agent's utility is drawn from a distribution; cf., see the

[^19]work of Procaccia et al. [196]. Moreover, several multi-winner extensions have been studied in the literature. Caragiannis et al. 66] study the committee selection problem, which consists of selecting $k$ alternatives that maximize the social welfare, assuming that the value of each agent is defined as the maximum value derived from the committee's members. We also refer to Benadè et al. 37] for the participatory budgeting problem, and to Benadè et al. 38 when the output of the mechanism should be a total order over alternatives (instead of a single winner).

More special metric spaces have been considered by Feldman et al. [104, Fain et al. 97, Anagnostides et al. 8], strengthening some of the results we previously described. The trade-off between efficiency and communication has been addressed by Mandal et al. [171, 172], while Amanatidis et al. [6] investigated the decay of distortion under a limited amount of cardinal queries - in addition to the ordinal information. We should also note a series of works analyzing the power of ordinal preferences for some fundamental graph-theoretic problems [110, 15, 16, 17]. Finally, we point out that strategic issues are typically ignored within this line of work. We will also posit that agents provide truthfully their preferences, but we refer to Bhaskar et al. [42], Caragiannis et al. [65, 67] for rigorous considerations on the strategic issues that arise. We refer the interested reader to the excellent survey of Anshelevich et al. [22], as we have certainly not exhausted the literature.

### 5.1 Contributions

First, we study voting rules which perform a sequence of pairwise comparisons between two candidates, with the result of each comparison being determined by the majority rule over the entire population of voters. This class includes many common mechanisms such as Copeland's rule [206] or the minimax scheme of Levin and Nalebuff [162], and has received considerable attention in the literature of social choice; cf., see the discussion of Lang et al. [157], and references therein. Within the framework of (metric) distortion, the following fundamental question arises:

## How many pairwise comparisons between two candidates are needed to guarantee non-trivial bounds on the distortion?

For example, Copeland's rule (and most of the common voting rules within this class) elicits all possible pairwise comparisons, i.e. $\binom{m}{2}=\Theta\left(m^{2}\right)$, and guarantees distortion at most 5 [18]. Thus, it is natural to ask whether we can substantially truncate the number of elicited pairwise comparisons without sacrificing too much the efficiency of the mechanism. We stress that we allow the queries to be dynamically adapted during the execution of the algorithm. In this context, we provide the following strong positive result:

Theorem 5.1.1. There exists a deterministic mechanism that elicits only $m-1$ pairwise comparisons and guarantees distortion $\mathcal{O}(\log m)$.

The corresponding mechanism is particularly simple and natural: In every round we arbitrarily pair the remaining candidates and we only extract the corresponding comparisons. Next, we eliminate all the candidates who "lost" and we continue recursively until a single candidate emerges victorious. Interestingly, this mechanism is widely employed in practical applications, for example in the knockout phases of many competitions, with the difference that typically some "prior" is used in order to construct the pairings. The main technical ingredient of the analysis is a powerful lemma developed by Kempe via an LP duality argument [149]. Specifically, Kempe characterized the social cost ratio between two candidates when there exists a sequence of intermediate alternatives such that every candidate in the chain pairwise-defeats the next one. We also supplement our analysis for this mechanism with a matching lower bound on a carefully constructed instance (Theorem 5.3.6). Moreover, we show that any mechanism which performs (strictly) fewer than $m-1$ pairwise comparisons has unbounded distortion (Theorem 5.3.1). This limitation applies even if we allow randomization either during the elicitation or the winner determination phase. Indeed, there are instances for which only a single alternative can yield bounded distortion, but the mechanism simply does not have enough information to identify the "right" candidate.

Next, we study deterministic mechanisms which only receive an incomplete order of preferences from every voter, instead of the entire rankings. This setting has already received attention in the literature, most notably by Kempe [150], and has numerous applications in real-life voting systems. Arguably the most important such consideration arises when every voter provides her $k$-top preferences, for some parameter $k \in[m]$. Kempe [150] showed that there exists a deterministic mechanism which elicits only the $k$-top preferences and whose distortion is upper-bounded by $79 \mathrm{~m} / \mathrm{k}$; using a powerful tool developed in 149 this bound can be improved all the way down to $12 m / k$. However, this still leaves a substantial gap with respect to the best-known lower bound, which is $2 m / k$ if we ignore some additive constant factors. Thus, 150 left as an open question whether the aforementioned upper bound can be improved. In our work, we make substantial progress towards bridging this gap, proving the following:

Theorem 5.1.2. There exists a deterministic mechanism that only elicits the $k$ top preferences and yields distortion at most $6 m / k+1$.

We should stress that the constant factors are of particular importance in this framework; indeed, closing the gap even for the special case of $k=m$ has received intense scrutiny in recent years [18, 183, 149, 131]. From a technical standpoint, the main technique for proving such upper bounds consists of identifying a candidate for which there exists a path to any other node such that every candidate in the path pairwise-defeats the next one by a sufficiently large margin (which depends on $k$ ). Importantly, the derived upper bound crucially depends on the length of the path. Our main technical contribution is to show that there always exists a
path of length 2 with the aforedescribed property, while the previous best result by Kempe established the claim only for paths of length 3.

Although our approach can potentially bring further improvements, closing the gap inevitably requires different techniques. In particular, a promising direction appears to stem from extending some of the claims established by Gkatzelis et al. 131]. Indeed, we observe that a natural generalization of their main technical ingredient would lower the upper bound to $4 m / k-1$ (Theorem 5.4.7), which appears to be optimal when $k$ is close to $m$. More precisely, Gkatzelis et al. [131] proved that a certain graph always has a perfect matching when the entire rankings are available; we conjecture that under $k$-top preferences there always exists a perfect matching for a subset of a $k / m$ fraction of the voters (see Theorem 5.4.6 for a more precise statement).

We also provide some other important bounds for deterministic mechanisms under missing information. Most notably, if the voting rule performs well on an arbitrary (potentially adversarially selected) subset of the voters can we quantify its distortion over the entire population? We answer this question with a sharp upper bound in Theorem 5.4.3. In fact, we use this result as a tool for some of our other proofs, but nonetheless we consider it to be of independent interest. It should be noted that even in the realm of partial or incomplete rankings there exists an instance-optimal mechanism via linear programming; this was first observed by Goel et al. [132] when the total orders are available, but it directly extends in more general settings. Interestingly, we show that the recently introduced mechanism of Gkatzelis et al. 131 which always obtains distortion at most 3 can be substantially outperformed by the LP mechanism. Namely, for some instances the mechanism of Gkatzelis et al. [131] yields distortion almost 3, while the instance-optimal mechanism yields distortion close to 1 .

Finally, we consider mechanisms which receive information from only a "small" random sample of voters; that is, we are concerned with the sample complexity required to ensure efficiency, which boils down to the following fundamental question:

## How large should the size of the sample be in order to guarantee near-optimal distortion with high probability?

More precisely, we are interested in deriving sample-complexity bounds which are independent of the number of voters $n$. This endeavor is particularly motivated given that in most applications $n \gg m$. Naturally, sampling approximations are particularly standard in the literature of social choice. Indeed, in many scenarios one wishes to predict the outcome of an election based on a small sample (e.g. in polls or exit polls), while in many other applications it is considered even infeasible to elicit the entire input (e.g. in online surveys). In this context, we will be content with obtaining near-optimal distortion with high probability (e.g. 99\%). This immediately deviates from the line of research studying randomized mechanisms wherein it suffices to obtain a guarantee in expectation; cf., see Anshelevich and Postl [14. We point out that it has been well-understood that a guarantee only
in expectation might be insufficient in many cases; for example, Fain et al. 98 considered as the objective the squared distortion as a proxy in order to limit as much as possible the variance in the distortion. In fact, Fain et al. 98] are also concerned with sample complexity issues, but from a very different standpoint.

We stress that we only allow randomization during the preference elicitation phase; for a given random sample, which corresponds to the entire rankings of the voters, the mechanisms we consider act deterministically. Specifically, we analyze two main voting rules along this vein.

Theorem 5.1.3 (Approximate Copeland). For any sufficiently small $\epsilon>0$ there exists a mechanism that takes a sample of size $\Theta\left(\log (m) / \epsilon^{2}\right)$ voters and yields distortion at most $5+\epsilon$ with probability 0.99.

The techniques required for the proof of this theorem are fairly standard. More importantly, we analyze the sample complexity of PluralityMatching, the mechanism of Gkatzelis et al. 131 which recovers the optimal distortion bound of 3 (among deterministic mechanisms). In this context, we establish the following result:

Theorem 5.1.4 (Approximate PluralityMatching). For any sufficiently small $\epsilon>0$ there exists a mechanism that takes a sample of size $\Theta\left(m / \epsilon^{2}\right)$ voters and yields distortion at most $3+\epsilon$ with probability 0.99.

More precisely, the main ingredient of PluralityMatching is a maximummatching subroutine for a certain bipartite graph. Our first observation is that the size of the maximum matching can be determined through a much smaller graph which satisfies a "proportionality" condition with respect to a maximum-matching decomposition. Although this condition cannot be explicitly met since the algorithm is agnostic to the decomposition, our observation is that sampling (with sufficiently many samples) will approximately satisfy this requirement, eventually leading to the desired conclusion.

We stress that we do not guarantee that the winner in our sample will coincide with that over the entire population. In fact, the sample complexity bounds for the winner determination problem-for virtually every reasonable voting ruledepend on the margin of victory; see the work of Dey and Bhattacharyya [82]. However, we argue that this feature is undesirable. For one thing, the algorithm does not have any prior information on the margin, and hence it is unclear how to tune this parameter in practice. More importantly, in many scenarios the margin might be very small, leading to a substantial overhead in the sample-complexity requirements of the mechanism. One of our conceptual contributions is to show that we can circumvent such limitations once we espouse a utilitarian framework. Indeed, all of our bounds are distribution-independent (and instance-oblivious).

We should also point out that, although we are emphasizing sample-complexity considerations, we believe that our results have another very clear motivation. Namely, given that in most applications $n \gg m$, it is important to provide sublinear
algorithms whose running time does not depend on $n$. In this context, we provide a Monte Carlo implementation of PluralityMatching whose time complexity scales independently of $n$.

### 5.2 Preliminaries

A metric space is a pair $(\mathcal{M}, d)$, where $d: \mathcal{M} \times \mathcal{M} \rightarrow \mathbb{R}$ constitutes a metric on $\mathcal{M}$, i.e., (i) $\forall x, y \in \mathcal{M}, d(x, y)=0 \Longleftrightarrow x=y$ (identity of indiscernibles), (ii) $\forall x, y \in d(x, y)=d(y, x)$ (symmetry), and (iii) $\forall x, y, z \in \mathcal{M}, d(x, y) \leq d(x, z)+$ $d(z, y)$ (triangle inequality). Consider a set of $n$ voters $V=\{1,2, \ldots, n\}$ and a set of $m$ candidates $C=\{a, b, \ldots$,$\} ; candidates will be typically represented$ with lowercase letters such as $a, b, w, x$, but it will be sometimes convenient to use numerical values as well. We assume that every voter $i \in V$ is associated with a point $v_{i} \in \mathcal{M}$, and every candidate $a \in C$ to a point $c_{a} \in \mathcal{M}$. Our goal is to select a candidate $x$ who minimizes the social cost: $\operatorname{cost}(x)=\sum_{i=1}^{n} d\left(v_{i}, c_{x}\right)$. This task would be trivial if we had access to the agents' distances from all the candidates. However, in the standard metric distortion framework every agent $i$ provides only a ranking (a total order) $\sigma_{i}$ over the points in $C$ according to the order of $i$ 's distances from the candidates. We assume that ties are broken arbitrarily, subject to transitivity, but we will not abuse the tie-breaking assumption.

In this work, we are considering a substantially more general setting wherein every agent provides a subset of $\sigma_{i}$. More precisely, we assume that agent $i$ provides as input a set $\mathcal{P}_{i}$ of ordered pairs of distinct candidates, such that $(a, b) \in \mathcal{P}_{i} \Longrightarrow$ $a \succ_{i} b$, where $a, b \in C$; it will always be assumed that $\mathcal{P}_{i}$ corresponds to the transitive closure of the input. We will allow $\mathcal{P}_{i}$ to be the empty set, in which case $i$ does not provide any information to the mechanism; with a slight abuse of notation, we will let $\mathcal{P}_{i} \equiv \sigma_{i}$ when $i$ provides the entire order of preferences. We will say that the input $\mathcal{P}=\left(\mathcal{P}_{1}, \ldots, \mathcal{P}_{n}\right)$ is consistent with the metric $d$ if $(a, b) \in \mathcal{P}_{i} \Longrightarrow d\left(v_{i}, c_{a}\right) \leq d\left(v_{i}, c_{b}\right), \forall i \in V$, and this will be denoted with $d \triangleright \mathcal{P}$. We will represent with $\operatorname{top}(i)$ and $\sec (i) i$ 's first and second most preferred candidates, respectively. We may also sometimes use the notation $a b=\left\{i \in V: a \succ_{i} b\right\}$.

A deterministic social choice rule is a function that maps an election in the form of a 3 -tuple $\mathcal{E}=(V, C, \mathcal{P})$ to a single candidate $a \in C$. We will measure the performance of $f$ for a given input of preferences $\mathcal{P}$ in terms of its distortion, namely, the worst-case approximation ratio it provides with respect to the social cost:

$$
\begin{equation*}
\operatorname{distortion}(f ; \mathcal{P})=\sup \frac{\operatorname{cost}(f(\mathcal{P}))}{\min _{a \in C} \operatorname{cost}(a)}, \tag{5.1}
\end{equation*}
$$

where the supremum is taken over all metrics such that $d \triangleright \mathcal{P}$. That is, once the mechanism selects a candidate (or a distribution over candidates if the social choice rule is randomized), an adversary can select any metric space subject to being consistent with the input preferences. Similarly, in Section 5.3 where we
study mechanisms that perform pairwise comparisons, the adversary can select any metric space consistent with the elicited comparisons. The distortion of a social choice rule $f$ is defined as the supremum of distortion $(f ; \mathcal{P})$ (5.1) taken over all possible input preferences $\mathcal{P}$ (and possible values of $n$ ), under a fixed value for the number of candidates $m$. We point out the following:

Proposition 5.2.1. Under any given preferences $\mathcal{P}$, there exists a metric space consistent with $\mathcal{P}$.

This proposition follows immediately from Proposition 1 of Anshelevich et al. [18], which established the claim when $\mathcal{P}=\sigma$.

### 5.2.1 Instance-Optimal Voting

An important observation is that under any input preferences $\mathcal{P}$ there exists a deterministic instance-optimal mechanism; this was noted by Goel et al. [132] (see also [52]) when $\mathcal{P}=\sigma$, but their mechanism directly applies to our more general setting. We briefly present their idea, as we will also employ this mechanism for our experiments.

The first ingredient is an optimization problem that allows to compare a pair of distinct candidates, subject to the set of preferences given to the mechanism. Specifically, for $a, b \in C$, with $a \neq b$, consider the following linear program Metric-LP $(a, b)$ :

$$
\begin{array}{lll}
\operatorname{maximize} & \sum_{i=1}^{n} x_{i, a} & \\
\text { subject to } & \sum_{i=1}^{n} x_{i, b}=1 ; & \\
& x_{i, p} \leq x_{i, q}, & \forall(p, q) \in \mathcal{P}_{i}, \forall i \in V ;  \tag{5.2}\\
& x_{i, i}=0, & \forall i \in V \cup C ; \\
& x_{i, j}=x_{j, i}, & \forall i, j \in V \cup C ; \\
& x_{i, j} \leq x_{i, k}+x_{k, j}, \forall i, j, k \in V \cup C .
\end{array}
$$

It should be pointed out that some of the constraints in Metric-LP (5.2) are redundant, in the sense that they are implied by others, but we will not dwell on such optimizations here. We will represent with $\mathfrak{D}(a \mid b)$ the value of the linear program Metric-LP $(a, b)$; if it is unbounded, we let $\mathfrak{D}(a \mid b)=+\infty$. We also note that the linear program is always feasible by virtue of Theorem 5.2.1. In this context, the mechanism of Goel et al. [132] consists of the following steps:

- For any pair $a, b \in C$, with $a \neq b$, compute $\mathfrak{D}(a \mid b)$; also let $\mathfrak{D}(a \mid a)=1$.
- Set $\mathfrak{D}(a)=\max _{b \in C} \mathfrak{D}(a \mid b)$.
- Return the candidate $b$ with the minimum value $\mathfrak{D}(a)$ over all $a \in C$; ties are broken arbitrarily.

This mechanism will be referred to as Minimax-LP to distinguish from the minimax voting scheme of Simpson and Kramer [162]. The Minimax-LP rule essentially performs brute-force search over all possible metrics in order to identify the candidate who minimizes the distortion; nonetheless, it can be solved in poly $(n, m)$ time given that the Metric-LP admits a strongly polynomial time algorithm; this follows because the bit complexity $L$-the number of bits required to represent it [147]-is small: $L=\mathcal{O}(\log (n+m))$. Moreover, it is easy to establish the following:

Theorem 5.2.2. For any given preferences $\mathcal{P}$, the Minimax-LP rule is instanceoptimal in terms of distortion.

In particular, when $\mathcal{P}=\sigma$ we note that Minimax-LP always yields distortion at most 3 by virtue of the upper-bound of Gkatzelis et al. [131. Nevertheless, in this work we will be mostly interested in providing upper bounds on the distortion of Minimax-LP under incomplete rankings.

### 5.3 Sequence of Pairwise Comparisons

In this section, we are considering voting rules that perform a sequence of pairwise comparisons between two candidates, with the result of each comparison being determined by the majority rule over the entire population of voters. To put it differently, consider the tournament graph $T=(C, E)$ where $(a, b) \in E$ if and only if candidate $a$ pairwise-defeats candidate $b$; that is, $|a b| \geq n / 2$. (It will be tacitly assumed without any loss of generality that ties are broken arbitrarily so that $T$ is indeed a tournament.) We are studying mechanisms which elicit edges from $T$, and we want to establish a trade-off between the number of elicited edges and the distortion of the mechanism. We commence with the following lower bound:

Proposition 5.3.1. There are instances for which any deterministic mechanism which elicits (strictly) fewer than $m-1$ edges from $T$ has unbounded distortion.

Sketch of Proof. Consider a family of tournaments $\mathcal{T}$ as illustrated in Figure 5.1, with the set $C^{*}$ containing a single candidate. Then, there are metric spaces for which all the voters are arbitrarily close to the candidate in $C^{*}$ and arbitrarily far from any other candidate. Thus, any mechanism with bounded distortion has to identify the candidate in $C^{*}$. However, any pairwise comparison can eliminate at most one candidate from being in $C^{*}$. As a result, if $\widehat{T}=(C, \widehat{E})$ is the subgraph based on the elicited edges, there will be at least two distinct candidates which could lie in $C^{*}$ for some tournament in $\mathcal{T}$ consistent with $\widehat{T}$, leading to the desired conclusion.

In fact, the same limitation applies even if we allow randomization, either during the elicitation or the winner determination phase. On the other hand, we


Figure 5.1: A hard class of tournament graphs when fewer than $m-1$ pairwise comparisons are elicited (see Theorem 5.3.1). $C^{*}$ contains a single candidate whose is located arbitrarily closed to all the voters in the underlying metric space.
will show that $m-1$ edges from $T$ suffice to obtain near-optimal distortion. To this end, we will employ a powerful technical lemma due to Kempe, proved via an LP-duality argument.
Lemma 5.3.2 ([149). Let $a_{1}, a_{2}, \ldots a_{\ell}$ be a sequence of distinct candidates such that for every $i=2, \ldots, \ell$ at least half of the voters prefer candidate $a_{i-1}$ over candidate $a_{i}$. Then, $\operatorname{cost}\left(a_{1}\right) \leq(2 \ell-1) \operatorname{cost}\left(a_{\ell}\right)$.

Armed with this important lemma, we introduce the DominationRoot mechanism. DominationRoot determines a winning candidate with access only to a pairwise comparison oracle; namely, $\mathfrak{D}$ takes as input two distinct candidates $a, b \in C$ and returns the losing candidate based on the voters' preferences (recall that in case of a tie the oracle returns an arbitrary candidate).

## Mechanism 8: DominationRoot

Input: Set of candidates $C$, Pairwise comparison oracle $\mathfrak{O}$;
Output: Winner $w \in C$;

1. Initialize $S:=C$;
2. Construct arbitrarily a set $\Pi$ of $\lfloor S / 2\rfloor$ pairings from $S$;
3. For every $\{a, b\} \in \Pi$ remove $\mathfrak{D}(a, b)$ from $S$;
4. If $|S|=1$ return $w \in S$; otherwise, continue from step 2 ;

We refer to Figure 5.2 for an illustration of DominationRoot. The analysis of this mechanism boils down to the following simple claims:

Claim 5.3.3. DominationRoot elicits exactly $m-1$ edges from $T$.
Proof. The claim follows given that for every elicited edge we remove a candidate for the rest of the mechanism, until only a single candidate survives.


Figure 5.2: An implementation of DominationRoot for $m=14$ candidates. Nodes correspond to candidates and edges to pairwise comparisons. We have highlighted with different colors pairwise comparisons that correspond to different rounds of the mechanism. Also, the "height" of every candidate indicates the order of elimination.

Claim 5.3.4. DominationRoot returns a candidate $w$ which can reach every other node in $T$ in paths of edge-length at most $\lceil\log m\rceil$ in $T$.

Proof. Consider the partition of candidates $C_{1}, \ldots, C_{r}$ such that $C_{i}$ contains the candidates who were eliminated during the $i$-th round for $i \in\{1,2, \ldots, r-1\}$, and $C_{r}=\{w\}$. Observe that every candidate $a \in C_{i}$ (with $i \in\{1,2, \ldots, r-1\}$ ) was pairwise-defeated by some candidate in $C_{j}$ for $j>i$; thus, the claim follows inductively since $r=\lceil\log m\rceil$.

We now arrive to one of our central results, establishing that only $m-1$ pairwise comparisons suffice to obtain near-optimal distortion:
Theorem 5.3.5. DominationRoot elicits only $m-1$ edges from $T$ and guarantees distortion at most $2\lceil\log m\rceil+1$.

Proof. The theorem follows directly from Theorem 5.3.3, Theorem 5.3.4, and Theorem 5.3.2.

This theorem, along with Theorem 5.3.1, imply a remarkable gap depending on whether the mechanism is able to elicit at least $m-1$ pairwise comparisons. We also provide a matching lower bound for the distortion of DominationRoot:

Proposition 5.3.6. There exist instances for which DominationRoot yields distortion at least $2 \log m+1$.

Proof. We will first show that the bound established in Theorem 5.3.2 is tight. Indeed, consider a set of $\ell$ of candidates $\{1,2, \ldots, \ell\}$, for an even number $\ell$, and two voters (the instance directly extends to an arbitrary even number of voters) positioned according to the pattern of Figure 5.3a. Then, the following profile of preferences is consistent with the underlying metric space:

- $1 \succ_{1} 3 \succ_{1} 2 \succ_{1} 5 \succ_{1} \cdots \succ_{1} \ell-2 \succ_{1} \ell ;$
- $2 \succ_{2} 1 \succ_{2} 4 \succ_{2} 3 \succ_{2} \cdots \succ_{2} \ell \succ_{2} \ell-1$.

Now observe that - at least under some tie-breaking rule - candidate $i$ pairwisedefeats candidate $i-1$ for $i=2,3, \ldots, \ell$. Moreover, it follows that $\operatorname{cost}(i)=2 i-1$, for all $i$, implying that $\operatorname{cost}(\ell) / \operatorname{cost}(1)=2 \ell-1$, as desired.

Next, consider $m$ candidates such that $m$ is a power of 2 . We first consider $\ell=$ $\log m+1$ candidates positioned according to our previous argument (Figure 5.3a); the rest of the candidates are located arbitrarily far from the voters. It is easy to see that there exists a sequence of pairings (Figure 5.3b) such that $c_{\ell}$ will be declared victorious, leading to a distortion of $2 \log m+1$ by virtue of our previous argument.

(a) A metric embedding of voters and(b) A sequence of pairings such that $c_{\ell}$ candidaemerges victorious. We have highlighted tes establishing that Theorem 5.3.2 iswith different colors pairings that caretight. spond to different rounds.

Figure 5.3: Proof of Theorem 5.3.6.

### 5.4 Distortion of Deterministic Rules under Incomplete Orders

In this section, we complement our previous results that assumed access to pairwise comparisons (Section 5.3) by characterizing the distortion of deterministic voting mechanisms under different classes of incomplete preferences. We commence this section with another useful lemma by [149.

Lemma 5.4.1 ([149]). Consider three distinct candidates $w, y, x \in C$ such that $|w y| \geq \alpha n$ and $|y x| \geq \alpha n$, with $\alpha \in(0,1]$. Then,

$$
\frac{\operatorname{cost}(w)}{\operatorname{cost}(x)} \leq \frac{2}{\alpha}+1
$$

In particular, notice that if $w$ is the winner in Copeland's rule, it follows that for any candidate $x$ there exists some other candidate $y$ such that $w$ pairwisedefeats $y$ and $y$ pairwise-defeats $x$ [182]; thus, applying Theorem5.4.1] for $\alpha=1 / 2$ implies that the winner in Copeland's rule has distortion upper-bounded by 5. This was initially established by Anshelevich et al. [18].

As a warm-up, we first employ this lemma to characterize the distortion when, for all pairs of candidates, at least a small fraction of voters has provided their pairwise preferences. We stress that all of our upper bounds are attainable by the Minimax-LP rule, but nonetheless our proofs are constructive in the sense that we provide (efficiently implementable) mechanisms that obtain the desired bounds.

Proposition 5.4.2. Consider an election $\mathcal{E}=(V, C, \mathcal{P})$ such that for every pair of distinct candidates $a, b \in C$, it holds that $\sum_{i=1}^{n} \mathbb{1}\left\{(a, b) \in \mathcal{P}_{i} \vee(b, a) \in \mathcal{P}_{i}\right\} \geq \alpha \cdot n$, with $\alpha \in(0,1]$. Then, there exists a voting rule that obtains distortion at most $4 / \alpha+1$.

Proof. Consider a complete, weighted and directed graph $G=(C, E, w)$ such that

$$
w_{a, b}=\frac{\sum_{i=1}^{n} \mathbb{1}\left\{(a, b) \in \mathcal{P}_{i}\right\}}{n}
$$

In words, $w_{a, b}$ represents the fraction of voters who certainly prefer $a$ to $b$; observe that if we had the complete rankings it would follow that $w_{a, b}+w_{b, a}=1$, but here we can only say that $w_{a, b}+w_{b, a} \leq 1$. Moreover, by assumption, we know that $w_{a, b}+w_{b, a} \geq \alpha$, implying that $w_{a, b} \geq \alpha / 2$ or $w_{b, a} \geq \alpha / 2$. With that in mind, we construct from $G$ an unweighted and directed graph $\widehat{G}=(C, \widehat{E})$ according to the following threshold rule: $(a, b) \in \widehat{E} \Longleftrightarrow w_{a, b} \geq \alpha / 2$. We have argued that our assumption implies that $(a, b) \in \widehat{E} \vee(b, a) \in \widehat{E}$. As a result, we can deduce that $\widehat{G}$ contains as a subgraph a tournament; thus, there exists a king vertex $w$ [199] so that every node $a \in C$ is reachable from $w$ in at most 2 steps, and our claim follows directly from Theorem 5.4.1.

We remark that this upper bound is tight up to constant factors, at least for certain instances. Indeed, if we only have an $\alpha$ fraction of the votes in the presence of 2 candidates, it is easy to show an $\Omega(1 / \alpha)$ lower bound for any mechanism, even if we allow randomization.

### 5.4.1 Missing Voters

Building on Theorem5.4.2, consider an election $\mathcal{E}=(V, C, \mathcal{P})$ and a mechanism that has access to the votes of only a subset $V \backslash Q$ of voters, where $Q \subset V$ is the set
of missing voters such that $|Q|=\epsilon \cdot n$. If the mechanism performs well on $V \backslash Q$, can we characterize the distortion over the entire set of voters as $\epsilon$ increases? Observe that this setting is tantamount to $\mathcal{P}_{i}=\emptyset$ for all $i \in Q$. In the following theorem we provide a sharp bound:

Theorem 5.4.3. Consider a mechanism with distortion at most $\ell$ w.r.t. an arbitrary subset with $(1-\epsilon)$ fraction of all the voters, for some $\epsilon \in(0,1)$. Then, the distortion of the mechanism w.r.t. the entire population is upper-bounded by

$$
\ell+\frac{\epsilon}{1-\epsilon}(\ell+1) .
$$

Proof. Consider a candidate $b \in C$ with distortion at most $\ell$ w.r.t. the agents in $V \backslash Q$. Moreover, consider some arbitrary candidate $a \in C$, and let $S_{b}=$ $\sum_{i \in V \backslash Q} d\left(v_{i}, c_{b}\right)$, and $S_{a}=\sum_{i \in V \backslash Q} d\left(v_{i}, c_{a}\right)$; observe that, by assumption, $S_{b} / S_{a} \leq$ $\ell$. Our analysis will distinguish between the following two cases:

Case I: $\quad S_{b} \geq S_{a}>0.2$ Then, for all $i \in Q$ it follows that

$$
S_{b} d\left(v_{i}, c_{a}\right)+S_{a} d\left(c_{a}, c_{b}\right) \geq S_{a}\left(d\left(v_{i}, c_{a}\right)+d\left(c_{a}, c_{b}\right)\right) \geq S_{a} d\left(v_{i}, c_{b}\right),
$$

and hence,

$$
S_{a} d\left(v_{i}, c_{b}\right) \leq S_{a} d\left(c_{a}, c_{b}\right)+S_{b} d\left(v_{i}, c_{a}\right)+d\left(c_{a}, c_{b}\right) d\left(v_{i}, c_{a}\right) ;
$$

summing over all $i \in Q$ gives

$$
\begin{align*}
S_{a} \sum_{i \in Q} d\left(v_{i}, c_{b}\right) & \leq|Q| S_{a} d\left(c_{a}, c_{b}\right)+S_{b} \sum_{i \in Q} d\left(v_{i}, c_{a}\right)+d\left(c_{a}, c_{b}\right) \sum_{i \in Q} d\left(v_{i}, c_{a}\right) \\
& \leq|Q| S_{a} d\left(c_{a}, c_{b}\right)+S_{b} \sum_{i \in Q} d\left(v_{i}, c_{a}\right)+|Q| d\left(c_{a}, c_{b}\right) \sum_{i \in Q} d\left(v_{i}, c_{a}\right) . \tag{5.3}
\end{align*}
$$

Moreover, observe that

$$
\begin{equation*}
\text { (5.3) } \Longleftrightarrow \frac{S_{b}+\sum_{i \in Q} d\left(v_{i}, c_{b}\right)}{S_{a}+\sum_{i \in Q} d\left(v_{i}, c_{a}\right)} \leq \frac{S_{b}+|Q| d\left(c_{a}, c_{b}\right)}{S_{a}} . \tag{5.4}
\end{equation*}
$$

Next, we have that $d\left(c_{a}, c_{b}\right) \leq d\left(v_{i}, c_{a}\right)+d\left(v_{i}, c_{b}\right), \forall i$; summing over all $i \in V \backslash Q$ implies that $(n-|Q|) d\left(c_{a}, c_{b}\right) \leq S_{a}+S_{b} \leq(\ell+1) S_{a}$. Therefore, along with (5.4) we obtain that

$$
\frac{\operatorname{cost}(b)}{\operatorname{cost}(a)} \leq \ell+\frac{|Q|}{n-|Q|}(\ell+1)=\ell+\frac{\epsilon}{1-\epsilon}(\ell+1) .
$$

[^20]Case II: $\quad S_{b}<S_{a}$. In this case, we can simply observe that

$$
\frac{\operatorname{cost}(b)}{\operatorname{cost}(a)} \leq \frac{S_{b}+\sum_{i \in Q} d\left(v_{i}, c_{a}\right)+|Q| d\left(c_{a}, c_{b}\right)}{S_{a}+\sum_{i \in Q} d\left(v_{i}, c_{a}\right)} \leq 1+|Q| \frac{d\left(c_{a}, c_{b}\right)}{S_{a}}
$$

Thus, the proof follows given that $(n-|Q|) d\left(c_{a}, c_{b}\right) \leq S_{a}+S_{b}<2 S_{a}$.
A few remarks are in order. First, Borodin et al. [48] provided a similar result when the revealed votes contain complete preferences; it is plausible that their approach can be extended along the line of Theorem 5.4.3. In fact, if all the voters in the set $V \backslash Q$ had provided their entire rankings, we could derive a similar result via Theorem 5.4.2, but, unlike Theorem 5.4.2, Theorem 5.4.3 is parameterized in terms of the distortion with respect to the voters in $V \backslash Q$. Theorem 5.4.3 will be a useful tool in the sequel in order to establish bounds under $k$-top preferences (Theorem 5.4.7) and random sampling (Theorem 5.5.9), but we consider it to be of independent interest beyond those applications. We also point out that the derived bound in Theorem 5.4.3 is tight for certain instances. For example, consider an instance on the line with only two candidates $a$ and $b$, so that every candidate receives half of the votes among the voters in $V \backslash Q$; assume without loss of generality that $a$ is selected as the winning candidate, having distortion 3 w.r.t. the voters in $V \backslash Q$. However, we have to accept that $(1-\epsilon) / 2$ fraction of the voters could reside in the midpoint $\left(c_{a}+c_{b}\right) / 2$, while the rest of the agents could all lie in $c_{b}$; thus, the distortion of candidate $a$ reads

$$
\frac{\operatorname{cost}(a)}{\operatorname{cost}(b)}=\frac{\frac{1-\epsilon}{2} \frac{d\left(c_{a}, c_{b}\right)}{2}+\frac{1-\epsilon}{2} d\left(c_{a}, c_{b}\right)+\epsilon d\left(c_{a}, c_{b}\right)}{\frac{1-\epsilon}{2} \frac{d\left(c_{a}, c_{b}\right)}{2}}=3+4 \frac{\epsilon}{1-\epsilon},
$$

which matches the bound of Theorem 5.4.3 when $\ell=3$.

### 5.4.2 Top Preferences

In this subsection, we investigate how the distortion increases when every voter provides only her $k$-top preferences, for some parameter $k \in[m]$. It should be noted that the two extreme cases are by now well understood. Specifically, when $k=m$ the mechanism has access to the entire rankings, and we know that any deterministic mechanism has distortion at least 3, matching the upper bound established by Gkatzelis et al. [131. On the other end of the spectrum, when $k=1$, the plurality rule - which incidentally is the optimal deterministic mechanism when only the top preference is given-yields distortion at most $2 m-1$ [18]. Consequently, the question is to quantify the decay of distortion as we gradually increase $k$. We commence by reminding a lower bound given by Kempe [150]:

Proposition 5.4.4. Any deterministic mechanism that elicits only the $k$-top preferences from every voter out of the $m$ alternatives has distortion $\Omega(m / k)$.

More precisely, the best lower bound is $2 m / k$, ignoring some additive constant factors;

Proof. First of all, assume without any loss of generality that $k \mid(m-1) \cdot{ }_{3}^{3}$ and let $n=(m-1) / k$ be the number of voters. For simplicity, let us enumerate the number of candidates as $C=\{1,2, \ldots, n \times k\} \cup\{x\}$. Now consider some preference profile $\mathcal{P}$ in which the $k$-top preferences of voter $i$ correspond to the set of candidates $\{(i-1) k+1, \ldots,(i-1) k+k\}$ according to some arbitrary order; observe that all of these sets are pairwise disjoint.

Based on these preferences, the mechanism has to select some candidate. If $x$ is selected, the lower bound follows trivially since $x$ could actually be the last choice for every voter. Therefore, let us assume that candidate 1 was selected by the mechanism; this hypothesis is without loss of generality due to the symmetry of the input $\mathcal{P}$. The main observation is that the agents and the candidates could be located on the metric space of Figure 5.4. Indeed, it is easy to check that the induced metric space is consistent with the given preferences. As a result, it follows that

$$
\begin{equation*}
\frac{\operatorname{cost}(1)}{\operatorname{cost}(x)}=\frac{D+(n-1) \times(\delta+2 D)}{D+(n-1) \times \delta}=\frac{1+(n-1) \times(\delta / D+2)}{1+(n-1) \times \delta / D} . \tag{5.5}
\end{equation*}
$$

Thus, for $\delta / D \downarrow 0$, we obtain that $\operatorname{cost}(1) / \operatorname{cost}(x) \rightarrow 2 n-1=\Omega(m / k)$.
We should note that although in our worst-case example the number of voters $n$ is smaller than the number of candidates $m$, which is not the canonical case, our argument directly extends whenever $n$ is a multiple of $(m-1) / k$, allowing $n$ to be arbitrarily large. Moreover, a similar construction shows an $\Omega(m / k)$ lower bound for $\alpha$-decisive metrics, in the sense of Anshelevich and Postl [14], for any $\alpha \in[0,1]$; indeed, it suffices to place the voters within the "cluster" of their $k$-most preferred candidates.

Theorem 5.4.5. There exists a deterministic mechanism that elicits only the $k$ top preferences from every voter out of $m$ candidates and has distortion at most $6 m / k+1$.

Before we proceed with the proof, it is important to point out that having only the $k$-top preferences is not subsumed by our previous consideration in Theorem 5.4.2 e.g., even if $k=m-2$, there could be two candidates which lie on the last two positions of every voter's list, and hence, it is impossible to know which one is mostly preferred among the voters.
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Figure 5.4: The metric space considered for the proof of Theorem 5.4.4, where $\delta / D \downarrow 0$ for some positive numbers $\delta$ and $D$. The distance between two points is simply the shortest path in the graph.

Proof of Theorem 5.4.5. Let $\mathcal{L}_{i}$ be the set with the $k$-top preferences of voter $i$. For a candidate $a \in C$, we let

$$
\mathcal{V}_{a}=\frac{\sum_{i=1}^{n} \mathbb{1}\left\{a \in \mathcal{L}_{i}\right\}}{n} ;
$$

i.e., the fraction of voters for which $a$ is among the $k$-top preferences. Notice that $\sum_{a \in C} \mathcal{V}_{a}=k$, and hence, by the pigeonhole principle there exists some candidate $x$ such that $\mathcal{V}_{x} \geq k / m$. Similarly to Theorem 5.4.2 we consider the weighted, complete and directed graph $G=(C, E, w)$, so that

$$
w_{a, b}=\frac{\sum_{i=1}^{n} \mathbb{1}\left\{(a, b) \in \mathcal{P}_{i}\right\}}{n} .
$$

Moreover, based on $G$ we construct the unweighted and directed graph $\widehat{G}=(C, \widehat{E})$, so that $(a, b) \in \widehat{E} \Longleftrightarrow w_{a, b} \geq k /(3 m)$; the constant $1 / 3$ in the threshold is selected as the largest number which makes the following argument work. In particular, we will show that $\widehat{G}$ has a king vertex, and then the theorem will follow by virtue of Theorem 5.4.1.

Let $C^{\prime}=\{a \in C: \exists b \in C \backslash\{a\} .(a, b) \notin \widehat{E} \wedge(b, a) \notin \widehat{E}\}$ and $C^{*}=C \backslash C^{\prime}$. Observe that the induced subgraph on $C^{*}$ contains as a subgraph a tournament, and as such, it has a king vertex $w \in C^{*}$ (we will argue very shortly that indeed $C^{*} \neq \emptyset$ ). As a result, if $C^{\prime}=\emptyset$ the theorem follows.

In the contrary case, $C^{\prime}$ contains at least two (distinct) nodes; let $a, b \in C^{\prime}$ be such that $(a, b) \notin \widehat{E} \wedge(b, a) \notin \widehat{E}$. An important observation is that $\mathcal{V}_{a} \leq 2 k /(3 m)$ and $\mathcal{V}_{b} \leq 2 k /(3 m)$. Indeed, for the sake of contradiction let us assume that $\mathcal{V}_{a}>$ $2 k /(3 m)$. Given that $(a, b) \notin \widehat{E}$ we can infer that $b$ is preferred over $a$ in at least
a $k /(3 m)$ fraction of the voters; however, this would imply that $(b, a) \in \widehat{E}$, which is a contradiction. Similarly, we can show that $\mathcal{V}_{b} \leq 2 k /(3 m)$. Consequently, $x$ cannot belong in the set $C^{\prime}$, where recall that $x$ is a candidate for which $\mathcal{V}_{x} \geq k / m$, verifying that $C^{*} \neq \emptyset$.

Next, it is easy to see that for all $a \in C^{\prime},(x, a) \in \widehat{E}$; this follows since $\mathcal{V}_{a} \leq$ $2 k /(3 m)$ for all $a \in C^{\prime}$ while $\mathcal{V}_{x} \geq k / m$. As a result, if $x=w$ or if there exists the edge $(w, x) \in \widehat{E}$, then $w$ can reach every node in at most 2 steps, and the theorem follows. Otherwise, it follows that there exists a path of length 2 from $w$ to $x$ since $w$ is a king vertex in the induced subgraph on $C^{*}$ and $x \in C^{*}$. We shall distinguish between two cases.

First, assume that for all $z \in C_{1}^{*},(x, z) \in \widehat{E}$, where $C_{1}^{*}$ is the subset of $C^{*}$ which is reachable from $w$ via a single edge. Then, given that we have assumed that $(w, x) \notin \widehat{E}$ and the induced graph on $C^{*}$ is a tournament, it follows that $(x, w) \in \widehat{E}$, and subsequently $x$ can reach every node in $C$ in paths of length at most 2, as desired.

Finally, assume that there exists some $y \in C_{1}^{*}$ such that $(x, y) \notin \widehat{E}$. This implies that $y$ is preferred over $x$ in at least a $2 k /(3 m)$ fraction of the voters. If for every candidate $a \in C^{\prime}$ it holds that $(w, a) \in \widehat{E}$ or $(z, a) \in \widehat{E}$ for some $z \in C_{1}^{*}$, we can conclude that $w$ can reach every node in $\widehat{G}$ in at most 2 steps, again reaching the desired conclusion. On the other hand, assume that there exists $b \in C^{\prime}$ such that $(w, b) \notin \widehat{E}$ and $(z, b) \notin \widehat{E}$ for all $z \in C_{1}^{*}$. By the definition of the set $C^{*}$, we can infer that $(b, w) \in \widehat{E}$ and $(b, z) \in \widehat{E}$ for all $z \in C_{1}^{*}$. Moreover, we know that from all of the votes candidate $y$ received, candidate $b$ was below in at most a $k /(3 m)$ fraction (over all the voters); otherwise, it would follow that $(y, b) \in \widehat{E}$. As a result, since $y$ is preferred over $x$ in at least a $2 k /(3 m)$ fraction of the voters, we can conclude that $(b, x) \in \widehat{E}$, in turn implying that $b$ can reach every node in $\widehat{G}$ in paths of length at most 2 , concluding the proof.

From an algorithmic standpoint, although our proof of Theorem 5.4.5 is constructive, leading to an efficiently implementable voting rule, the established upper bound can also be subsequently attained by the instance-optimal Minimax-LP mechanism. Theorem 5.4 .5 substantially improves over the previous best-known bound which was $12 m / k$ [150, 149]. Nonetheless, there is still a gap between the aforementioned lower bound (Theorem 5.4.4). Before we conclude this section, we explain how one can further improve upon the bound obtained in Theorem 5.4.5.

Conjecture 5.4.6. If we assume that every agent provides her $k$-top preferences for some $k \in[m]$, there is a candidate $a \in C$ and a subset $S \subseteq V$ such that

- There exists a perfect matching $M: S \rightarrow S$ in the integral domination graph of a (see Theorem 5.5.4 in the next section);
- $|S| \geq n \times k / m$.


Figure 5.5: The anatomy of our proof for Theorem 5.4.5. The set of candidates is partitioned into a "good" set $C^{*}$ and a "bad" set $C^{\prime} ; C^{*}$ has a king vertex $w$, and we can essentially apply the reasoning of Theorem 5.4.2. A key observation is that $C^{\prime}$ is always dominated by some node in $C^{*}$, namely $x$.

When $k=m$, this was shown to be true by [131. On the other end of the spectrum, when $k=1$ it is easy to verify that the plurality winner establishes this conjecture.

Proposition 5.4.7. If Theorem 5.4.6 holds, then there exists a deterministic mechanism which elicits only the $k$-top preferences and yields distortion at most $4 m / k-1$.

Proof. Let $a \in C$ be the candidate which satisfies Theorem 5.4.6. Then, it follows that $a$ yields distortion at most 3 w.r.t. the voters in the set $S$ [131]. As a result, Theorem 5.4.3 implies that the distortion of $a$ is upper-bounded by

$$
3+4 \frac{n-|S|}{|S|} \leq \frac{4 m}{k}-1 .
$$

### 5.5 Randomized Preference Elicitation and Sampling

Previously, we characterized the distortion when only a deterministically (and potentially adversarially) selected subset of voters has provided information to the mechanism. This raises the question of bounding the distortion when the mechanism elicits information from only a small random sample of voters. Here, a single
sample corresponds to the entire ranking of a voter. We stress that randomization is only allowed during the preference elicitation process; for any given random sample as input, the mechanism has to select a candidate deterministically. We commence this section with a simple lower bound, which essentially follows from a standard result due to Canetti et al. [59].

Proposition 5.5.1. Any mechanism which yields distortion at most $3+\epsilon$ with probability at least $1-\delta$ requires $\Omega\left(\log (1 / \delta) / \epsilon^{2}\right)$ samples, even for $m=2$.

Proof. Consider two candidates $a, b$, and assume that exactly $(1-\epsilon) / 2$ fraction of the voters prefer candidate $a$. It is easy to verify that $a$ yields distortion strictly larger than $3+\epsilon$; thus, any mechanism with distortion at most $3+\epsilon$ has to return candidate $b$. However, the winner determination problem with margin $\epsilon$ requires $\Omega\left(\log (1 / \delta) / \epsilon^{2}\right)$ samples to solve with probability $1-\delta$ [59], concluding the proof.

### 5.5.1 Approximating Copeland

We begin by analyzing a sampling approximation of Copeland's rule. Below we summarize the main result of this subsection.

Theorem 5.5.2. For any sufficiently small $\epsilon>0$ and $\delta>0$ there exists a mechanism that takes a sample of size $c=\Theta\left(\log (m / \delta) / \epsilon^{2}\right)$ voters and yields at most $5+\epsilon$ distortion with probability at least $1-\delta$.

We recall that when the entire input is available, Copeland yields distortion at most 5 [18]. It follows from Theorem 5.5 .2 that $\widetilde{\Theta}\left(m / \epsilon^{2}\right)$ bits of information in total from the voters suffice to yield $5+\epsilon$ distortion with high probability, where the notation $\widetilde{\Theta}(\cdot)$ suppresses poly-logarithmic factors. Before we proceed with the proof of Theorem 5.5.2, we state the following standard fact:

Lemma 5.5.3 (Chernoff-Hoeffding Bound). Let $\left\{X_{1}, X_{2}, \ldots, X_{c}\right\}$ be a set of i.i.d. random variables with $X_{i} \sim \operatorname{Bern}(p)$ and $X_{\mu}=\left(X_{1}+X_{2}+\cdots+X_{c}\right) / c$; then,

$$
\mathbb{P}\left(\left|X_{\mu}-p\right| \geq \epsilon\right) \leq 2 e^{-2 \epsilon^{2} c} .
$$

Proof of Theorem 5.5.2. Consider the complete, weighted and directed graph $G=$ $(C, E, w)$ so that $w_{a, b}=|a b| / n$. We will show how to use the random sample in order to construct a graph $\widehat{G}=(C, E, \widehat{w})$ which approximately preserves the weights of $G$ with high probability. In particular, consider some parameters $\epsilon \in(0,1 / 2)$ and $\delta \in(0,1)$, and take a sample $S$ of size $|S|=c=\Theta\left(\log (m / \delta) / \epsilon^{2}\right)$ from the set of voters $V$; for simplicity, we assume that the sampling occurs with replacement in order to guarantee independence, but the result holds even without replacement given that the dependencies are negligible; e.g., see the work of Kontorovich and Ramanan [154]. Now we let $\widehat{w}_{a, b}=\left|\left\{i \in S: a \succ_{i} b\right\}\right| / c$. Theorem 5.5.3 implies
that $\left|\widehat{w}_{a, b}-w_{a, b}\right|<\epsilon$ with probability at least $1-\delta / m^{2}$. Thus, the union bound implies that for all distinct pairs $a, b$ we have approximately preserved the weights: $\left|\widehat{w}_{a, b}-w_{a, b}\right|<\epsilon$ with probability at least $1-\delta$.

From $\widehat{G}$ we construct the directed graph $T=(C, \widehat{E})$ so that $(a, b) \in \widehat{E} \Longleftrightarrow$ $\widehat{w}_{a, b} \geq 1 / 2$; if $\widehat{w}_{a, b}=\widehat{w}_{b, a}$ for some distinct candidates $a, b \in C$, we only retain one of the edges arbitrarily (this conundrum can be avoided by taking $c$ to be odd). In this way, $T$ will be a tournament, and as such, there exists a candidate $w$ which can reach every node in $T$ in at most 2 steps. Thus, for any $a \in C$ there exists some intermediate candidate $b \in C$ so that $|w b| \geq 1 / 2-\epsilon$ and $|b a| \geq 1 / 2-\epsilon$. As a result, Theorem 5.4.1 implies that the distortion of $w$ is upper-bounded by $4 /(1-2 \epsilon)+1 \leq 5+16 \epsilon$, for any $\epsilon \leq 1 / 4$. Finally, rescaling $\epsilon$ by a constant factor concludes the proof.

### 5.5.2 Approximating Plurality Matching

In light of Theorem 5.5.1, the main question that arises is whether we can asymptotically reach the optimal distortion bound of 3 . To this end, we will analyze a sampling approximation of PluralityMatching, a deterministic mechanism introduced by 131 that obtains the optimal distortion bound of 3 . To keep the exposition reasonably self-contained, we recall some basic facts about PluralityMatching.

Definition 5.5.4 ([131, Definition 5). For an election $\mathcal{E}=(V, C, \sigma)$ and a candidate $a \in C$, the integral domination graph of candidate $a$ is the bipartite graph $G(a)=\left(V, V, E_{a}\right)$, where $(i, j) \in E_{a}$ if and only if $a \succeq_{i} \operatorname{top}(j)$.

Proposition 5.5.5 ([131], Corollary 1). There exists a candidate $a \in C$ whose integral domination graph $G(a)$ admits a perfect matching.

Before we proceed let us first introduce some notation. For this subsection it will be convenient to use numerical values in the set $\{1,2, \ldots, m\}$ to represent the candidates. We let $\Pi_{j}=\sum_{i \in V} \mathbb{1}\{\operatorname{top}(i)=j\}$, i.e. the number of voters for which $j \in C$ is the top candidate. For candidate $j \in C$ we let $G(j)$ be the integral domination graph of $j$, and $M_{j}$ be a maximum matching in $G(j)$. In the sequel, it will be useful to "decompose" $M_{j}$ as follows. We consider the partition of $V$ into $V_{j}^{0}, V_{j}^{1}, \ldots, V_{j}^{m}$ such that $V_{j}^{k}=\left\{i \in V: M_{j}(i)=k\right\}$ for all $k \in[m]$, while $V_{j}^{0}$ represents the subset of voters which remained unmatched under $M_{j}$; see Figure 5.6.

Moreover, consider a set $\mathcal{S}=S_{j}^{0} \cup S_{j}^{1} \cup \cdots \cup S_{j}^{m}$ such that $S_{j}^{k} \subseteq V_{j}^{k}$ for all $k$; we also let $c=|\mathcal{S}|$, and $\Pi_{j}^{\prime}=c / n \times \Pi_{j}$. For now let us assume that $\Pi_{j}^{\prime} \in \mathbb{N}$ for all $j$. We let $G^{\mathcal{S}}(j)$ represent the induced subgraph of $G(j)$ w.r.t. the subset $\mathcal{S} \subseteq V$ and the new plurality scores $\Pi_{j}^{\prime}$. We start our analysis with the following observation:


Figure 5.6: An example of a matching decomposition in the integral domination graph of candidate 1 .

Observation 5.5.6. Assume that $\mathcal{S}$ is such that $\left|S_{j}^{k}\right| / c=\left|V_{j}^{k}\right| / n$ for all $k$. Then, if $M_{j}^{\mathcal{S}}$ represents the maximum matching in $G^{\mathcal{S}}(j)$, it follows that $\left|M_{j}^{\mathcal{S}}\right| / c=$ $\left|M_{j}\right| / n$.

Sketch of Proof. First, it is clear that $\left|M_{j}^{\mathcal{S}}\right| \geq \sum_{k=1}^{m}\left|S_{j}^{k}\right|=c / n \sum_{k=1}^{m}\left|V_{j}^{k}\right|=c / n \times$ $\left|M_{j}\right|$. Thus, it remains to show that $\left|M_{j}^{\mathcal{S}}\right| \leq c / n \times\left|M_{j}\right|$. Indeed, if we assume otherwise, we can infer via an exchange argument than $M_{j}$ is not a maximum matching.

Let us denote with $\Phi_{j}=M_{j} / n$; roughly speaking, we know from the work of Gkatzelis et al. [131] that $\Phi_{j}$ is a good indicator for the "quality" of candidate $j$. Importantly, Theorem 5.5.6 tells us that we can determine $\Phi_{j}$ in a much smaller graph, if only we had a sampling-decomposition that satisfied the "proportionality" condition of the claim. Of course, determining explicitly such a decomposition makes little sense given that we do not know the sets $V_{j}^{k}$, but the main observation is that we can approximately satisfy the condition of Theorem 55.5.6 through sampling. It should be noted that we previously assumed that $\Pi_{j}^{\prime} \in \mathbb{N}$, i.e., we ignored rounding errors. However, in the worst-case rounding errors can only induce an error of at most $m / c$ in the value of $\Phi_{j}$; thus, we remark that our subsequent selection of $c$ will be such that this error will be innocuous, in the sense that it will be subsumed by the "sampling error" (see Theorem 5.5.8). Before we proceed, recall that for $\mathbf{p}, \widehat{\mathbf{p}} \in \Delta([k])$,

$$
\mathrm{d}_{\mathrm{TV}}(\mathbf{p}, \widehat{\mathbf{p}}) \stackrel{\text { def }}{=} \sup _{S \subseteq[k]}|\mathbf{p}(S)-\widehat{\mathbf{p}}(S)|=\frac{1}{2}\|\mathbf{p}-\widehat{\mathbf{p}}\|_{1},
$$

where $\|\cdot\|_{1}$ represents the $\ell_{1}$ norm. In this context, we will use the following standard fact:

Lemma 5.5.7 ([60]). Consider a discrete distribution $\mathbf{p} \in \Delta([k])$ and let $\widehat{\mathbf{p}}$ be the empirical distribution derived from $N$ independent samples. For any $\epsilon>0$ and $\delta \in(0,1)$, if $N=\Theta\left((k+\log (1 / \delta)) / \epsilon^{2}\right)$ it follows that $\mathrm{d}_{\mathrm{TV}}(\mathbf{p}, \widehat{\mathbf{p}}) \leq \epsilon$ with probability at least $1-\delta$.

As a result, if we draw a set $\mathcal{S}$ with $|\mathcal{S}|=c=\Theta\left((m+\log (1 / \delta)) / \epsilon^{2}\right)$ samples (without replacement ${ }^{4}$ ) we can guarantee that

$$
\begin{aligned}
& \sum_{k=0}^{m}\left|\frac{\left|S_{j}^{k}\right|}{c}-\frac{\left|V_{j}^{k}\right|}{n}\right| \leq 2 \epsilon \\
& \sum_{k=1}^{m}\left|\frac{\widehat{\Pi}_{k}}{c}-\frac{\Pi_{k}}{n}\right| \leq 2 \epsilon
\end{aligned}
$$

where $S_{j}^{k}$ represents the subset of $\mathcal{S}$ which intersects $V_{j}^{k}$, and $\widehat{\Pi}_{k}$ is the empirical plurality score of candidate $k$. Thus, the following lemma follows directly from Theorem 5.5.6 and Theorem 5.5.7.
Lemma 5.5.8. Let $\widehat{\Phi}_{j}=\left|\widehat{M}_{j}\right| / c$, where $\widehat{M}_{j}$ is the maximum matching in the graph $G^{\mathcal{S}}(j)$. Then, if $|\mathcal{S}|=\Theta\left((m+\log (1 / \delta)) / \epsilon^{2}\right)$ for some $\epsilon, \delta \in(0,1)$, it follows that $(1-\epsilon) \Phi_{j} \leq \widehat{\Phi}_{j} \leq(1+\epsilon) \Phi_{j}$ with probability at least $1-\delta$.

Theorem 5.5.9. For any sufficiently small $\epsilon>0$ and $\delta>0$ there exists a mechanism that takes a sample of size $\Theta\left((m+\log (m / \delta)) / \epsilon^{2}\right)$ voters and yields distortion at most $3+\epsilon$ with probability at least $1-\delta$.

Proof. Fix some $\epsilon \in(0,1 / 4)$ and $\delta \in(0,1)$. If we draw $\Theta\left((m+\log (m / \delta)) / \epsilon^{2}\right)$ samples, Theorem 5.5.8 along with the union bound imply that $(1-\epsilon) \Phi_{j} \leq \Phi_{j} \leq$ $(1+\epsilon) \Phi_{j}$ for all $j \in[m]$, with probability at least $1-\delta$, where $\widehat{\Phi}_{j}$ is defined as in Theorem 5.5.8. Conditioned on the success of this event, let $w=\arg \max _{j \in C} \widehat{\Phi}_{j}$. Theorem 5.5.5 implies that there exists some candidate $x$ for which $\Phi_{x}=1$; hence, we know that $\widehat{\Phi}_{w} \geq \widehat{\Phi}_{x} \geq 1-\epsilon$, in turn implying that $\Phi_{w} \geq(1-\epsilon) /(1+\epsilon) \geq$ $1-2 \epsilon$ (Theorem 5.5.8). As a result, it follows that there exists a subset of voters $V^{\prime}$ for which there exists a perfect matching in the integral domination graph $G(w)$, with $\left|V^{\prime}\right| \geq n(1-4 \epsilon)$. Thus, it follows that for the subset of voters in $V^{\prime}$ candidate $w$ yields distortion at most 3 [131], and Theorem 5.4.3 leads to the desired conclusion.
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## 5.A Plurality Matching vs Minimax-LP

In this section, we compare the PluralityMatching mechanism of Gkatzelis et al. [131] with the instance-optimal mechanism, namely Minimax-LP; here, we tacitly posit that $\mathcal{P}=\sigma$, i.e. all the agents provide their entire rankings to the mechanism.

## 5.A. 1 Instance Optimality

The first question that arises is how far could the distortion of PluralityMatching be with respect to the instance-optimal candidate. To address this question, we commence with the following proposition:

Lemma 5.A. 1 (Lemma 6, [131). For any election $\mathcal{E}=(V, C, \sigma)$, a candidate $a \in C$ can be selected by PluralityMatching only if $\operatorname{plu}(a) \geq \operatorname{veto}(a)$.

With this lemma at hand, we consider an instance with $n=m$ voters $V=$ $\{1,2, \ldots, m\}$ and a set of $m$ candidates $C=\{a, \ldots\}$. We assume that for every voter $i \in[n-1], \sec (i)=a$, while the (single) top-preferences of all the voters $i \in[n-1]$ are assumed to be pairwise-distinct. Finally, the last voter places candidate $a$ in her last place, while her preferences are otherwise arbitrary. An example with four candidates $\{a, b, e, f\}$ corresponds to the following input:

- $b \succ_{1} a \succ_{1} e \succ_{1} f$;
- $f \succ_{2} a \succ_{2} b \succ_{2} e$;
- $e \succ_{3} a \succ_{3} f \succ_{3} b$;
- $b \succ_{4} f \succ_{4} e \succ_{4} a$.

In general, observe that for any candidate $b \in C \backslash\{a\}$, it follows that $|a b|=$ $n-2$. Further, we will use the following standard lemma:

Lemma 5.A.2. Consider two (distinct) candidates $a, b \in C$ such that $|a b| \geq \alpha n>$ 0 . Then,

$$
\frac{\operatorname{cost}(a)}{\cos t(b)} \leq \frac{2}{\alpha}-1 .
$$

This implies that the distortion of candidate $a$ is $1+\mathcal{O}(1 / m)$. However, given that $\operatorname{plu}(a)=0<1=\operatorname{veto}(a)$, we know from Theorem 5.A. 1 that $a$ cannot be selected by PluralityMatching. We will show that every other candidate yields distortion close to 3 . In particular, consider the metric space illustrated in Figure 5.7. It is easy to verify that the induced metric space is consistent with the given preferences. But, it follows that $\operatorname{cost}(a)=m$, while $\operatorname{cost}(b)=2+3(m-2)=$ $3 m-4$ for any $b \neq a$, implying that $\operatorname{cost}(b) / \operatorname{cost}(a)=3-\mathcal{O}(1 / m)$. As a result, we have arrived at the following conclusion:

Proposition 5.A.3. For any sufficiently small $\epsilon>0$ and $m=\mathcal{O}(1 / \epsilon)$ there is a profile of preferences $\sigma$ such that Minimax-LP yields distortion at most $1+\epsilon$, while PluralityMatching yields distortion at least $3-\epsilon$.


Figure 5.7: A metric space embedded on an unweighted and undirected graph; this example corresponds to $m=n=4$, but the pattern should be already clear.

## 5.A. 2 Decisive Metrics

Moreover, it is natural to compare these mechanisms in more refined metrics. Specifically, we espouse the $\alpha$-decisiveness assumption of Anshelevich and Postl [14], according to which $d\left(v_{i}, c_{p}\right) \leq \alpha \cdot d\left(v_{i}, c_{q}\right)$, where $p=\operatorname{top}(i)$ and $q=\sec (i)$, and $\alpha \in[0,1]$ some parameter; notice that the general case corresponds to $\alpha=1$, while for $\alpha=0$ every voter also serves as a candidate. The first observation is that this particular refinement can be addresses by simply incorporating some additional constraints in the linear program. More precisely, for a pair of distinct candidates $a, b$ this leads to the following linear program $\operatorname{Metric}^{\alpha}-\operatorname{LP}(a, b)$ :

$$
\begin{array}{lll}
\operatorname{maximize} & \sum_{i=1}^{n} x_{i, a} & \\
\text { subject to } & \sum_{i=1}^{n} x_{i, b}=1 ; & \\
& x_{i, \text { top }(i)} \leq \alpha \cdot x_{i, \sec (i)}, \forall i \in V ;  \tag{5.6}\\
& x_{i, p} \leq x_{i, q}, & \forall(p, q) \in \mathcal{P}_{i}, \forall i \in V ; \\
& x_{i, i}=0, & \forall i \in V \cup C ; \\
& x_{i, j}=x_{j, i}, & \forall i, j \in V \cup C ; \\
& x_{i, j} \leq x_{i, k}+x_{k, j}, & \forall i, j, k \in V \cup C .
\end{array}
$$

Here we have assumed that every agent $i$ provides her most preferred candidate top $(i)$, as well as her second most preferred candidate $\sec (i)$. Having solved the Metric ${ }^{\alpha}-\operatorname{LP}(a, b)$ 5.6) for every distinct pair of candidates $a, b$, we simply
select the candidate who minimizes the maximum cost obtained over all other candidates; this mechanism shall be referred to as the Minimax ${ }^{\alpha}$-LP. Similarly to Theorem 5.2.2, we can establish the following:

Proposition 5.A.4. For any given preferences $\mathcal{P}$ and any $\alpha \in[0,1]$ the $\operatorname{Minimax}^{\alpha}-$ LP rule is instance-optimal in terms of distortion under $\alpha$-decisive metrics.

We should point out that for $\alpha$-decisive metrics PluralityMatching always yields a candidate with distortion $2+\alpha$. Moreover, 131 showed a lower bound of $2+\alpha-2(1-\alpha) / m^{\prime}$ for deterministic mechanisms, where $m^{\prime}=2\lfloor m / 2\rfloor$; thus, they showed that their mechanism obtains the optimal distortion only when $m \rightarrow \infty$ or when $\alpha=1$, leaving a substantial gap.

We will show that Minimax ${ }^{\alpha}$-LP can substantially outperform PluralityMatching even for $\alpha$-decisive metrics with $\alpha$ close to 0 . Specifically, consider an election with 3 candidates and 2 voter ${ }^{[5}$ with the following preferences: $\sigma_{1}=a \succ b \succ e$, and $\sigma_{2}=$ $e \succ b \succ a$. For this election, $b$ could be returned by PluralityMatching [131]. However, we claim that $b$ yields distortion $2+\alpha$, while $a$ and $e$ have distortion $1+2 \alpha$. Indeed, we will show that candidate $a$ has always distortion upper-bounded by $1+2 \alpha$ (by symmetry, the same holds for $e$ ), while for candidate $b$ there exists a metric space for which $b$ yields distortion $2+\alpha$. Specifically, we have that $d\left(c_{a}, c_{b}\right) \leq d\left(v_{1}, c_{a}\right)+d\left(v_{1}, c_{b}\right) \leq(1+\alpha) d\left(v_{1}, c_{b}\right)$; thus, we obtain that

$$
\begin{gather*}
d\left(v_{1}, c_{a}\right) \leq \alpha d\left(v_{1}, c_{b}\right),  \tag{5.7}\\
d\left(v_{2}, c_{a}\right) \leq d\left(v_{2}, c_{b}\right)+d\left(c_{a}, c_{b}\right) \leq(1+\alpha) d\left(v_{1}, c_{b}\right)+d\left(v_{2}, c_{b}\right) . \tag{5.8}
\end{gather*}
$$

Summing these inequalities yields that $\operatorname{cost}(a) \leq(1+2 \alpha) d\left(v_{1}, c_{b}\right)+d\left(v_{2}, c_{b}\right) \leq$ $(1+2 \alpha) \operatorname{cost}(b)$. Similarly, we can prove that $\operatorname{cost}(a) \leq(1+2 \alpha) \operatorname{cost}(e)$. On the other hand, for candidate $b$, Gkatzelis et al. 131 considered the metric space of Figure 5.8.

Naturally, the distance between a pair of nodes is the corresponding shortest path in the graph. Thus, for this instance it follows that $\operatorname{cost}(e)=1$, while $\operatorname{cost}(b)=2+\alpha$, implying that the distortion of $b$ is $2+\alpha$. Thus, for $\alpha \rightarrow 0$ PluralityMatching loses a factor of 2 with respect to the optimal candidate, which would be identified by the Minimax ${ }^{\alpha}$-LP rule by virtue of Theorem 5.A.4.

Proposition 5.A.5. There exists a preference profile $\sigma$ such that Minimax ${ }^{\alpha}$-LP yields distortion $1+2 \alpha$, while PluralityMatching yields distortion at least $2+\alpha$ under $\alpha$-decisive metrics.

Nonetheless we should point out that PluralityMatching does not require knowing the value of parameter $\alpha$, unlike the instance-optimal mechanism.

[^23]

Figure 5.8: A metric space embedded on a graph.

## Chapter 6

## Dimensionality and Coordination in Voting: The Distortion of STV

The framework of distortion under metric preferences was first introduced a few years ago by Anshelevich et al. [18] (see also [20]). Specifically, they observed a lower bound of 3 for any deterministic mechanism, while they also showedamong others - that Copeland's method, a very popular voting system, always incurs distortion at most 5 , with the bound being tight for certain instances. This threshold was subsequently improved by Munagala and Wang [183], introducing a novel (deterministic) mechanism with distortion $2+\sqrt{5}$, while the same bound was independently obtained by Kempe [149] through an approach based on LP duality. The lower bound of 3 was only recently matched by PluralityMatching, a mechanism introduced by Gkatzelis, Halpern, and Shah [131. In Section 6.5 we investigate the performance of this mechanism under certain refinements and extensions, leveraging an important property established in [131 regarding the existence of a perfect fractional matching on a certain bipartite graph.

All of the aforementioned results apply under arbitrary metric spaces. Several special cases have also attracted attention in the literature. For one-dimensional spaces, Feldman et al. [104] establish several improved bounds, while a comprehensive characterization in a distributed setting was recently given by Filos-Ratsikas and Voudouris in [109]. Another notable refinement germane to our considerations in Section 6.5 was studied by Anshelevich and Postl [14] in the form of $\alpha$-decisiveness, imposing that voters support their top choices by a non-negligible margin. This condition has led to several refined upper and lower bounds; cf. see [131. The interested reader is referred to the concise survey of Anshelevich et al. [22] for detailed accounts on the rapidly growing literature on the subject. Moreover, for related research beyond the framework of distortion we refer to [128], and references therein.

The model we introduce in Section 6.4 is related to the seminal work of Branzei, Caragiannis, Morgenstern, and Procaccia [55] (see also the extensive follow-up work, such as [187]), viewing voting from the standpoint of price of anarchy (PoA). In particular, the authors study the discrepancy between the plurality scores under truthfulness, and under worst-case limit points of best-response dynamics. Instead, we argue that the utilitarian performance of a voting rule - in terms of distortion-offers a very compelling alternative to study this discrepancy, similarly to the original formulation of PoA in the context of routing games [155], while going beyond best-response dynamics is very much in line with the modern approach in the context of learning in games [69]. Finally, we stress that Question 2 has already received extensive attention in the literature (cf. see [56, 225] and references therein), but it was not addressed within the framework of (metric) distortion.

### 6.1 Contributions

Our first contribution is to relate the distortion of STV to the dimensionality of the underlying metric space. Specifically, our first insight is to employ the following fundamental concept from metric geometry $\square$

Definition 6.1.1 (Doubling Dimension). The doubling constant of a metric space ( $\mathcal{M}$, dist) is the least integer $\lambda \geq 1$ such that for all $x \in \mathcal{M}$ and for all $r>0$, every ball $\mathcal{B}(x, 2 r)$ can be covered by the union of at most $\lambda$ balls of the form $\mathcal{B}(s, r)$, where $s \in \mathcal{M}$; that is, there exists a subset $\mathcal{S} \subseteq \mathcal{M}$ with $|\mathcal{S}| \leq \lambda$ such that

$$
\begin{equation*}
\mathcal{B}(x, 2 r) \subseteq \bigcup_{s \in \mathcal{S}} \mathcal{B}(s, r) . \tag{6.1}
\end{equation*}
$$

The doubling dimension is then defined as $\operatorname{dim}(\mathcal{M}):=\log _{2} \lambda \int^{2}$
This concept generalizes the standard notion of dimension since $\operatorname{dim}\left(\mathbb{R}^{d}\right)=$ $\Theta(d)$ when $\mathbb{R}^{d}$ is endowed with the $\ell_{p}$ norm. Moreover, it is clear that for a finite metric space $(\mathcal{M}, \operatorname{dist}), \operatorname{dim}(\mathcal{M}) \leq \log _{2}|\mathcal{M}|$; for example, this is essentially tight for the high-dimensional metric of Figure 2.1. The concept of doubling dimension was introduced by Larman [159] and Assouad [26], and was first used in algorithm design by Clarkson [75] in the context of the nearest neighbors problem. Nevertheless, we are not aware of any prior characterization that leverages the doubling dimension in the realm of voting theory. In the sequel, it will be assumed that $(\mathcal{M}, \operatorname{dist}(\cdot, \cdot))$ stands for the metric space induced by the set of candidates and voters. In this context, our first main contribution is the following theorem:

[^24]Theorem 6.1.2. If $d$ is the doubling dimension of $\mathcal{M}$, then the distortion of STV is $O(d \log \log m)$.

For doubling metrics $\$^{3}$ this theorem already implies an exponential improvement in the distortion over the $\Omega(\sqrt{\log m})$ lower bound for general metrics. Moreover, it addresses as a special case Question 1.

Corollary 6.1.3. The distortion of STV under low-dimensional Euclidean spaces is $O(\log \log m)$.

To the best of our knowledge, this is the first result that relates the performance of any voting rule to the "intrinsic dimensionality" of the underlying metric space. It also corroborates the experimental findings of Elkind et al. [88] regarding the superiority of STV on the 2-dimensional Euclidean plane. More broadly, we suspect that our characterization applies for a wide range of iterative voting rules, to which STV serves as a canonical example. We should note that the $O(\log \log m)$ factor appears to be an artifact of our analysis. Indeed, we put forward the following conjecture:

Conjecture 6.1.4. If $d$ is the doubling dimension of $\mathcal{M}$, then the distortion of STV is $O(d)$.

Verifying this conjecture in light of our result might be of small practical importance, but nonetheless we believe that it can be established by extending our techniques. In fact, for one-dimensional spaces we actually confirm this conjecture, proving that the distortion of STV on the line is $O(1)$ in Theorem6.3.1. It should be noted, however, that the underlying phenomenon is inherently different once we turn our attention to higher-dimensional spaces. In addition, to complement our positive results we refine the lower bound of Skowron and Elkind [214], showing an $\Omega(\sqrt{d})$ lower bound, where $d$ represents the doubling dimension of the submetric induced by the set of candidates $\mathcal{M}_{C}$. Thus, it should be noted that there are still small gaps left to be bridged in future research.

Other Notions of Dimension. An important advantage of the doubling dimension is that it essentially subsumes other commonly-used notions of dimension. Most notably, Karger and Ruhl [146] have introduced a concept of dimension based on the growth rate of a (finite) metric space, and it is known ([139, Proposition 1.2]) that the doubling dimension can only be a factor of 4 larger than the growth rate of Karger and Ruhl. Moreover, a similar statement applies for the local density of an unweighted graph, another natural notion of volume that has been employed in the analysis of a graph's bandwidth [100].

High-Level Intuition. In this paragraph we briefly attempt to explain why the distortion of STV depends on the "covering dimension" of the underlying metric

[^25]space. First, we have to describe the technique developed by Skowron and Elkind [214]. Specifically, their method for deriving an upper bound for the distortion of an iterative voting rule consists of letting a substantial fraction of agents reside within close proximity to the optimal candidate, and then analyze how the support of these agents propagates throughout the evolution of the iterative process. More precisely, the overall distance covered immediately implies an upper bound on the distortion (see Theorem 6.2.2). The important observation is that the underlying dimension drastically affects this phenomenon. In particular, when a large fraction of agents lies in a low-dimensional ball supporting many different candidates, we can infer that their (currently) second most-preferred alternatives ought to be "close"-for most of the agents-by a covering argument (and the triangle inequality). This directly circumscribes the propagation of the support, as hinted in Figure 6.1b, juxtaposed to the phenomenon in high dimensions in Figure 6.1a, We stress that we shall make use of this basic skeleton developed by Skowron and Elkind [214]. We should also remark that we prove the $O(\log m)$ bound under general metrics through a simpler analysis (see Theorem6.3.3), which incidentally reveals a very clean recursive structure; this argument will be directly invoked for the proof of our main theorem.

(a) The propagation of the support in high dimensions.

(b) The propagation of the support in low dimensions.

Figure 6.1: The impact of the underlying dimension on STV.

The next theme of our work is motivated by the performance of STV, and in particular offers a preliminary answer to Question 2. Specifically, to formally address such questions we first propose a natural iterative model: In each day every agent has to select a single candidate, and at the end of the round agents are informed about the (plurality) scores of all the candidates (cf., see [49]). This process is repeated for sufficiently many days, and it is assumed that the candidate who
enjoyed the largest amount of support in the ultimate day will eventually prevail. Observe that in this scenario truthful engagement appears to be very unrealistic since agents would endeavor to adapt their support based on the popularity of each candidate; for example, it would make little sense to squander one's vote (at least towards the last stages) to an unpopular candidate. More broadly, there is an interesting nexus between distortion and stability, as we elaborate in Section 6.4, emphasizing on a connection with the notion of core in cooperative game theory (Theorem 6.4.2).

In this context, STV already suggests a particularly natural strategic engagement, improving exponentially over the outcome of the truthful dynamics. Yet, it yields super-constant distortion due to the greedy aspect of the induced dynamics. We address this issue by designing a simple and decentralized exploration/exploitation scheme:

Theorem 6.1.5. There exist simple, deterministic and distributed dynamics that converge to a candidate with $O(1)$ distortion.

We elaborate on the proposed dynamics, as well as on all the aforementioned issues in Section 6.4.

The final contribution of our work concerns refinements and extensions of prior results under metric preferences, providing new insights along two main lines. First, we study preference aggregation under ordinal information when agents and candidates are located in ultra-metric spaces, which is a strengthening of the standard metric assumption. This setting is mostly motivated by the fundamental bottleneck variant in facility location games, wherein the cost of a path between an agent and a server corresponds to the largest weight among the edges in the path, instead of their sum [125]; it should be noted that ultra-metrics also commonly arise in branches of mathematics such as metric geometry [1] and $p$-adic analysis 197. In this context, our main observation is that the PluralityMatching mechanism of Gkatzelis, Halpern, and Shah [131] always obtains distortion 2, which incidentally is the provable lower bound for any deterministic mechanism. It is particularly interesting that the optimal mechanism under metric spaces retains its optimality under an important refinement, illustrating the robustness of PluralityMatching.

We also study the performance of PluralityMatching under distance functions that satisfy a $\rho$-relaxed triangle inequality. This consideration is directly driven by the fact that many well-studied and commonly-arising distances are only approximately metrics (most notably, the squared Euclidean distance is a 2approximate metric), but we believe that there is another concrete reason. Most research in the realm of distortion has thus far been divided between the metric case and the unit-sum case, with these two lines of research being largely disconnected. Studying approximate metrics serves as an attempt to bridge this gap. In this context, we prove a lower bound of $\rho^{2}+\rho+1$, while PluralityMatching incurs distortion at most $2 \rho^{2}+\rho$, thus leaving a small gap for future research. No-
tice that for the special case $\rho:=1$ this recovers the result of Gkatzelis, Halpern, and Shah 131 .

### 6.2 Preliminaries

A metric space is a pair $(\mathcal{M}, \operatorname{dist}(\cdot, \cdot))$, where $\operatorname{dist}: \mathcal{M} \times \mathcal{M} \mapsto \mathbb{R}$ is a metric on $\mathcal{M}$, i.e., (i) $\forall x, y \in \mathcal{M}$, $\operatorname{dist}(x, y)=0 \Longleftrightarrow x=y$ (identity of indiscernibles), (ii) $\forall x, y \in \mathcal{M}$, $\operatorname{dist}(x, y)=\operatorname{dist}(y, x)$ (symmetry), and (iii) $\forall x, y, z \in$ $\mathcal{M}, \operatorname{dist}(x, y) \leq \operatorname{dist}(x, z)+\operatorname{dist}(z, y)$ (triangle inequality). Now consider a set of $n$ voters $V=\{1,2, \ldots, n\}$, and a set of $m$ candidates $C$; we will reference candidates with lowercase letters such as $a, b, w, x$. Voters and candidates are associated with points in a finite metric space ( $\mathcal{M}$, dist), while it is assumed that $\mathcal{M}$ is the (finite) set induced by the set of voters and candidates. The goal is to select a candidate $x$ who minimizes the social cost: $\mathrm{SC}(x)=\sum_{i=1}^{n} \operatorname{dist}(i, x)$. This task would be trivial if we had access to the agents' distances from all the candidates. However, in the metric distortion framework every agent $i$ provides only a ranking (a total order) $\sigma_{i}$ over the points in $C$ according to the order of $i$ 's distances from the candidates, with ties broken arbitrarily. We also define $\sigma:=\left(\sigma_{1}, \ldots, \sigma_{n}\right)$, while we will sometimes use top $(i)$ to represent $i$ 's most preferred alternative.

A deterministic social choice rule is a function that maps an election in the form of a 3 -tuple $\mathcal{E}=(V, C, \sigma)$ to a single candidate $a \in C$. We will measure the performance of $f$ for a given input of preferences $\sigma$ in terms of its distortion; namely, the worst-case approximation ratio it provides with respect to the social cost:

$$
\begin{equation*}
\operatorname{distortion}(f ; \sigma)=\sup \frac{\mathrm{SC}(f(\sigma))}{\min _{a \in C} \mathrm{SC}(a)}, \tag{6.2}
\end{equation*}
$$

where the supremum is taken over all metrics consistent with the voting profile. The distortion of a social choice rule $f$ is the maximum of $\operatorname{distortion}(f ; \sigma)$ over all possible input preferences $\sigma$. To put it differently, once the mechanism selects a candidate (or a distribution over candidates if the social choice rule is randomized) an adversary can select any metric space subject to being consistent with the input preferences. These definitions naturally apply for refinements and extensions studied in the present work.

We define the open ball on the metric space ( $\mathcal{M}$, dist) with center $x \in \mathcal{M}$ and radius $r>0$ as $\mathcal{B}(x, r):=\{z \in \mathcal{M}: \operatorname{dist}(z, x)<r\}$. An alternative definition for the doubling dimension considers the diameter of subsets, instead of the radius of balls; that is, the doubling constant is the smallest value of $\lambda$ such that every subset of $\mathcal{M}$ can be covered by at most $\lambda$ subsets of (at most) half the diameter. According to this definition, for any submetric $\mathcal{X} \subseteq \mathcal{M}$ it follows that $\operatorname{dim}(\mathcal{X}) \leq \operatorname{dim}(\mathcal{M})$. Nonetheless, it will be convenient to work with the initial notion (Theorem 6.1.1) since switching between the two definitions can only affect the dimension by at
most a factor of 2 (see [139]). The following standard covering lemma will be useful for the analysis of STV in doubling metrics.

Lemma 6.2.1. Consider a metric space ( $\mathcal{M}$, dist) with doubling constant $\lambda \geq 1$. Then, for any $x \in \mathcal{M}$ and $r>0$, the ball $\mathcal{B}(x, r)$ can be covered by at most $\lambda^{\lceil\log (r / \epsilon)\rceil}$ balls of radius at most $\epsilon$.

Proof. If we apply apply Theorem 6.1.1 successively we can conclude that any ball of radius $r$ can be covered by at most $\lambda^{i}$ balls of radius $r / 2^{i}$. Thus, taking $i:=\lceil\log (r / \epsilon)\rceil$ leads to the desired conclusion.

It should be noted that (when unspecified) the $\log (\cdot)$ will always be implied to the base 2 . We conclude this section with a useful lemma observed by Skowron and Elkind [214], which will be used for analyzing iterative voting rules.

Lemma 6.2.2 ([214]). Consider two distinct candidates $a, b \in C$. If $r:=\operatorname{dist}(a, b) / h$ for some parameter $h>0$, and at most $\gamma n$ agents reside in $\mathcal{B}(a, r)$ for some $\gamma \in[0,1)$, then

$$
\begin{equation*}
\frac{\mathrm{SC}(b)}{\mathrm{SC}(a)} \leq 1+\frac{h}{1-\gamma} \tag{6.3}
\end{equation*}
$$

Proof. The triangle inequality implies that

$$
\begin{aligned}
\frac{\mathrm{SC}(b)}{\mathrm{SC}(a)}=\frac{\sum_{i \in V} \operatorname{dist}(i, b)}{\sum_{i \in V} \operatorname{dist}(i, a)} & \leq \frac{\sum_{i \in V}(\operatorname{dist}(i, a)+\operatorname{dist}(a, b))}{\sum_{i \in V} \operatorname{dist}(i, a)} \\
& =1+n \frac{\operatorname{dist}(a, b)}{\sum_{i \in V} \operatorname{dist}(i, a)} \\
& \leq 1+\frac{\operatorname{dist}(a, b)}{(1-\gamma) r} \\
& =1+\frac{h}{1-\gamma} .
\end{aligned}
$$

### 6.3 STV in Doubling Metrics

### 6.3.1 STV on the Line

As a warm-up, we will analyze the performance of STV on the line. In particular, the purpose of this subsection is to establish the following result:

Theorem 6.3.1. The distortion of STV on the line is at most 15.

Before we proceed with the proof of this theorem a few remarks are in order. First of all, we did not pursue optimizing the constant in the theorem, although this might be an interesting avenue for future research. It should also be noted that Theorem 6.3.1 already implies a stark separation between STV and Plurality, as the latter is known to admit a one-dimensional $\Omega(m)$ lower bound (recall Table 2.1.

Proof of Theorem 6.3.1. Let $w \in C$ be the winner of STV under some (fixed) sequence of eliminations, and $x \in C$ be the candidate who minimizes the social cost. In the sequel it will be assumed that $\operatorname{dist}(x, w)>0$; in the contrary case the theorem follows trivially. Moreover, we let $r:=d(x, w) / 7$, and we consider a sequence of balls $\left\{\mathcal{B}_{i}\right\}_{i=1}^{4}$ so that every ball $\mathcal{B}_{i}$ has center at $x$ and radius $(2 i-1) \times r$, for $i=1,2,3,4$. We will show that at most half of the voters could reside in $\mathcal{B}_{1}$.

For the sake of contradiction, let us assume that at least a $\gamma>1 / 2$ fraction of the voters are in $\mathcal{B}_{1} ;$ that is, $\sum_{i \in V} \mathbb{1}\left\{i \in \mathcal{B}_{1}\right\}=\gamma n>n / 2$. First, we will argue that at the time the last candidate in $\mathcal{B}_{i}$ gets eliminated there is always a candidate located in $\mathcal{B}_{i+1} \backslash \mathcal{B}_{i}$. Indeed, in the contrary case we can deduce that the last candidate to be eliminated from $\mathcal{B}_{i}$ would receive the support of all the voters in $\mathcal{B}_{1}$, which is a contradiction since by construction all the candidates in $\mathcal{B}_{4}$ have to be eliminated (this follows given that $w \notin \mathcal{B}_{4}$ ). Now consider the stage of STV just before the last candidate from $\mathcal{B}_{1}$ was eliminated; observe that this is well-defined as $\mathcal{B}_{1}$ initially contains at least one candidate, namely $x \in C$. Let us denote with $a^{\ell}, a^{r} \in C$ the leftmost and the rightmost (respectively) nearest active candidates from $\mathcal{B}_{1}$ - which are not in $\mathcal{B}_{1}$. We shall distinguish between two cases:

Case I. $a^{\ell} \in \mathcal{B}_{2} \backslash \mathcal{B}_{1}$ and $a^{r} \in \mathcal{B}_{2} \backslash \mathcal{B}_{1}$. Following the elimination of the last candidate from $\mathcal{B}_{1}$ every voter in $\mathcal{B}_{1}$ will support either $a^{\ell}$ or $a^{r}$. Thus, (by the pigeonhole principle) we can conclude that one of these two candidates accumulates at least $n / 4$ supporters in the round following the elimination of the last candidate from $\mathcal{B}_{1}$. Let us assume without any loss of generality that this candidate is $a^{\ell}$. It is important to point out that the support of a candidate can only grow throughout the execution of STV, until elimination. Now consider the stage just before $a^{\ell}$ gets eliminated. We previously argued that there exists a candidate $y \in \mathcal{B}_{4} \backslash \mathcal{B}_{3}$ that has to remain active after the elimination of $a^{\ell}$. This implies that $y$ received at least $n / 4$ votes at this particular stage - just before the elimination of $a^{\ell}$. However, observe that none of the supporters of $y$ can derive from $\mathcal{B}_{1}$ since for every voter in $\mathcal{B}_{1}$ candidate $a^{\ell}$ is (strictly) superior to $y$. Moreover, the eventual winner $w$ should also have at least $n / 4$ supporters at this stage in order to qualify for the next round, but the supporters of $w$ are certainly not from $\mathcal{B}_{1}$, and are also different from the supporters of $y$. This follows since both are active at this stage and $y \neq w$, implied by the fact that $d(x, y)<7 r \leq d(x, w)$. As a result, we have concluded that the total number of voters is strictly more than $n$, which is an obvious contradiction.

Case II. Only one of the candidates $a^{\ell}$ and $a^{r}$ resides in $\mathcal{B}_{2} \backslash \mathcal{B}_{1}$. Notice that our previous argument implies that at least one of the two should be in $\mathcal{B}_{2} \backslash \mathcal{B}_{1}$, and hence, there is indeed no other case to consider. Let us assume without any
loss of generality that the candidate in $\mathcal{B}_{2} \backslash \mathcal{B}_{1}$ is $a^{\ell}$. Observe that just before the last candidate from $\mathcal{B}_{1}$ gets eliminated every voter in $\mathcal{B}_{1}$ either supports the candidate in $\mathcal{B}_{1}$ or candidate $a^{\ell}$. Moreover, we have argued that there are at least 5 remaining candidates. Thus, we can infer that the last candidate from $\mathcal{B}_{1}$ received at most $20 \%$ of the votes at the round of elimination, in turn implying that $a^{\ell}$ enjoyed the support of at least $30 \%$ of the voters. Consequently, we can easily reach a contradiction similarly to the previously considered case.


Figure 6.2: An illustration of our argument for Theorem 6.3.1.

As a result, we have established that $\gamma \leq 1 / 2$, where recall that $\gamma$ represents the fraction of agents in $\mathcal{B}_{1}$, and the theorem follows by Theorem 6.2.2.

### 6.3.2 Main Result

Moving on to the main result of this section, we will prove the following theorem:

Theorem 6.3.2. If $d$ is the doubling dimension of $\mathcal{M}$, then the distortion of STV is $O(d \log \log m)$.

Before we proceed with the proof of this theorem, let us first present an analysis for general metric spaces. Our argument will uncover the same bound $O(\log m)$ in terms of distortion, as in [214], but it is considerably simpler, and it will also be used in the proof of Theorem 6.3.2.

Theorem 6.3.3. The distortion of STV is $O(\log m)$.
Proof. Let $w \in C$ be the winner of STV under some sequence of eliminations, and $x \in C$ be the candidate who minimizes the social cost. Moreover, let $r:=$ $\operatorname{dist}(x, w) /\left(4 \mathcal{H}_{m}+2\right)$, where $\mathcal{H}_{m}$ denotes the $m$-th harmonic number. If $V_{1}$ represents the subset of voters in $\mathcal{B}(x, r)$ and $\gamma:=\left|V_{1}\right| / n$, we will show that $\gamma \leq 1 / 2$. Then, our claim will follow from Theorem 6.2.2.

For the sake of contradiction, let us assume that $\gamma>1 / 2$. We will establish that no voter in $V_{1}$ will support candidate $w$ at any stage of STV, which is an obvious contradiction since $\gamma>1 / 2$ and $w$ was assumed to be the winner. In particular, let $\bar{D}^{(t)}$ be defined as follows:

$$
\begin{equation*}
\bar{D}^{(t)}:=\frac{1}{\gamma n} \sum_{i \in V_{1}} \operatorname{dist}(x, \operatorname{top}(i ; t)) \tag{6.4}
\end{equation*}
$$

where $\operatorname{top}(i ; t)$ represents the most preferred (active) candidate for voter $i$ after round $t=1, \ldots, m-1$. The quantity $\bar{D}^{(0)}$ is also defined as in Equation 6.4, assuming that $\operatorname{top}(i ; 0):=\operatorname{top}(i)$. Thus, observe that the triangle inequality yields that

$$
\begin{equation*}
\bar{D}^{(0)} \leq \frac{1}{\gamma n} \sum_{i \in V_{1}}(\operatorname{dist}(x, i)+\operatorname{dist}(i, \operatorname{top}(i))<2 r . \tag{6.5}
\end{equation*}
$$

Moreover, we claim that if a voter $i$ supports a candidate $a$ at round $t$, then $\operatorname{dist}(x, a) \leq \bar{D}^{(t-1)}+2 r$. Indeed, we will show the following: If two voters $i, j$ in $\mathcal{B}(x, r)$ support two candidates $a, b$ respectively, then it follows that $\operatorname{dist}(x, a) \leq$ dist $(x, b)+2 r$. In particular, successive applications of the triangle inequality yield that $\operatorname{dist}(i, a) \leq \operatorname{dist}(i, b) \leq \operatorname{dist}(x, i)+\operatorname{dist}(x, b) \leq r+\operatorname{dist}(x, b)$, while $\operatorname{dist}(i, a) \geq \operatorname{dist}(x, a)-\operatorname{dist}(x, i) \geq \operatorname{dist}(x, a)-r$, in turn implying that

$$
\begin{equation*}
\operatorname{dist}(x, a) \leq \operatorname{dist}(x, b)+2 r . \tag{6.6}
\end{equation*}
$$

By symmetry, it also follows that $\operatorname{dist}(x, b) \leq \operatorname{dist}(x, a)+2 r$. Next, we will (inductively) establish that the quantity $\bar{D}^{(m-2)}$ is strictly less than $4 \mathcal{H}_{m} \times r$. Indeed, first note that under the invariance $\bar{D}^{(t)}<4 \mathcal{H}_{m} \times r$ the voters in $\mathcal{B}(x, r)$ support at least two distinct candidates; otherwise, the unique supported candidate $a$ would prevail since $\gamma>1 / 2$, which in turn is a contradiction given that $\operatorname{dist}(x, w)>\bar{D}^{(t)}+2 r \Longrightarrow a \neq w$. Next, observe that at round $t=1, \ldots, m-1$ at most $n /(m-t+1)$ agents alter their support. This follows since there are exactly $m-t+1$ candidates, while STV eliminates the one who enjoys the least amount of support. Moreover, all the agents who recast their support will end up coalescing with a candidate whose distance from $x$ increases by at most a $2 r$ additive factor-compared to the previously supported alternative; this follows by the bound of Equation (6.6), and the fact that there is indeed another candidate supported by voters in $\overline{\mathcal{B}}(x, r)$ in round $t$ (as we previously argued). As a result, we have shown the following recursive structure:

$$
\begin{equation*}
\bar{D}^{(t)} \leq \bar{D}^{(t-1)}+\frac{1}{\gamma} \frac{2 r}{m-t+1} \leq \bar{D}^{(t-1)}+\frac{4 r}{m-t+1}, \tag{6.7}
\end{equation*}
$$

for all $t=1, \ldots, m-2$. This verifies the assertion that $\bar{D}^{(m-2)}<4 \mathcal{H}_{m} \times r$. Thus, in the ultimate round of STV more than half the voters support a candidate $a$ for which $\operatorname{dist}(a, x)<2 r+4 r \times \mathcal{H}_{m}$, which is a contradiction since $\operatorname{dist}(x, w)=$ $2 r \times\left(2 \mathcal{H}_{m}+1\right)$.

Next, we provide the proof of Theorem 6.3.2. In particular, the main technical challenge of the analysis lies in maintaining the appropriate invariance during STV. We address this with a simple trick, essentially identifying a subset of the domain with a sufficient degree of regularity. We should also note that the second part of the proof makes use of the technique devised by Skowron and Elkind [214].

Proof of Theorem 6.3.2. As before, let $w \in C$ be the winner of STV under some sequence of eliminations, and $x \in C$ be the candidate who minimizes the social cost. Moreover, let $r:=\operatorname{dist}(x, w) /(4 h+7)$, where $h$ is defined as $h:=1+$ $\left\lceil\log _{2}\left(6 \lambda^{\log \mathcal{H}_{m}+1}\right)\right\rceil=\Theta(d \log \log m)$. If $\gamma$ represents the fraction of the voters in $\mathcal{B}(x, r)$, we will establish that $\gamma \leq 2 / 3$.

For the sake of contradiction, let us assume that $\gamma>2 / 3$. Our argument will characterize the propagation of the support of the voters in $\mathcal{B}(x, r)$. In particular, we proceed in the following two phases:

Phase I. Our high-level strategy is to essentially employ the argument in the proof of Theorem 6.3.3, but not for the entire set of voters in $\mathcal{B}(x, r)$. Instead, we will establish the existence of a set with a helpful invariance, which still contains most of the voters. More precisely, we first consider a covering $\left\{\mathcal{B}\left(z_{j}, r_{j}\right)\right\}_{j=1}^{\mu}$ of the ball $\mathcal{B}(x, r)$, where the radius of every ball is at most $\epsilon \times r$ for some parameter $\epsilon \in(0,1)$. The balls that do not contain any voter may be discarded for the following argument. We let $\mathcal{S}^{(0)}$ be the union of these balls. We know from Theorem 6.2 .1 that $\mu=\mu(\epsilon ; \lambda) \leq \lambda^{\log (1 / \epsilon)+1}$. For Phase I we assume that more than $M$ candidates remain active in STV, where $M:=6 \mu$, while $\epsilon:=1 / \mathcal{H}_{m}$.

Let us consider a round $t=1, \ldots, m-M$ of STV. In particular, let $a \in C$ be the candidate who is eliminated at round $t$. Observe that if $a$ is not supported by any voter residing in $\mathcal{B}(x, r)$, the support of these agents remains invariant under round $t$. Thus, let us focus on the contrary case. Specifically, if there exists a ball in the covering which contains exclusively supporters of candidate $a$, we shall remove every such ball from the current covering, updating analogously the set $\mathcal{S}^{(t)}$. Given that we are at round $t$, we can infer that the number of such supporters is at most $n /(m-t+1)<n / M$. Thus, since we can only remove $\mu$ balls from the initial covering, it follows that the set $\mathcal{S}:=\mathcal{S}^{(t)}$ with $t=m-M$ contains strictly more than $2 n / 3-n \mu / M=n / 2$ voters.

Next, we will argue about the propagation of the support for the voters in $\mathcal{S}$ during the first $m-M$ rounds of STV. By construction of the set $\mathcal{S}$, we have guaranteed the following invariance: Whenever a candidate $a$ supported by voters in $\mathcal{S}$ gets eliminated, every supporter of $a$ from $\mathcal{S}$ lies within a ball of radius at most $\epsilon$ with agents championing a different candidate. Now, let us define $\bar{D}^{(t)}$ as follows:

$$
\begin{equation*}
\bar{D}^{(t)}:=\frac{1}{\gamma^{\prime} n} \sum_{i \in \mathcal{S}} \operatorname{dist}(i, \operatorname{top}(i ; t)), \tag{6.8}
\end{equation*}
$$

where $\gamma^{\prime}$ represents the fraction of the voters residing in $\mathcal{S}$. Note that $\bar{D}^{(t)}$ is defined slightly differently than in the proof of Theorem 6.3.3. Consider two voters $i, j$ supporting two candidates $a, b$ respectively. We will show that $\operatorname{dist}(i, b) \leq$ $\operatorname{dist}(i, a)+2 \operatorname{dist}(i, j)$, and similarly, $\operatorname{dist}(j, a) \leq \operatorname{dist}(j, b)+2 \operatorname{dist}(i, j)$. Indeed, successive applications of the triangle inequality imply that

$$
\begin{aligned}
\operatorname{dist}(i, b) & \leq \operatorname{dist}(i, j)+\operatorname{dist}(j, b) \\
& \leq \operatorname{dist}(i, j)+\operatorname{dist}(j, a) \\
& \leq \operatorname{dist}(i, j)+\operatorname{dist}(j, i)+\operatorname{dist}(i, a) \\
& =\operatorname{dist}(i, a)+2 \operatorname{dist}(i, j)
\end{aligned}
$$

Thus, if the voters $i$ and $j$ happen to reside within a ball of radius at most $\epsilon$, we can infer that $\operatorname{dist}(i, b) \leq \operatorname{dist}(i, a)+4 \epsilon$. As a result, by the recursive argument of Theorem 6.3.3 we can conclude that

$$
\begin{equation*}
\bar{D}^{(t)} \leq \bar{D}^{(t-1)}+\frac{1}{\gamma^{\prime}} \frac{4 \epsilon r}{m-t+1} \leq \bar{D}^{(t-1)}+\frac{8 \epsilon r}{m-t+1} \tag{6.9}
\end{equation*}
$$

in turn implying that

$$
\begin{equation*}
\bar{D}^{(m-M)} \leq 8(\epsilon r) \mathcal{H}_{m} \tag{6.10}
\end{equation*}
$$

Consequently, we have essentially shown that the propagation of the support is "decelerated" by a factor of $\epsilon$. In particular, for $\epsilon=1 / \mathcal{H}_{m}$ this implies that during the first phase the agents in $\mathcal{S}$ support candidates within $O(1) \times r$ distance from candidate $x$.

Phase II. At the beginning of the second phase there are $M$ remaining candidates. Let us denote with $\mathcal{B}_{j}:=\mathcal{B}(x,(2 j-1) \times r)$. In this phase we will argue about the entire set of voters in $\mathcal{B}(x, r)$. Let $m_{1} \leq M$ be the number of candidates supported by voters in $\mathcal{B}(x, r)$ at the beginning of the second phase. Our previous argument implies that every such candidate will reside in $\mathcal{B}_{7}$; this follows directly by applying the triangle inequality. Let us denote with $m_{j}$ the number of candidates residing outside $\mathcal{B}_{4+2 j}$ for $j \geq 2$ at the round the last candidate from $\mathcal{B}_{3+2 j}$ gets eliminated.

By the pigeonhole principle, we can infer that there exists a candidate $a$ in $\mathcal{B}_{7}$ who enjoys the support of at least $\gamma n / m_{1}$ voters. Moreover, observe that the triangle inequality implies that no voter will support a candidate outside $\mathcal{B}_{8}$ as long as candidate $a$ remains active. Thus, at the round $a$ gets eliminated we can deduce that $(1-\gamma) n / m_{2} \geq \gamma n / m_{1} \Longleftrightarrow m_{2} \leq m_{1} \times(1-\gamma) / \gamma$, where we used that the number of candidates in every subset can only decrease during STV. Inductively, we can infer that

$$
\begin{equation*}
m_{h} \leq\left(\frac{1-\gamma}{\gamma}\right)^{h-1} m_{1}<\left(\frac{1}{2}\right)^{h-1} M \leq 1 \tag{6.11}
\end{equation*}
$$

for $h=\left\lceil\log _{2} M\right\rceil+1$, where we used that $\gamma>2 / 3$. This implies that the winner of STV should lie within $B_{4+2 h}$, i.e. $\operatorname{dist}(x, w) / r<4 h+7$, which is a contradiction since $\operatorname{dist}(x, w)=(4 h+7) \times r$. Thus, the theorem follows directly from Theorem 6.2.2.

### 6.3.3 The Lower Bound

In this subsection we refine the $\Omega(\sqrt{\log m})$ lower bound of Skowron and Elkind [214, Theorem 4] based on the doubling dimension of the submetric induced by the set of candidates $\mathcal{M}_{C}$. In particular, we will establish the following theorem:

Theorem 6.3.4 (Lower Bound for STV). For any $\lambda \geq 2$ there exists a metric space induced by the set of candidates $\left(\mathcal{M}_{C}\right.$, dist), with $d=\Theta(\log \lambda)$ being the doubling dimension of $\mathcal{M}_{C}$, and a voting profile such that the distortion of STV is $\Omega(\sqrt{d})$.

For the proof, we consider first a tree $\mathcal{T}$ with $\lambda$ number of leaves; it will be assumed that $\lambda$ is such that $\lambda=a_{i}$ for some $i \in \mathbb{N}$, where $\left\{a_{i}\right\}_{i \in \mathbb{N}}$ is a sequence such that $a_{1}=2$ and $a_{i+1}=2\left(a_{i}+1\right)$ for $i \geq 1$. Notice that if this is not the case we can always select the maximal $\lambda^{\prime}$ smaller than $\lambda$ that satisfies this property; given that $\lambda^{\prime}=\Theta(\lambda)$ this would not affect the conclusion (up to constant factors). Then, the next (or first) layer will consist of nodes which are parents of leaves, and in particular, every node in layer 1 will be parent to exactly 2 (mutually distinct) leaves, and we will say that the branching factor is $b_{1}:=$ 2. This construction is continued iteratively until we reach the root, with the branching factor of layer $i>1$ satisfying $b_{i+1}=2\left(b_{i}+1\right)$; the first two layers of this construction are illustrated in Figure 6.3. Observe that by construction the branching factor increases exponentially fast. Moreover, the number of nodes in the $i$-th layer is $m_{i}=m_{i-1} / b_{i}$, with $m_{0}:=\lambda$. Now let $h$ be the height of the induced tree. We can infer that

$$
\begin{equation*}
m_{h}=\frac{m_{h-1}}{b_{h}}=\frac{\lambda}{\prod_{i=1}^{h} b_{i}} \geq \frac{\lambda}{\prod_{i=1}^{h} 4^{i}}=\frac{\lambda}{4^{\sum_{i=1}^{h} i}}=\frac{\lambda}{2^{h(h+1)}}, \tag{6.12}
\end{equation*}
$$

where we used that $b_{i+1} \leq 4 b_{i}$. Thus, since $m_{h}=1$, it follows that $h=\Omega\left(\sqrt{\log _{2} \lambda}\right)$. Finally, we incorporate a node which is connected via edges to all the leaves. Then, the distance between two nodes is defined as the length of the shortest path in the induced unweighted graph. The metric space we introduced will be henceforth represented as $\left(\mathcal{M}_{C}\right.$, dist $)$.

Claim 6.3.5. The doubling dimension of the metric space $\left(\mathcal{M}_{C}\right.$, dist) is $\Theta(\log \lambda)$.
Proof. It is easy to see that the doubling constant of the metric space ( $\mathcal{M}_{C}$, dist) is at least $\lambda$. Thus, the claim follows since $\left|\mathcal{M}_{C}\right| \leq 2 \lambda$ and $\operatorname{dim}\left(\mathcal{M}_{C}\right) \leq \log _{2}\left|\mathcal{M}_{C}\right|$.

The Voting Instance. We assume that voters and candidates are mapped to points on the metric space $\left(\mathcal{M}_{C}\right.$, dist). In particular, for every point $x \in \mathcal{T}$ we assign a (distinct) candidate, while every remaining candidate will be allocated to the point connected to all the leaves. In this way, $\left(\mathcal{M}_{C}\right.$, dist) is indeed the metric space induced by the set of candidates. We will let $x \in C$ be a candidate located


Figure 6.3: A 2-layer instance of the tree $\mathcal{T}$ employed for the lower bound in Theorem 6.3.4.
to the point connected to all the leaves, and $w \in C$ be the candidate at the root of $\mathcal{T}$. Moreover, for a layer $i$ of $\mathcal{T}$ we place $\nu_{i}$ number of voters at each point of the layer, such that $\nu_{0}=1$ and $\nu_{i+1}=\left(b_{i}+1\right) \nu_{i}$ for all $i \geq 0$ (here we tacitly assume that $b_{0}=0$ ); no voters are collocated with candidate $x$.

Claim 6.3.6. There exists an elimination sequence such that $w \in C$ is the winner of STV.

Proof. Given that $\nu_{i+1}=\left(b_{i}+1\right) \nu_{i}$ we can inductively infer that there exists an elimination sequence such that every candidate in layer $i$ is eliminated before any candidate in the layer $i+1$, while every candidate collocated with $x$ will be eliminated before any candidate in $\mathcal{T}$. This concludes the proof.

Claim 6.3.7. $\mathrm{SC}(w) / \mathrm{SC}(x)=\Omega(h)$.
Proof. Let $n_{i}$ be the total number of agents residing in the $i$-th layer of the tree $\mathcal{T}$. We will show that $n_{i+1}=n_{i} / 2$, for all $i=0,1, \ldots, h-1$. Indeed, for $i \geq 0$ it follows that $n_{i+1}=\nu_{i+1} m_{i+1}=\left(b_{i}+1\right) \nu_{i} m_{i+1}=n_{i}\left(b_{i}+1\right) / b_{i+1}=n_{i} / 2$, where we used that $m_{i}=m_{i-1} / b_{i}$ and $b_{i+1}=2\left(b_{i}+1\right)$. As a result, it follows that $\mathrm{SC}(w) \geq n_{0} \times h$, while it is easy to show that $\mathrm{SC}(x) \leq 4 n_{0}$, concluding the proof.

Proof of Theorem 6.3.4. The lower bound follows by directly applying and combining Theorem 6.3.5. Theorem 6.3.6, and Theorem 6.3.7.

Notice that this theorem implies as a special case the $\Omega(\sqrt{\log m})$ lower bound for general metrics, which only applies when the metric ( $\mathcal{M}_{C}$, dist) is near-uniform.

Remark 6.3.8. It is not difficult to show that the distortion of STV is always $O(\Delta)$, where $\Delta$ represents the aspect ratio of $\mathcal{M}_{C}$-the ratio between the largest (pairwise) distance to the smallest distance in $\mathcal{M}_{C}$. In fact, this bound is tightup to constant factors-for certain instances, as implied by the construction in Theorem 6.3.4.

### 6.4 Coordination Dynamics

In this section we explore the degree to which natural and distributed learning dynamics can converge to social choices with near-optimal distortion. We should point out that there is a concrete connection between such considerations and the results of the previous section, which will be revealed in detail very shortly. First, let us commence with the following observation:

Observation 6.4.1. Consider a voting instance under a metric space so that some candidate $a \in C$ has distortion at least $\mathfrak{D}_{4}^{4}$ Then, there exists a candidate $x \neq a$ and subset $W \subseteq V$ such that

1. Every agent in $W$ strictly prefers $x$ to $a$;
2. $|W| / n \geq 1-2 /(\mathfrak{D}+1)$.

This statement essentially tells us that candidates with large distortion are inherently unstable, in the sense that there will exist a large "coalition" of voters that strictly prefer a different outcome. Interestingly, this observation implies a connection between (metric) distortion and the notion of core in cooperative game theory. To be more precise, we will say that a set of coalitions $\mathcal{W}$ is $\alpha$-large, with $\alpha \in[0,1]$, if it contains every coalition $W \subseteq V$ such that $|W| / n \geq \alpha$; a candidate $a$ is said to be in the core if there does not exist a coalition $W \in \mathcal{W}$ such that every agent in $W$ (strictly) prefers a different alternative ${ }^{5}$ In this context, the following proposition follows directly from Theorem 6.4.1:

Proposition 6.4.2. Consider a voting instance under a metric space so that some candidate $a \in C$ has distortion at least $\mathfrak{D}$. Then, candidate a cannot be in the core with respect to an $\alpha$-large set of coalitions, as long as $\alpha \leq 1-2 /(\mathfrak{D}+1)$.

As a result, it is interesting to study the strategic behavior and the potential coordination dynamics that may arise in the face of an inefficient voting system.

### 6.4.1 The Model

We consider the following abstract model: For some given voting system, agents are called upon to cast their votes for a series of $T$ days or rounds, where $T$ is sufficiently large. After the end of each day, voters are informed about the results of the round, and the winner is determined based on the results of the ultimate day. This is essentially an iterative implementation of a given voting rule, in place of the one-shot execution typically considered, and it is introduced to take into account external information typically accumulated before the actual voting (e.g. through polls). For concreteness, we will assume that the voting rule employed

[^26]in each day is simply the Plurality mechanism, not least due to its popularity both in theory and in practice.

Before we describe and analyze natural dynamics in this model, let us first note that if all the voters engage truthfully throughout this game, the victor will coincide with the plurality winner, and as we know there are instances for which this candidate may have $\Omega(m)$ distortion. As a result, Theorem 6.4.1 implies that there will be a large coalition with a $1-\Theta(1 / m)$ fraction of the voters that strictly prefer a different outcome. Indeed, the lower bound of Plurality is built upon $m-1$ clusters of voters formed arbitrarily close, while a different extreme party with roughly the same plurality score could eventually prevail. However, the access to additional information renders this scenario rather unrealistic given that we expect some type of adaptation or coordination mechanism from the agents.

### 6.4.2 A Greedy Approach

Let us denote with $n_{a}^{(t)}$ the plurality score of candidate $a$ at round $t \in[T]$. A particularly natural approach for an agent to engage in this scenario consists of maintaining a time-varying parameter $\theta^{(t)}$, which will essentially serve as the "temperature". Then, at some round $t>1$ agent $i$ will support the candidate $b$ for which $b \succeq_{i} a$ for all $a, b \in C^{(t)}$, where $C^{(t)}:=\left\{a \in C: n_{a}^{(t-1)} \geq \theta^{(t)}\right\}^{6}$ That is, agents only consider candidates who exceeded some level of support during the previous day. Then, the temperature parameter is updated accordingly, for example with some small constant increment $\theta^{(t+1)}:=\theta^{(t)}+\epsilon$, for some $\epsilon>$ 0 . In this context, observe that for a sufficiently small $\epsilon$ these dynamics will converge to an STV winner (based on the parallel universe model). This implies that the greedy tactics already offer an exponential improvement-in terms of the utilitarian efficiency - compared to the truthful dynamics. Nevertheless, the lower bound for STV (Theorem 6.3.4) suggests that we have to design a more careful adaptive rule in order to attain $O(1)$ distortion.

### 6.4.3 Exploration/Exploitation

The inefficiency of the previous approach-and subsequently of STV-stems from the greedy nature of the iterative process: Agents may choose to dismiss candidates prematurely. For example, this becomes immediately apparent by inspecting the elimination pattern in the lower bound of Theorem 6.3.4. In light of this, the remedy we propose - and what arguably occurs in many practical scenarios-is an exploration phase. In particular, voters initially do not possess any information about the preferences of the rest of the population. Thus, they may attempt to explore several alternatives in order to evaluate the viability of

[^27]each candidate; while doing so, agents will endeavor to somehow indicate or favor their own preferences. After the exploration phase, agents will leverage the information they have learnt to adapt their support. More concretely, we will consider the following dynamics:

1. Exploration phase: In each round $t \in[m]$ every agent $i$ maintains a list $\mathcal{L}_{i}^{(t)}$, initialized as $\mathcal{L}_{i}^{(1)}:=\emptyset$. If $C_{i}^{(t)}:=C \backslash \mathcal{L}_{i}^{(t)}$, then at round $t$ an agent $i$ shall vote for the candidate $a \in C_{i}^{(t)}$ such that $a \succeq_{i} b$ for all $b \in C_{i}^{(t)}$. Then, agent $i$ updates her list accordingly: $\mathcal{L}_{i}^{(t+1)}:=\mathcal{L}_{i}^{(t)} \cup\{a\} ;$
2. Exploitation phase: Every agent supports the first candidate $\left.{ }^{7}\right]$ within her list that managed to accumulate - over all prior rounds - at least $n / 2$ votes.

In a sense, voters try to balance between voting for their most-preferred candidates and having an impact on the final result. We shall refer to this iterative process as Coordination dynamics.

Theorem 6.4.3. Coordination dynamics lead to a candidate with distortion at most 11.

Proof. Let $w \in C$ be the winner under Coordination dynamics, and $x \in C$ be the candidate who minimizes the social cost. If $r:=\operatorname{dist}(x, w) / 5$, we consider the sequence of balls $\left\{\mathcal{B}_{i}\right\}_{i=1}^{3}$ such that $\mathcal{B}_{i}:=\mathcal{B}(x,(2 i-1) r)$ for $i=1,2,3$. If $\gamma$ is the fraction of the voters in $\mathcal{B}_{1}$, we will argue that $\gamma \leq 1 / 2$.

For the sake of contradiction, let us assume that $\gamma>1 / 2$. Let $t$ be the first round for which a voter in $\mathcal{B}_{1}$ supports a candidate outside $\mathcal{B}_{3}$. Then, it follows by the triangle inequality that the list of this voter just after round $t-1$ included all the candidates in $\mathcal{B}_{2}$. This in turn implies that by round $t-1$ every agent in $\mathcal{B}_{1}$ had already voted for all candidates in $\mathcal{B}_{1}$. Given that $\gamma>1 / 2$, we can conclude that no agent from $\mathcal{B}_{1}$ voted for $w$ during the exploitation phase.

Now let us consider the first round for which some candidate $a \in C$ accumulated at least $n / 2$ votes, which clearly happens during the exploration phase. Then, at the exact same round at least $n / 2$ agents have $a$ in their list; this follows since agents vote for different candidates during the exploration phase, and a candidate is always included in the list once voted for. As a result, our tie-breaking assumption implies that there will be a candidate with the support of at least $n / 2$ agents during the exploitation phase. But our previous argument shows that this candidate cannot be $w$, which is an obvious contradiction. As a result, we have shown that $\gamma \leq 1 / 2$, and the theorem follows by Theorem 6.2.2

Before we conclude this section, let us briefly mention some intriguing open problems related to our results. Specifically, we have attempted to argue that

[^28]candidates with small distortion may arise through natural learning rules. This was motivated in part by Theorem 6.4.1, which implies the instability of outcomes with large distortion. However, the converse of this statement is not quite true: Although there always exists a candidate with distortion at most 3 [131], there might be a subset with at least half of the voters that strictly prefer a different outcome (a.k.a. Condorcet's paradox). Still, there might be an appropriate notion of stability which ensures that near-optimal candidates are in some sense stable. In spirit, this is very much pertinent to the main result of Gkatzelis et al. [131] concerning the existence of an undominated candidate, leading to the following question:

Question 3. Are there deterministic and distributed learning rules which converge to a candidate with distortion 3 ?

### 6.5 Intrinsic Robustness of Plurality Matching

Gkatzelis et al. [131] introduced the PluralityMatching (deterministic) mechanism, and they showed that it always incurs distortion at most 3 under metric preferences. Nonetheless, it is natural to ask how it performs in more refined, as well as in more general spaces. It should be noted that Gkatzelis et al. [131] established the robustness of PluralityMatching under different objective functions (measuring the social cost); namely, they showed that the same distortion bound can be achieved for the more stringent fairness ratio of Goel et al. 132. In this section we extend the robustness of PluralityMatching along two regimes.

### 6.5.1 Ultra-Metrics

First, we study the power of PluralityMatching under ultra-metric spaces; in particular, recall the following definition:

Definition 6.5.1. An ultra-metric on a set $\mathcal{M}$ is a function dist: $\mathcal{M} \times \mathcal{M} \mapsto \mathbb{R}$ such that $\forall x, y, z$,

1. $\operatorname{dist}(x, y)=0$ if and only if $x=y$ (identity of indiscernibles);
2. $\operatorname{dist}(x, y)=\operatorname{dist}(y, x)$ (symmetry);
3. $\operatorname{dist}(x, z) \leq \max \{\operatorname{dist}(x, y), \operatorname{dist}(y, z)\}$ (ultra-metric inequality).

Notice that these axioms also imply that $\operatorname{dist}(x, y) \geq 0, \forall x, y \in \mathcal{M}$. We will say that an ultra-metric space is an ordered pair ( $\mathcal{M}$, dist) consisting of a set $\mathcal{M}$ along with an ultra-metric dist on $\mathcal{M}$. Naturally, every ultra-metric is also a metric since max $\{\operatorname{dist}(x, y), \operatorname{dist}(y, z)\} \leq \operatorname{dist}(x, y)+\operatorname{dist}(y, z)$, but the converse is
not necessarily true. Perhaps the simplest conceivable ultra-metric is the discrete metric, which is defined on a set $\mathcal{M}$ as follows:

$$
\operatorname{dist}(x, y)= \begin{cases}1 & \text { if } x \neq y \\ 0 & \text { if } x=y\end{cases}
$$

where $x, y \in \mathcal{M}$. As we explained in our introduction, we study this setting mostly driven by the fundamental bottleneck variant in facility location games. Specifically, if the cost of a path corresponds to the maximum-weight edge in the path (posit non-negative weights), and the distance between two nodes in the graph is the minimum-cost path among all possible paths, it is well-known that these (socalled minimax) distances satisfy the ultra-metric inequality of Theorem 6.5.1. In Table 6.1 we summarize some lower bounds for well-studied mechanisms; they mostly follow directly from the techniques of Anshelevich et al. [18], and thus we omit their proof.

| Mechanism | Lower Bound |
| :---: | :---: |
| Plurality \& Borda | $m$ |
| $k$-top | $\Omega(m / k)$ |
| Approval \& Veto | $n$ |
| Any Deterministic | 2 |

Table 6.1: Lower bounds for standard mechanisms under ultra-metric spaces. We use $k$-top to represent any deterministic mechanism which elicits only the $k$-top preferences.

In particular, we first prove a lower bound of 2 for any deterministic mechanism under ultra-metrics:

Proposition 6.5.2. There exists a voting profile for which the distortion of any deterministic mechanism under an ultra-metric space is at least 2 .

Proof. Consider a voting instance with two candidates $a, b$ and $n$ voters, such that the votes between the two candidates are split equally. Assume without any loss of generality that the mechanism eventually selects candidate $b$. We will present an ultra-metric space for which the social cost of $a$ is half than the social cost of $b$. Specifically, consider an unweighted path graph with 3 nodes endowed with the minimax distance. We assume that candidate $a$ resides in the leftmost node of the graph along with all of the voters who supported $a$; on the other hand, candidate $b$ resides in the rightmost node of the graph, while all of her supporters lie in the intermediate node (see Figure 6.4). Then, it follows that $\operatorname{SC}(a)=n / 2$ whereas $\mathrm{SC}(b)=n$, as desired.


Figure 6.4: An example of our construction for the proof of Theorem 6.5.2 for $n=2$ voters; the argument is similar to the one for metric spaces, but observe that in this case $\operatorname{dist}(1, b)=1 \neq 2$ since we have considered minimax distances.

Importantly, we will show that PluralityMatching always matches this lower bound. To keep the exposition reasonable self-contained we shall first recall some basic ingredients developed in [131.

Definition 6.5.3 (131, Definition 5). For an election $\mathcal{E}=(V, C, \sigma)$ and a candidate $a \in C$, the integral domination graph of candidate $a$ is the bipartite graph $G^{\mathcal{E}}(a)=\left(V, V, E_{a}\right)$, where $(i, j) \in E_{a}$ if and only if $a \succeq_{i} \operatorname{top}(j)$.

Proposition 6.5.4 ([131), Corollary 1). There exists a candidate $a \in C$ whose integral domination graph $G^{\mathcal{E}}(a)$ admits a perfect matching.

We should also note that a candidate whose integral domination graph admits a perfect matching can be identified in strongly polynomial time. In particular, PluralityMatching always returns such a candidate. These ingredients suffice in order to establish the following:

Theorem 6.5.5. PluralityMatching returns a candidate with distortion at most 2 under any ultra-metric space.

Proof of Theorem 6.5.5. Let $a \in C$ be a candidate whose integral domination graph $G^{\mathcal{E}}(a)$ admits a perfect matching $M: V \mapsto V$ (recall Theorem 6.5.4, such
that $a \succeq_{i} \operatorname{top}(M(i))$ for all $i \in V$. Then, it follows that

$$
\begin{array}{rlr}
\operatorname{SC}(a) & =\sum_{i \in V} \operatorname{dist}(i, a) & \\
& \leq \sum_{i \in V} \operatorname{dist}(i, \operatorname{top}(M(i))) & \left(a \succeq_{i} \operatorname{top}(M(i)), \forall i \in V\right) \\
& \leq \sum_{i \in V} \operatorname{dist}(i, b)+\operatorname{dist}(b, \operatorname{top}(M(i))) & \quad \text { (triangle inequality) } \\
& \left.=\mathrm{SC}(b)+\sum_{i \in V} \operatorname{dist}(b, \operatorname{top}(i))\right) & \\
& \leq \mathrm{SC}(b)+\sum_{i \in V} \max \{\operatorname{dist}(i, b), \operatorname{dist}(i, \operatorname{top}(i))\} & \\
& =\mathrm{SC}(b)+\sum_{i \in V} \operatorname{dist}(i, b) & \\
& =2 \mathrm{SC}(b) . &
\end{array}
$$

Given that the choice of $b$ was arbitrary the theorem follows.

### 6.5.2 Approximate Metrics

Next, we study the distortion of deterministic mechanisms when the distances approximately satisfy the triangle inequality, as formalized in the following definition:

Definition 6.5.6. For some parameter $\rho \geq 1$, a $\rho$-approximate metric on a set $\mathcal{M}$ is a function dist : $\mathcal{M} \times \mathcal{M} \mapsto \mathbb{R}$ such that $\forall x, y, z$,

1. $\operatorname{dist}(x, y)=0$ if and only if $x=y$ (identity of indiscernibles);
2. $\operatorname{dist}(x, y)=\operatorname{dist}(y, x)$ (symmetry);
3. $\operatorname{dist}(x, z) \leq \rho(\operatorname{dist}(x, y)+\operatorname{dist}(y, z))$ ( $\rho$-relaxed triangle inequality $)$.

Again we point out that these axioms imply that $\operatorname{dist}(x, y) \geq 0, \forall x, y \in \mathcal{M}$. We commence with the following lower bound:

Proposition 6.5.7. There exists a voting profile for which the distortion of every deterministic mechanism under a $\rho$-approximate metric space is at least $\rho^{2}+\rho+1$.

Proof of Theorem 6.5.7. As usual, consider an instance with $2 n$ voters and 2 candidates $a, b \in C$, such that every candidate obtains exactly half of the votes. Let us assume without any loss of generality that the social choice rule selects candidate $b$. Now consider a $\rho$-approximate metric $\operatorname{dist}(\cdot, \cdot)$ on the set $\mathcal{M}=\{x, y, z, \omega\}$ defined as follows:

$$
\left.\begin{array}{cccc}
x & y & z & \omega \\
0 & 1 & 2 \rho & \epsilon \\
1 & 0 & 1 & \rho+\rho \epsilon \\
2 \rho & 1 & 0 & \rho^{2}+\rho+\rho \epsilon \\
\epsilon & \rho+\rho \epsilon & \rho^{2}+\rho+\rho \epsilon & 0
\end{array}\right) \begin{gathered}
x \\
y \\
z \\
\omega
\end{gathered}
$$

here we assume that $\epsilon \in(0,1)$. It is a simple exercise to verify that dist $(\cdot, \cdot)$ indeed satisfies the axioms of a $\rho$-approximate metric. We also assume that $a:=x$ and $b:=z$; the $n$ supporters of candidate $a$ are located on $\omega$, while the $n$ supporters of candidate $b$ on $y$. Then, it follows that the agents' locations are consistent with their preferences, while the distortion of candidate $b$ reads

$$
\begin{equation*}
\frac{\mathrm{SC}(b)}{\mathrm{SC}(a)}=\frac{n d(z, \omega)+n d(y, z)}{n d(x, \omega)+n d(x, y)}=\frac{\rho^{2}+\rho+\rho \epsilon+1}{\epsilon+1} . \tag{6.13}
\end{equation*}
$$

Taking the supremum of this ratio over $\epsilon \in(0,1)$ concludes the proof.
To provide some intuition let us assume that dist corresponds to the squared Euclidean distance 8 If we consider the usual voting scenario wherein the votes are splitted equally among two candidates (see the proof of Theorem 6.5.7 and Figure 6.5), then it follows that the distortion of candidate $b$ reads

$$
\begin{equation*}
\frac{\mathrm{SC}(b)}{\mathrm{SC}(a)}=\frac{n \times 1^{2}+n \times(2+\delta)^{2}}{n \times 1^{2}+n \times \delta^{2}}=\frac{\delta^{2}+4 \delta+5}{\delta^{2}+1} . \tag{6.14}
\end{equation*}
$$



Figure 6.5: The lower bound for squared Euclidean distances.
Interestingly, this ratio increases as $\delta$ goes from 0 to a sufficiently small constant, implying a notable qualitative difference compared to the standard metric case. In particular, for the squared Euclidean distance it follows that the distortion is lower-bounded by $\sup _{\delta} \frac{\delta^{2}+4 \delta+5}{\delta^{2}+1}=(4+2 \sqrt{2}) /(4-2 \sqrt{2}) \cong 5.8284$. For general approximate metrics we can employ the techniques of Gkatzelis et al. [131 to show the following:

Theorem 6.5.8. PluralityMatching returns a candidate with distortion at most $2 \rho^{2}+\rho$ under $\rho$-approximate metrics.

[^29]As a result, this theorem leaves a gap between the upper bound derived for PluralityMatching and the lower bound of Theorem 6.5.7 when $\rho>1$. Nonetheless, it should be noted that for $\rho$-approximate metrics there exists an instance-optimal and computationally efficient mechanism based on linear programming (cf. [132]).

## Chapter 7

## Node-Max-Cut and the Complexity of Equilibrium in Linear Weighted Congestion Games

Existence and efficient computation of (exact or approximate) equilibria for weighted congestion games have received significant research attention. We briefly discuss here some of the most relevant previous work. There has been significant research interest in the convergence rate of best response dynamics for weighted congestion games (see e.g., [73, 62, 93, 09, 134). Gairing et al. [126] presented a polynomial algorithm for computing a PNE for load balancing games on restricted parallel links. Caragiannis et al. [64] established existence and presented efficient algorithms for computing approximate PNE in weighted CGs with polynomial latencies (see also [106, 129]).

Bhalgat et al. 41 presented an efficient algorithm for computing a $(3+\varepsilon)$ approximate equilibrium in Max-Cut games, for any $\varepsilon>0$. The approximation guarantee was improved to $2+\varepsilon$ in [64]. We highlight that the notion of approximate equilibrium in cut games is much stronger than the notion of approximate local optimum of Max-Cut, since the former requires that no vertex can significantly improve the total weight of its incidence edges that cross the cut (as e.g., in [41, (64), while the latter simply requires that the total weight of the cut cannot be significantly improved (as e.g., in [64]).

Johnson et al. [143] introduced the complexity class PLS and proved that Circuit-Flip is PLS-complete. Subsequently, Schäffer and Yannakakis [208] proved that Max-Cut is PLS-complete. From a technical viewpoint, our work is close to previous work by Elsässer and Tscheuschner [89] and Gairing and Savani [127], where they show that Local-Max-Cut in graphs of maximum degree five [89] and computing a PNE for hedonic games [127] are PLS-complete, and by

Ackermann et al. [2], where they reduce Local-Max-Cut to computing a PNE in network congestion games.

### 7.1 Contributions

In this work we show that equilibrium computation in linear weighted CGs is significantly harder than for standard CGs, in the sense that it is PLS-complete either for very restricted strategy spaces, namely when player strategies are paths on a series-parallel network with a single origin and destination, or for very restricted latency functions, namely when resource costs are equal to the congestion. Our main step towards proving the latter result is to show that computing a local optimum of Node-MAX-Cut, a natural and interesting restriction of MAXCut where the weight of each edge is the product of the weights of its endpoints, is PLS-complete.

For the complexity of equilibrium computation we will mostly focus on the fist part here. More specifically, using a tight reduction from Local-Max-Cut, we first show, in Section 7.3 , that equilibrium computation for linear weighted CGs on series-parallel networks with a single origin and destination is PLS-complete (Theorem 7.3.1). The reduction results in games where both the player weights and the latency slopes are exponential. Our result reveals a remarkable gap between weighted and standard CGs regarding the complexity of equilibrium computation, since for standard CGs on series-parallel networks with a single origin and destination, a PNE can be computed by a simple greedy algorithm [119].

Aiming at a deeper understanding of how different player weights affect the complexity of equilibrium computation in CGs, we show that computing a PNE of weighted network CGs with asymmetric player strategies and identity latency functions is PLS-complete Again the gap to standard CGs is remarkable, since for standard CGs with identity latency functions, any better response dynamics converges to a PNE in polynomial time. Node-Max-CuT plays a role similar to that of threshold games in [2, Sec. 4] in the constructed reduction.

Node-Max-Cut is a natural restriction of Max-Cut and settling the complexity of its local optima computation may be of independent interest, both conceptually and technically. Node-Max-Cut coincides with the restriction of MAXCuT shown (weakly) NP-complete on complete graphs in the seminal paper of Karp [148, while a significant generalization of NODE-MAX-CUT with polynomial weights was shown P-complete in [208].

As a complement to this, we show that a $(1+\varepsilon)$-approximate equilibrium for Node-Max-Cut, where no vertex can switch sides and increase the weight of its neighbors across the cut by a factor larger than $1+\varepsilon$, can be computed in time exponential in the number of different weights (see Theorem 7.4.1 for a precise statement). Thus, we can efficiently compute a $(1+\varepsilon)$-approximate equilibrium for Node-Max-Cut, for any $\varepsilon>0$, if the number of different vertex weights is constant. Since similar results are not known for Max-Cut, we believe that

Theorem 7.4.1 may indicate that approximate equilibrium computation for NoDE-Max-Cut may not be as hard as for Max-Cut. An interesting direction for further research is to investigate (i) the quality of efficiently computable approximate equilibria for NODE-MAX-CUT; and (ii) the smoothed complexity of its local optima.

### 7.2 Basic Definitions and Notation

Polynomial-Time Local Search (PLS). A polynomial-time local search (PLS) problem $L$ [143, Sec. 2] is specified by a (polynomially recognizable) set of instances $I_{L}$, a set $S_{L}(x)$ of feasible solutions for each instance $x \in I_{L}$, with $|s|=O(\operatorname{poly}(|x|)$ for every solution $s \in S_{L}(x)$, an objective function $f_{L}(s, x)$ that maps each solution $s \in S_{L}(x)$ to its value in instance $x$, and a neighborhood $N_{L}(s, x) \subseteq S_{L}(x)$ of feasible solutions for each $s \in S_{L}(x)$. Moreover, there are three polynomial-time algorithms that for any given instance $x \in I_{L}$ : (i) the first generates an initial solution $s_{0} \in S_{L}(x)$; (ii) the second determines whether a given $s$ is a feasible solution and (if $s \in S_{L}(x)$ ) computes its objective value $f_{L}(s, x)$; and (iii) the third returns either that $s$ is locally optimal or a feasible solution $s^{\prime} \in N_{L}(s, x)$ with better objective value than $s$. If $L$ is a maximization (resp. minimization) problem, a solution $s$ is locally optimal if for all $s^{\prime} \in N_{L}(s, x), f_{L}(s, x) \geq f_{L}\left(s^{\prime}, x\right)$ (resp. $f_{L}(s, x) \leq f_{L}\left(s^{\prime}, x\right)$ ). If $s$ is not locally optimal, the third algorithm returns a solution $s^{\prime} \in N_{L}(s, x)$ with $f(s, x)<f\left(s^{\prime}, x\right)$ (resp. $f(s, x)>f\left(s^{\prime}, x\right)$ ). The complexity class PLS consists of all polynomial-time local search problems. By abusing the terminology, we always refer to polynomial-time local search problem simply as local search problems.
PLS Reductions and Completeness. A local search problem $L$ is PLS-reducible to a local search problem $L^{\prime}$, if there are polynomial-time algorithms $\phi_{1}$ and $\phi_{2}$ such that (i) $\phi_{1}$ maps any instance $x \in I_{L}$ of $L$ to an instance $\phi_{1}(x) \in I_{L^{\prime}}$ of $L^{\prime}$; (ii) $\phi_{2}$ maps any (solution $s^{\prime}$ of instance $\phi_{1}(x)$, instance $x$ ) pair, with $s^{\prime} \in S_{L^{\prime}}\left(\phi_{1}(x)\right)$, to a solution $s \in S_{L}(x)$; and (iii) for every instance $x \in I_{L}$, if $s^{\prime}$ is locally optimal for $\phi_{1}(x)$, then $\phi_{2}\left(s^{\prime}, x\right)$ is locally optimal for $x$.

By definition, if a local search problem $L$ is PLS-reducible to a local search problem $L^{\prime}$, a polynomial-time algorithm that computes a local optimum of $L^{\prime}$ implies a polynomial time algorithm that computes a local optimum of $L$. Moreover, a PLS-reduction is transitive. As usual, a local search problem $Q$ is PLS-complete, if $Q \in$ PLS and any local search problem $L \in$ PLS is PLS-reducible to $Q$.

Max-Cut and Node-Max-Cut. An instance of Max-Cut consists of an undirected edge-weighted graph $G(V, E)$, where $V$ is the set of vertices and $E$ is the set of edges. Each edge $e$ is associated with a positive weight $w_{e}$. A cut of $G$ is a vertex partition $(S, V \backslash S)$, with $\emptyset \neq S \neq V$. We usually identify a cut with one of its sides (e.g., $S$ ). We denote $\delta(S)=\{\{u, v\} \in E: u \in S \wedge v \notin S\}$ the set of edges that cross the cut $S$. The weight (or the value) of a cut $S$, denoted $w(S)$,
is $w(S)=\sum_{e \in \delta(S)} w_{e}$. In Max-Cut, the goal is to compute an optimal cut $S^{*}$ of maximum value $w\left(S^{*}\right)$.

In Node-Max-Cut, each vertex $v$ is associated with a positive weight $w_{v}$ and the weight of each edge $e=\{u, v\}$ is $w_{e}=w_{u} w_{v}$, i.e. equal to the product of the weights of $e$ 's endpoints. Again the goal is to compute a cut $S^{*}$ of maximum value $w\left(S^{*}\right)$. As optimization problems, both Max-Cut and Node-Max-Cut are NP-complete 148.

In this work, we study Max-Cut and Node-Max-Cut as local search problems under the flip neighborhood. Then, they are referred to as Local-MaxCut and Local-Node-Max-Cut. The neighborhood $N(S)$ of a cut ( $S, V \backslash S$ ) consists of all cuts ( $S^{\prime}, V \backslash S^{\prime}$ ) where $S$ and $S^{\prime}$ differ by a single vertex. Namely, the cut $S^{\prime}$ is obtained from $S$ by moving a vertex from one side of the cut to the other. A cut $S$ is locally optimal if for all $S^{\prime} \in N(S), w(S) \geq w\left(S^{\prime}\right)$. In Local-Max-Cut (resp. Local-Node-Max-Cut), given an edge-weighted (resp. vertex-weighted) graph, the goal is to compute a locally optimal cut. Clearly, both Max-Cut and Node-Max-Cut belong to PLS. In the following, we abuse the terminology and refer to Local-Max-Cut and Local-Node-Max-Cut as MaxCut and Node-Max-Cut, for brevity, unless we need to distinguish between the optimization and the local search problem.
Weighted Congestion Games. A weighted congestion game $\mathcal{G}$ consists of $n$ players, where each player $i$ is associated with a positive weight $w_{i}$, a set of resources $E$, where each resource $e$ is associated with a non-decreasing latency function $\ell_{e}: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$, and a non-empty strategy set $\Sigma_{i} \subseteq 2^{E}$ for each player $i$. A game is linear if $\ell_{e}(x)=a_{e} x+b_{e}$, for some $a_{e}, b_{e} \geq 0$, for all $e \in E$. The identity latency function is $\ell(x)=x$. The player strategies are symmetric, if all players share the same strategy set $\Sigma$, and asymmetric, otherwise.

We focus on network weighted congestion games, where the resources $E$ correspond to the edges of an underlying network $G(V, E)$ and the player strategies are paths on $G$. A network game is single-commodity, if $G$ has an origin $o$ and a destination $d$ and the player strategies are all (simple) $o-d$ paths. A network game is multi-commodity, if $G$ has an origin $o_{i}$ and a destination $d_{i}$ for each player $i$, and $i$ 's strategy set $\Sigma_{i}$ consists of all (simple) $o_{i}-d_{i}$ paths. A single-commodity network $G(V, E)$ is series-parallel, if it either consists of a single edge $(o, d)$ or can be obtained from two series-parallel networks composed either in series or in parallel (see e.g., [218] for details on composition and recognition of series-parallel networks).

A configuration $\vec{s}=\left(s_{1}, \ldots, s_{n}\right)$ consists of a strategy $s_{i} \in \Sigma_{i}$ for each player $i$. The congestion $s_{e}$ of resource $e$ in configuration $\vec{s}$ is $s_{e}=\sum_{i: e \in s_{i}} w_{i}$. The cost of resource $e$ in $\vec{s}$ is $\ell_{e}\left(s_{e}\right)$. The individual cost (or cost) $c_{i}(\vec{s})$ of player $i$ in configuration $\vec{s}$ is the total cost for the resources in her strategy $s_{i}$, i.e., $c_{i}(\vec{s})=\sum_{e \in s_{i}} \ell_{e}\left(s_{e}\right)$. A configuration $\vec{s}$ is a pure Nash equilibrium (equilibrium or PNE, for brevity), if for every player $i$ and every strategy $s^{\prime} \in \Sigma_{i}, c_{i}(\vec{s}) \leq c_{i}\left(\vec{s}_{-i}, s^{\prime}\right)$ (where $\left(\vec{s}_{-i}, s^{\prime}\right)$ denotes the configuration obtained from $\vec{s}$ by replacing $s_{i}$ with $s^{\prime}$ ).

Namely, no player can improve her cost by unilaterally switching her strategy.
Equilibrium Computation and Local Search. [118] shows that for linear weighted congestion games, with latencies $\ell_{e}(x)=a_{e} x+b_{e}, \Phi(\vec{s})=\sum_{e \in E}\left(a_{e} s_{e}^{2}+b_{e} s_{e}\right)+$ $\sum_{i} w_{i} \sum_{e \in s_{i}}\left(a_{e} w_{i}+b_{e}\right)$ changes by $2 w_{i}\left(c_{i}(\vec{s})-c_{i}\left(\vec{s}_{-i}, s^{\prime}\right)\right)$, when a player $i$ switches from strategy $s_{i}$ to strategy $s^{\prime}$ in $\vec{s}$. Hence, $\Phi$ is a weighted potential function, whose local optimal (wrt. single player deviations) correspond to PNE of the underlying game. Hence, equilibrium computation for linear weighted congestion games is in PLS. Specifically, configurations corresponds to solutions, the neighborhood $N(\vec{s})$ of a configuration $\vec{s}$ consists of all configurations $\left(\vec{s}_{-i}, s^{\prime}\right)$ with $s^{\prime} \in \Sigma_{i}$, for some player $i$, and local optimality is defined wrt. the potential function $\Phi$.
Max-Cut and Node-Max-Cut as Games. Local-Max-Cut and Local-Node-Max-Cut can be cast as cut games, where players correspond to vertices of $G(V, E)$, strategies $\Sigma=\{0,1\}$ are symmetric, and configurations $\vec{s} \in\{0,1\}^{|V|}$ correspond to cuts, e.g., $S(\vec{s})=\left\{v \in V: s_{v}=0\right\}$. Each player $v$ aims to maximize $w_{v}(\vec{s})=\sum_{e=\{u, v\} \in E: s_{u} \neq s_{v}} w_{e}$, that is the total weight of her incident edges that cross the cut. For Node-MaX-Cut, this becomes $w_{v}(\vec{s})=\sum_{u:\{u, v\} \in E \wedge s_{u} \neq s_{v}} w_{u}$, i.e., $v$ aims to maximize the total weight of her neighbors across the cut. A cut $\vec{s}$ is a PNE if for all players $v, w_{v}(\vec{s}) \geq w_{v}\left(\vec{s}_{-i}, 1-s_{v}\right)$. Equilibrium computation for cut games is equivalent to local optimum computation, and thus, is in PLS.

A cut $\vec{s}$ is a $(1+\varepsilon)$-approximate equilibrium, for some $\varepsilon>0$, if for all players $v,(1+\varepsilon) w_{v}(\vec{s}) \geq w_{v}\left(\vec{s}_{-i}, 1-s_{v}\right)$. Note that the notion of $(1+\varepsilon)$-approximate equilibrium is stronger than the notion of $(1+\varepsilon)$-approximate local optimum, i.e., a cut $S$ such that for all $S^{\prime} \in N(S),(1+\varepsilon) w(S) \geq w\left(S^{\prime}\right)$ (see also the discussion in 64]).

### 7.3 Hardness of Computing Equilibria in Weighted Congestion Games on SeriesParallel Networks

Theorem 7.3.1. Computing a pure Nash equilibrium in weighted congestion games on single-commodity series-parallel networks with linear latency functions is PLScomplete.

Proof sketch. Membership in PLS follows from the potential function argument of 118. To show hardness, we present a reduction from Max-Cut.

Let $H(V, A)$ be an instance of LOcAL-MAX-CUT with $n$ vertices and $m$ edges. Based on $H$, we construct a weighted congestion game on a single-commodity series-parallel network $G$ with $3 n$ players, where for every $i \in[n]$, there are three players with weight $w_{i}=16^{i}$. Network $G$ is a parallel composition of two identical copies of a simpler series-parallel network. We refer to these copies as $G_{1}$ and $G_{2}$. Each of $G_{1}$ and $G_{2}$ is a series composition of $m$ simple series-parallel networks $F_{i j}$,


Figure 7.1: The series-parallel network $F_{i j}$ that corresponds to edge $\{i, j\} \in$ A.


Figure 7.2: An example of the network $G$ constructed in the proof of Theorem 7.3.1 for graph $H(V, A)$, with $V=\{1,2,3,4\}$ and $A=$ $\{\{1,2\},\{1,3\},\{1,4\},\{2,4\}\} . G$ is a parallel composition of two parts, each consisting of the smaller networks $F_{12}, F_{13}, F_{14}$ and $F_{24}$ (see also Figure 7.1) connected in series.
each corresponding to an edge $\{i, j\} \in A$. Network $F_{i j}$ is depicted in Figure 7.1, where $D$ is assumed to be a constant chosen (polynomially) large enough. An example of the entire network $G$ is shown in Figure 7.2.

In each of $G_{1}$ and $G_{2}$, there is a unique path that contains all edges with latency functions $\ell_{i}(x)=D x / 4^{i}$, for each $i \in[n]$. We refer to these paths as $p_{i}^{u}$ for $G_{1}$ and $p_{i}^{l}$ for $G_{2}$. In addition to the edges with latency $\ell_{i}(x), p_{i}^{u}$ and $p_{i}^{l}$ include all edges with latencies $\ell_{i j}(x)=\frac{w_{i j} x}{w_{i} w_{j}}=\frac{w_{i j} x}{16^{i+j}}$, which correspond to the edges incident to vertex $i$ in $H$.

Due to the choice of the player weights and the latency slopes, a player with weight $w_{i}$ must choose either $p_{i}^{u}$ or $p_{i}^{l}$ in any PNE. We can prove this claim by induction on the player weights. The players with weight $w_{n}=16^{n}$ have a dominant strategy to choose either $p_{n}^{u}$ or $p_{n}^{l}$, since the slope of $\ell_{n}(x)$ is significantly smaller than the slope of any other latency $\ell_{i}(x)$. In fact, the slope of $\ell_{n}$ is so small that even if all other $3 n-1$ players choose one of $p_{n}^{u}$ or $p_{n}^{l}$, a player with weight $w_{n}$ would prefer either $p_{n}^{u}$ or $p_{n}^{l}$ over all other paths. Therefore, we can assume that each of $p_{n}^{u}$ and $p_{n}^{l}$ are used by at least one player with weight $w_{n}$ in any PNE,
which would increase their latency so much that no player with smaller weight would prefer them any more. The inductive argument applies the same reasoning for players with weights $w_{n-1}$, who should choose either $p_{n-1}^{u}$ or $p_{n-1}^{l}$ in any PNE, and subsequently, for players with weights $w_{n-2}, \ldots, w_{1}$. Hence, we conclude that for all $i \in[n]$, each of $p_{i}^{u}$ and $p_{i}^{l}$ is used by at least one player with weight $w_{i}$.

Moreover, we note that two players with different weights, say $w_{i}$ and $w_{j}$, go through the same edge with latency $\ell_{i j}(x)=\frac{w_{i j} x}{w_{i} w_{j}}$ in $G$ only if the corresponding edge $\{i, j\}$ is present in $H$. The correctness of the reduction follows the fact that a player with weight $w_{i}$ aims to minimize her cost through edges with latencies $\ell_{i j}$ in $G$ in the same way that in the Max-Cut instance, we want to minimize the weight of the edges incident to a vertex $i$ and do not cross the cut. Formally, we next show that a cut $S$ is locally optimal for the Max-Cut instance if and only if the configuration where for every $k \in S$, two players with weight $w_{k}$ use $p_{k}^{u}$ and for every $k \notin S$, two players with weight $w_{k}$ use $p_{k}^{l}$ is a PNE of the weighted congestion game on $G$.

Assume an equilibrium configuration and consider a player $a$ of weight $w_{k}$ that uses $p_{k}^{u}$ together with another player of weight $w_{k}$ (if this is not the case, vertex $k$ is not included in $S$ and we apply the symmetric argument for $p_{k}^{l}$ ). By the equilibrium condition, the cost of player $a$ on $p_{k}^{u}$ is at most her cost on $p_{k}^{l}$, which implies that
$\sum_{k=1}^{m} \frac{2 D 16^{k}}{4^{k}}+\sum_{j:\{k, j\} \in A} \frac{w_{k j}\left(2 \cdot 16^{k}+x_{j}^{u} 16^{j}\right)}{16^{k+j}} \leq \sum_{k=1}^{m} \frac{2 D 16^{k}}{4^{k}}+\sum_{j:\{k, j\} \in A} \frac{w_{k j}\left(2 \cdot 16^{k}+x_{j}^{l} 16^{j}\right)}{16^{k+j}}$,
where $x_{j}^{u}\left(\right.$ resp. $\left.x_{j}^{l}\right)$ is either 1 or 2 (resp. 2 or 1 ) depending on whether, for each vertex $j$ connected to vertex $k$ in $H$, one or two players (of weight $w_{j}$ ) use $p_{j}^{u}$. Simplifying the inequality above, we obtain that:

$$
\begin{equation*}
\sum_{j:\{k, j\} \in A} w_{k j}\left(x_{j}^{u}-1\right) \leq \sum_{j:\{k, j\} \in A} w_{k j}\left(x_{j}^{l}-1\right) \tag{7.1}
\end{equation*}
$$

Let $S=\left\{i \in V: x_{i}^{u}=2\right\}$. By hypothesis, $k \in S$ and the left-hand side of (7.1) corresponds to the total weight of the edges in $H$ that are incident to $k$ and do not cross the cut $S$. Similarly, the right-hand side of $(7.1)$ corresponds to the total weights of the edges in $H$ that are incident to $k$ and cross the cut $S$. Therefore, (7.1) implies that we cannot increase the value of the cut $S$ by moving vertex $k$ from $S$ to $V \backslash S$. Since this or its symmetric condition holds for any vertex $k$ of $H$, the cut ( $S, V \backslash S$ ) is locally optimal. To conclude the proof, we argue along the same lines that any locally optimal cut of $H$ corresponds to a PNE in the weighted congestion game on $G$.

### 7.4 Computing Approximate Equilibria for Node-Max-Cut

We complement our PLS-completeness proof for Node-Max-Cut, with an efficient algorithm computing $(1+\varepsilon)$-approximate equilibria for Node-Max-Cut, when the number of different vertex weights is a constant. We note that similar results are not known (and a similar approach fails) for Max-Cut. Investigating if stronger approximation guarantees are possible for efficiently computable approximate equilibria for Node-Max-Cut is beyond the scope of this work and an intriguing direction for further research.

Given a vertex-weighted graph $G(V, E)$ with $n$ vertices and $m$ edges, our algorithm, called BRIDGEGAPS, computes a $(1+\varepsilon)^{3}$-approximate equilibrium for a Node-Max-Cut, for any $\varepsilon>0$, in $(m / \varepsilon)(n / \varepsilon)^{O\left(D_{\varepsilon}\right)}$ time, where $D_{\varepsilon}$ is the number of different vertex weights in $G$, when the weights are rounded down to powers of $1+\varepsilon$. We next sketch the algorithm and the proof of Theorem 7.4.1.

For simplicity, we assume that $n / \varepsilon$ is an integer and that vertices are indexed in nondecreasing order of weight, i.e., $w_{1} \leq w_{2} \leq \cdots \leq w_{n}$. BridgeGaps first rounds down vertex weights to the closest power of $(1+\varepsilon)$. Namely, each weight $w_{i}$ is replaced by weight $w_{i}^{\prime}=(1+\varepsilon)^{\left\lfloor\log _{1+\varepsilon} w_{i}\right\rfloor}$. Clearly, an $(1+\varepsilon)^{2}$-approximate equilibrium for the new instance $G^{\prime}$ is an $(1+\varepsilon)^{3}$-approximate equilibrium for the original instance $G$. The number of different weights $D_{\varepsilon}$, used in the analysis, is defined wrt. the new instance $G^{\prime}$.

Then, BRIDGEGAPS partitions the vertices of $G^{\prime}$ into groups $g_{1}, g_{2}, \ldots$, so that the vertex weights in each group increase with the index of the group and the ratio of the maximum weight in group $g_{j}$ to the minimum weight in group $g_{j+1}$ is no less than $n / \varepsilon$. This can be performed by going through the vertices, in nondecreasing order of their weights, and assign vertex $i+1$ to the same group as vertex $i$, if $w_{i+1}^{\prime} / w_{i}^{\prime} \leq n / \varepsilon$. Otherwise, vertex $i+1$ starts a new group. The idea is that for an $(1+\varepsilon)^{2}$-approximate equilibrium in $G^{\prime}$, we only need to enforce the $(1+\varepsilon)$ approximate equilibrium condition for each vertex $i$ only for $i$ 's neighbors in the highest-indexed group (that includes some neighbor of $i$ ). To see this, let $g_{j}$ be the highest-indexed group that includes some neighbor of $i$ and let $\ell$ be the lowest indexed neighbor of $i$ in $g_{j}$. Then, the total weight of $i$ 's neighbors in groups $g_{1}, \ldots, g_{j-1}$ is less than $\varepsilon w_{\ell}^{\prime}$. This holds because $i$ has at most $n-2$ neighbors in these groups and by definition, $w_{q}^{\prime} \leq(\varepsilon / n) w_{\ell}^{\prime}$, for any $i$ 's neighbor $q$ in groups $g_{1}, \ldots, g_{j-1}$. Therefore, we can ignore all neighbors of $i$ in groups $g_{1}, \ldots, g_{j-1}$, at the expense of one more $1+\varepsilon$ factor in the approximate equilibrium condition.

Since for every vertex $i$, we need to enforce its (approximate) equilibrium condition only for $i$ 's neighbors in a single group, we can scale down vertex weights in the same group uniformly (i.e., dividing all the weights in each group by the same factor), as long as we maintain the key property in the definition of groups (i.e., that the ratio of the maximum weight in group $g_{j}$ to the minimum weight in group $g_{j+1}$ is no less than $\left.n / \varepsilon\right)$. Hence, we uniformly scale down the weights
in each group so that (i) the minimum weight in group $g_{1}$ becomes 1 ; and (ii) for each $j \geq 2$, the ratio of the maximum weight in group $g_{j-1}$ to the minimum weight in group $g_{j}$ becomes exactly $n / \varepsilon$. This results in a new instance $G^{\prime \prime}$ where the minimum weight is 1 and the maximum weight is $(n / \varepsilon)^{D_{\varepsilon}}$. Therefore, a $(1+\varepsilon)-$ approximate equilibrium in $G^{\prime \prime}$ can be computed, in a standard way, after at most $(m \varepsilon)(n / \varepsilon)^{2 D_{\varepsilon}} \varepsilon$-best response moves.

Putting everything together and using $\varepsilon^{\prime}=\varepsilon / 7$, so that $\left(1+\varepsilon^{\prime}\right)^{3} \leq 1+\varepsilon$, for all $\varepsilon \in(0,1]$, we obtain the following. We note that the running time of BridgeGaps is polynomial, if $D_{\varepsilon}=O(1)$ (and quasipolynomial if $D_{\varepsilon}=\operatorname{poly}(\log n)$ ).

Theorem 7.4.1. For any vertex-weighted graph $G$ with $n$ vertices and $m$ edges and any $\varepsilon>0$, BRIDGEGAPS computes a $(1+\varepsilon)$-approximate pure Nash equilibrium for Node-Max-Cut on $G$ in $(m / \varepsilon)(n / \varepsilon)^{O\left(D_{\varepsilon}\right)}$ time, where $D_{\varepsilon}$ denotes the number of different vertex weights in $G$, after rounding them down to the nearest power of $1+\varepsilon$.

## 7.A The Proof of Theorem 7.3.1

We will reduce from the PLS-complete problem Max-Cut and given an instance of Max-Cut we will construct a network weighted network Congestion Game for which the Nash equilibria will correspond to maximal solutions of MaxCut and vice versa. First we give the construction and then we prove the theorem. For the formal PLS-reduction, which needs functions $\phi_{1}$ and $\phi_{2}, \phi_{1}$ returns the (polynomially) constructed instance described below and $\phi_{2}$ will be revealed later in the proof.

Let $H(V, E)$ be an edge-weighted graph of a Max-Cut instance and let $n=|V|$ and $m=|E|$. In the constructed network weighted CG instance there will be $3 n$ players which will share $n$ different weights inside the set $\left\{16^{i}: i \in[n]\right\}$ so that for every $i \in[n]$ there are exactly 3 players having weight $w_{i}=16^{i}$. All players share a common origin-destination pair $o-d$ and choose $o-d$ paths on a seriesparallel graph $G$. Graph $G$ is a parallel composition of two identical copies of a series-parallel graph. Call these copies $G_{1}$ and $G_{2}$. In turn, each of $G_{1}$ and $G_{2}$ is a series composition of $m$ different series-parallel graphs, each of which corresponds to the $m$ edges of $H$. For every $\{i, j\} \in E$ let $F_{i j}$ be the series-parallel graph that corresponds to $\{i, j\}$. Next we describe the construction of $F_{i j}$, also shown in Fig. 7.1 .
$F_{i j}$ has 3 vertices, namely $o_{i j}, v_{i j}$ and $d_{i j}$ and $n+1$ edges. For any $k \in[n]$ other than $i, j$ there is an $o_{i j}-d_{i j}$ edge with latency function $\ell_{k}(x)=\frac{D x}{4^{k}}$, where $D$ serves as a big constant to be defined later. There are also two $o_{i j}-v_{i j}$ edges, one with latency function $\ell_{i}(x)=\frac{D x}{4^{i}}$ and one with latency function $\ell_{j}(x)=\frac{D x}{4^{j}}$. Last, there is a $v_{i j}-d_{i j}$ edge with latency function $\ell_{i j}(x)=\frac{w_{i j} x}{w_{i} w_{j}}$, where $w_{i j}$ is the weight of edge $\{i, j\} \in E$ and $w_{i}$ and $w_{j}$ are the weights of players $i$ and $j$, respectively, as described earlier. Note that in every $F_{i j}$ and for any $k \in[n]$ the
latency function $\ell_{k}(x)=\frac{D x}{k}$ appears in exactly one edge. With $F_{i j}$ defined, an example of the structure of such a network $G$ is given in Fig. 7.2.

Observe that in each of $G_{1}$ and $G_{2}$ there is a unique path that contains all the edges with latency functions $\ell_{i}(x)$, for $i \in[n]$, and call these paths $p_{i}^{u}$ and $p_{i}^{l}$ for the upper $\left(G_{1}\right)$ and lower $\left(G_{2}\right)$ copy respectively. Note that each of $p_{i}^{u}$ and $p_{i}^{l}$ in addition to those edges, contains some edges with latency function of the form $\frac{w_{i j} x}{w_{i} w_{j}}$. These edges for path $p_{i}^{u}$ or $p_{i}^{l}$ is in one to one correspondence to the edges of vertex $i$ in $H$ and this is crucial for the proof.

We go on to prove the correspondence of Nash equilibria in $G$ to maximal cuts in $H$, i.e., solutions of MAX-Cut. We will first show that at a Nash equilibrium, a player of weight $w_{i}$ chooses either $p_{i}^{u}$ or $p_{i}^{l}$. Additionally, we prove that $p_{i}^{u}$ and $p_{i}^{l}$ will have at least one player (of weight $w_{i}$ ). This already provides a good structure of a Nash equilibrium and players of different weights, say $w_{i}$ and $w_{j}$, may go through the same edge in $G$ (the edge with latency function $w_{i j} x / w_{i} w_{j}$ ) only if $\{i, j\} \in E$. The correctness of the reduction lies in the fact that players in $G$ try to minimize their costs incurred by these type of edges in the same way one wants to minimize the sum of the weights of the edges in each side of the cut when solving Max-Cut.

To begin with, we will prove that at equilibrium any player of weight $w_{i}$ chooses either $p_{i}^{u}$ or $p_{i}^{l}$ and at least one such player chooses each of $p_{i}^{u}$ and $p_{i}^{l}$. For that, we will need the following proposition as a building block, which will also reveal a suitable value for $D$.

Proposition 7.A.1. For some $i, j \in[n]$ consider $F_{i j}$ (Fig. 7.1) and assume that for all $k \in[n]$, there are either one, two or three players of weight $w_{k}$ that have to choose an $o_{i j}-d_{i j}$ path. At equilibrium, all players of weight $w_{k}$ (for any $k \in[n]$ ) will go through the path that contains a edge with latency function $\ell_{k}(x)$.

Proof. The proof is by induction on the different weights starting from bigger weights. For any $k \in[n]$ call $e_{k}$ the edge of $F_{i j}$ with latency function $\ell_{k}(x)$ and call $e_{i j}$ the edge with latency function $\frac{w_{i j} x}{w_{i} w_{j}}$. For some $k \in[n]$ assume that for all $l>k$ all players of weight $w_{l}$ have chosen the path containing $e_{l}$ and lets prove that this is the case for players of weight $w_{k}$ as well. Since $D$ is going to be big enough, for the moment ignore edge $e_{i j}$ and assume that in $F_{i j}$ there are only $n$ parallel paths each consisting of a single edge.

Let the players be at equilibrium and consider any player, say player $K$, of weight $w_{k}$. The cost she computes on $e_{k}$ is upper bounded by the cost of $e_{k}$ if all players with weight up to $w_{k}$ are on $e_{k}$, since by induction players with weight $>w_{k}$ are not on $e_{k}$ at equilibrium. This cost is upper bounded by $c^{k}=\frac{D\left(3 \sum_{l=1}^{k} 16^{l}\right)}{4^{k}}=$ $\frac{3 D \frac{16^{k+1}-1}{16-1}}{4^{k}}$.

For any edge $e_{l}$ for $l<k$, the cost that $K$ computes is lower bounded by $c^{<}=\frac{D 16^{k}}{4^{k-1}}$ since she must include herself in the load of $e_{l}$ and the edge with the
smallest slope in its latency function is $e_{k-1}$. But then $c^{k}<c^{<}$, since

$$
c^{k}<c^{<} \Leftrightarrow \frac{3 D \frac{16^{k+1}-1}{16-1}}{4^{k}}<\frac{D 16^{k}}{4^{k-1}} \Leftrightarrow 48 \cdot 16^{k}-3<60 \cdot 16^{k}
$$

Thus, at equilibrium players of weight $w_{k}$ cannot be on any of the $e_{l}$ 's for all $l<k$. On the other hand, the cost that $K$ computes for $e_{l}$ for $l>k$ is at least $c_{l}^{>}=\frac{D\left(16^{l}+16^{k}\right)}{4^{l}}$, since by induction $e_{l}$ is already chosen by at least one player of weight $w_{l}$. But then $c^{k}<c_{l}^{>}$since

$$
\begin{aligned}
& \frac{3 D \frac{16^{k+1}-1}{16-1}}{4^{k}}<\frac{D\left(16^{l}+16^{k}\right)}{4^{l}} \Leftrightarrow \\
& 48 \cdot 16^{k}-3<15 \frac{16^{l}+16^{k}}{4^{l-k}} \Leftrightarrow \\
& 48 \cdot 4^{l-k} 16^{k}<15 \cdot 16^{l}=15 \cdot 4^{l-k} 4^{l-k} 16^{k} .
\end{aligned}
$$

Thus, at equilibrium players of weight $w_{k}$ cannot be on any of the $e_{l}$ 's for all $l>k$.
This completes the induction for the simplified case where we ignored the existence of $e_{i j}$, but lets go on to include it and define $D$ so that the same analysis goes through. By the above, $c^{<}-c^{k}=\frac{D 16^{k}}{4^{k-1}}-\frac{3 D \frac{16^{k+1}-1}{16-1}}{4^{k}}>D$ and also for any $l>k$ it is $c_{l}^{>}-c^{k}=\frac{D\left(16^{l}+16^{k}\right)}{4^{l}}-\frac{3 D \frac{16^{k+1}-1}{16-1}}{4^{k}}>D$ (this difference is minimized for $l=k+1$ ). On the other hand the maximum cost that edge $e_{i j}$ may have is bounded above by $c^{i j}=\frac{w_{i j} 3 \sum_{l=1}^{n} 16^{l}}{w_{i} w_{j}}$, as $e_{i j}$ can be chosen by at most all of the players and note that $c^{i j} \leq 16^{n+1} \max _{q, r \in[n]} w_{q r}$. Thus, one can choose a big value for $D$, namely $D=16^{n+1} \max _{q, r \in[n]} w_{q r}$, so that even if a player with weight $w_{k}$ has to add the cost of $e_{i j}$ when computing her path cost, it still is $c^{i j}+c^{k}<c^{<}$ (since $c^{<}-c^{k}>D \geq c_{i j}$ ) and for all $l>k: c^{i j}+c^{k}<c_{l}^{>}$(since $c_{l}^{>}-c^{k}>D \geq c^{i j}$ ), implying that at equilibrium all players of weight $w_{k}$ may only choose the path through $e_{k}$.

Other than revealing a value for $D$, the proof of Porposition 7.A.1 reveals a crucial property: a player of weight $w_{k}$ in $F_{i j}$ strictly prefers the path containing $e_{k}$ to the path containing $e_{l}$ for any $l<k$, independent to whether players of weight $>w_{k}$ are present in the game or not. With this in mind we go back to prove that at equilibrium any player of weight $w_{i}$ chooses either $p_{i}^{u}$ or $p_{i}^{l}$ and at least one such player chooses each of $p_{i}^{u}$ and $p_{i}^{l}$. The proof is by induction, starting from bigger weights.

Assume that by the inductive hypothesis for every $i>k$, players with weights $w_{i}$ have chosen paths $p_{i}^{u}$ or $p_{i}^{l}$ and at least one such player chooses each of $p_{i}^{u}$ and $p_{i}^{l}$. Consider a player of weight $w_{k}$, and, wlog, let her have chosen an $o-d$ path through $G_{1}$. Since at least one player for every bigger weight is by induction already in the paths of $G_{1}$ (each in her corresponding $p_{i}^{u}$ ), Proposition 7.A. 1 and
the remark after its proof give that in each of the $F_{i j}$ 's the player of weight $w_{k}$ has chosen the subpath of $p_{k}^{u}$, and this may happen only if her chosen path is $p_{k}^{u}$. It remains to show that there is another player of weight $w_{k}$ that goes through $G_{2}$, which, with an argument similar to the previous one, is equivalent to this player choosing path $p_{k}^{l}$.

To reach a contradiction, let $p_{k}^{u}$ be chosen by all three players of weight $w_{k}$, which leaves $p_{k}^{l}$ empty. Since all players of bigger weights are by induction settled in paths completely disjoint to $p_{k}^{l}$, the load on this path if we include a player of weight $w_{k}$ is upper bounded by the sum of all players of weight $<w_{k}$ plus $w_{k}$, i.e., $16^{k}+3 \sum_{t=1}^{k-1} 16^{t}=16^{k}+3 \frac{11^{k}-1}{16-1}$, which is less than the lower bound on the load of $p_{k}^{u}$, i.e., $3 \cdot 16^{k}$ (since $p_{k}^{u}$ carries 3 players of weight $16^{k}$ ). This already is a contradiction to the equilibrium property, since $p_{k}^{u}$ and $p_{k}^{l}$ share the exact same latency functions on their edges which, given the above inequality on the loads, makes $p_{k}^{u}$ more costly than $p_{k}^{l}$ for a player of weight $w_{k}$. To summarize, we have the following.

Proposition 7.A.2. At equilibrium, for every $i \in[n]$ a player of weight $w_{i}$ chooses either $p_{i}^{u}$ or $p_{i}^{l}$. Additionally, each of $p_{i}^{u}$ and $p_{i}^{l}$ have been chosen by at least one player (of weight $w_{i}$ ).

Finally, we prove that every equilibrium of the constructed instance corresponds to a maximal solution of Max-Cut and vice versa. Given a maximal solution $S$ of Max-Cut we will show that the configuration $Q$ that for every $k \in S$ routes 2 players through $p_{k}^{u}$ and 1 player through $p_{k}^{l}$ and for every $k \in V \backslash S$ routes 1 player through $p_{k}^{u}$ and 2 players through $p_{k}^{l}$ is an equilibrium. Conversely, given an equilibrium $Q$ the cut $S=\left\{k \in V: 2\right.$ players have chosen $p_{k}^{u}$ at $\left.Q\right\}$ is a maximal solution of Max-Cut.

Assume that we are at equilibrium and consider a player of weight $w_{k}$ that has chosen $p_{k}^{u}$ and wlog $p_{k}^{u}$ is chosen by two players (of weight $w_{k}$ ). By the equilibrium conditions the cost she computes for $p_{k}^{u}$ is at most the cost she computes for $p_{k}^{l}$, which, given Proposition 7.A.2, implies
$\sum_{i=1}^{m} \frac{2 D 16^{k}}{4^{k}}+\sum_{\{k, j\} \in E} \frac{w_{k j}\left(2 \cdot 16^{k}+x_{j}^{u} 16^{j}\right)}{16^{k} 16^{j}} \leq \sum_{i=1}^{m} \frac{2 D 16^{k}}{4^{k}}+\sum_{\{k, j\} \in E} \frac{w_{k j}\left(2 \cdot 16^{k}+x_{j}^{l} 16^{j}\right)}{16^{k} 16^{j}}$
where $x_{j}^{u}$ (resp. $x_{j}^{l}$ ) is either 1 or 2 (resp. 2 or 1 ) depending whether, for any $j:\{k, j\} \in E$, one or two players (of weight $w_{j}$ ) respectively have chosen path $p_{j}^{u}$. By canceling out terms, the above implies

$$
\begin{equation*}
\sum_{\{k, j\} \in E} w_{k j} x_{j}^{u} \leq \sum_{\{k, j\} \in E} w_{k j} x_{j}^{l} \Leftrightarrow \sum_{\{k, j\} \in E} w_{k j}\left(x_{j}^{u}-1\right) \leq \sum_{\{k, j\} \in E} w_{k j}\left(x_{j}^{l}-1\right) \tag{7.2}
\end{equation*}
$$

Define $S=\left\{i \in V: x_{i}^{u}=2\right\}$. By our assumption it is $k \in S$ and the left side of $\sqrt{7.2}\}$, i.e., $\sum_{\{k, j\} \in E} w_{k j}\left(x_{j}^{u}-1\right)$, is the sum of the weights of the edges
of $H$ with one of its vertices being $k$ and the other belonging in $S$. Similarly, the right side of of 7.2$\}$, i.e., $\sum_{\{k, j\} \in E} w_{k j}\left(x_{j}^{l}-1\right)$ is the sum of the weights of the edges with one of its vertices being $k$ and the other belonging in $V \backslash S$. But then $\left(7.2\right.$ directly implies that for the (neighboring) cut $S^{\prime}$ where $k$ goes from $S$ to $V \backslash S$ it holds $w(S) \geq w\left(S^{\prime}\right)$. Since $k$ was arbitrary (given the symmetry of the problem), this holds for every $k \in[n]$ and thus for every $S^{\prime} \in N(S)$ it is $w(S) \geq w\left(S^{\prime}\right)$ proving one direction of the claim. Observing that the argument works backwards we complete the proof. For the formal proof, to define function $\phi_{2}$, given the constructed instance and one of its solutions, say $s^{\prime}, \phi_{2}$ returns solution $s=\left\{k \in V: 2\right.$ players have chosen $p_{k}^{u}$ at $\left.s^{\prime}\right\}$.

## 7.B Missing Technical Details from the Analysis of BridgeGaps

In this section, we present an algorithm that computes approximate equilibria for Node-Max-Cut. Let $G(V, E)$ be vertex-weighted graph with $n$ vertices and $m$ edges, and consider any $\varepsilon>0$. The algorithm, called BRIDGEGAPS and formally presented in Algorithm 9, returns a $(1+\varepsilon)^{3}$-approximate equilibrium (Lemma 7.B.2) for $G$ in time $O\left(\frac{m}{\varepsilon}\left\lceil\frac{n}{\varepsilon}\right\rceil^{2 D_{\varepsilon}}\right.$ ) (Lemma 7.B.1), where $D_{\varepsilon}$ is the number of different rounded weights, i.e., the weights produced by rounding down each of the original weights to its closest power of $(1+\varepsilon)$. To get a $(1+\varepsilon)$-approximate equilibrium, for $\varepsilon<1$, it suffices to run the algorithm with $\varepsilon^{\prime}=\frac{\varepsilon}{7}$.
Description of the Algorithm. BridgeGaps first creates an instance $G^{\prime}$ with weights rounded down to their closest power of $(1+\varepsilon)$, i.e., weight $w_{i}$ is replaced by weight $w_{i}^{\prime}=(1+\varepsilon)^{\left\lfloor\log _{1+\varepsilon} w_{i}\right\rfloor}$ in $G^{\prime}$, and then computes a $(1+\varepsilon)^{2}$-approximate equilibrium for $G^{\prime}$. Observe that any $(1+\varepsilon)^{2}$-approximate equilibrium for $G^{\prime}$ is a $(1+\varepsilon)^{3}$-approximate equilibrium for $G$, since

$$
\sum_{j \in V_{i}: s_{i}=s_{j}} w_{j} \leq(1+\varepsilon) \sum_{j \in V_{i}: s_{i}=s_{j}} w_{j}^{\prime} \leq(1+\varepsilon)^{3} \sum_{j \in V_{i}: s_{i} \neq s_{j}} w_{j}^{\prime} \leq(1+\varepsilon)^{3} \sum_{j \in V_{i}: s_{i} \neq s_{j}} w_{j}
$$

where $V_{i}$ denotes the set of vertices that share an edge with vertex $i$, with the first and third inequalities following from the rounding and the second one following from the equilibrium condition for $G^{\prime}$.

To compute a $(1+\varepsilon)^{2}$-approximate equilibrium, BRIDGEGAPs first sorts the vertices in increasing weight order and note that, wlog, we may assume that $w_{1}^{\prime}=1$, as we may simply divide all weights by $w_{1}^{\prime}$. Then, it groups the vertices so that the fraction of the weights of consecutive vertices in the same group is bounded above by $\lceil n / \varepsilon\rceil$, i.e., for any $i$, vertices $i$ and $i+1$ belong in the same group if and only if $\frac{w_{i+1}^{\prime}}{w_{i}^{\prime}} \leq\left\lceil\frac{n}{\varepsilon}\right\rceil$. This way, groups $g_{j}$ are formed on which we assume an increasing order, i.e., for any $j$, the vertices in $g_{j}$ have smaller weights than those in $g_{j+1}$.

The next step is to bring the groups closer together using the following process which will generate weights $w_{i}^{\prime \prime}$. For all $j$, all the weights of vertices on heavier
groups, i.e., groups $g_{j+1}, g_{j+2}, \ldots$, are divided by $d_{j}=\frac{1}{|n / \varepsilon|} \frac{w_{j+1}^{\text {min }}}{w_{j}^{\text {max }}}$ so that $\frac{w_{j+1}^{\text {min }} / d_{j}}{w_{j}^{\text {max }}}=$ $\left\lceil\frac{n}{\varepsilon}\right\rceil$, where $w_{j+1}^{\min }$ is the smallest weight in $g_{j+1}$ and $w_{j}^{\max }$ is the biggest weight in $g_{j}$. For vertex $i$, let the resulting weight be $w_{i}^{\prime \prime}$, i.e., $w_{i}^{\prime \prime}=\frac{w_{i}^{\prime}}{\Pi_{j} \in I_{i} d_{j}}$, where $I_{i}$ contains the indexes of groups below i's group, and keep the increasing order on the vertex weights. Observe that by the above process for any $i: \frac{w_{i+1}^{\prime \prime}}{w_{i}^{\prime \prime}} \leq\left\lceil\frac{n}{\varepsilon}\right\rceil$, either because $i$ and $i+1$ are in the same group or because the groups are brought closer together. Additionally if $i$ and $i+1$ belong in different groups then $\frac{w_{i+1}^{\prime \prime}}{w_{i}^{\prime \prime}}=\left\lceil\frac{n}{\varepsilon}\right\rceil$, implying that for vertices $i, i^{\prime}$ in different groups with $w_{i^{\prime}}^{\prime \prime}>w_{i}^{\prime \prime}$ it is $\frac{w_{i \prime}^{\prime \prime}}{w_{i}^{\prime \prime}} \geq\left\lceil\frac{n}{\varepsilon}\right\rceil$. Thus, if we let $D_{\varepsilon}$ be the number of different weights in $G^{\prime}$, i.e., $D_{\varepsilon}=\mid\left\{w_{i}^{\prime}: i\right.$ vertex of $\left.G^{\prime}\right\} \mid$, then the maximum weight $w_{n}^{\prime \prime}$ is $w_{n}^{\prime \prime}=\frac{w_{n}^{\prime \prime}}{w_{n-1}^{\prime \prime}} \frac{w_{n-1}^{\prime \prime}}{w_{n-2}^{\prime \prime}} \cdots \frac{w_{2}^{\prime \prime}}{w_{1}^{\prime \prime}} \leq\left\lceil\frac{n}{\varepsilon}\right\rceil^{D_{\varepsilon}}$

In a last step, using the $w^{\prime \prime}$ weights, BridgeGaps starts from an arbitrary configuration (a $0-1$ vector) and lets the vertices play $\varepsilon$-best response moves, i.e., as long as there is an index $i$ of the vector violating the $(1+\varepsilon)$-approximate equilibrium condition, BridgeGaps flips its bit. When there is no such index Bridgegaps ends and returns the resulting configuration.

Lemma 7.B.1. For any $\varepsilon>0$, BridgeGaps terminates in time $O\left(\frac{m}{\varepsilon}\left\lceil\frac{n}{\varepsilon}\right\rceil^{2 D_{\varepsilon}}\right)$
Proof. We are going to show the claimed bound for the last step of BridgeGaps since all previous steps can be (naively) implemented to end in $O\left(n^{2}\right)$ time.

The proof relies on a potential function argument. For any $\vec{s} \in\{0,1\}^{n}$, let

$$
\Phi(\vec{s})=\frac{1}{2} \sum_{i \in V} \sum_{j \in V_{i}: s_{i}=s_{j}} w_{i}^{\prime \prime} w_{j}^{\prime \prime} .
$$

Since for the maximum weight $w_{n}^{\prime \prime}$ it is $w_{n}^{\prime \prime} \leq\left\lceil\frac{n}{\varepsilon}\right\rceil^{D_{\varepsilon}}$, it follows that $\Phi(\vec{s}) \leq$ $m\left\lceil\frac{n}{\varepsilon}\right\rceil^{2 D_{\varepsilon}}$. On the other hand whenever an $\varepsilon$-best response move is made by Bridgegaps producing $\vec{s}^{\prime}$ from some $\vec{s}, \Phi$ decreases by at least $\varepsilon$, i.e., $\Phi(\vec{s})-$ $\Phi\left(\vec{s}^{\prime}\right) \geq \varepsilon$. This is because, if $i$ is the index flipping bit from $\vec{s}$ to $\vec{s}^{\prime}$, then by the violation of the $(1+\varepsilon)$-equilibrium condition

$$
w_{i}^{\prime \prime} \sum_{j \in V_{i}: s_{i}=s_{j}} w_{j}^{\prime \prime} \geq w_{i}^{\prime \prime}(1+\varepsilon) \sum_{j \in V_{i}: s_{i} \neq s_{j}} w_{j}^{\prime \prime} \Rightarrow \sum_{j \in V_{i}: s_{i}=s_{j}} w_{i}^{\prime \prime} w_{j}^{\prime \prime}-\sum_{j \in V_{i}: s_{i}^{\prime}=s_{j}^{\prime}} w_{i}^{\prime \prime} w_{j}^{\prime \prime} \geq \varepsilon,
$$

since $\sum_{j \in V_{i}: s_{i}^{\prime}=s_{j}^{\prime}} w_{i}^{\prime \prime} w_{j}^{\prime \prime} \geq 1$, and

$$
\Phi(\vec{s})-\Phi\left(\vec{s}^{\prime}\right)=\sum_{j \in V_{i}: s_{i}=s_{j}} w_{i}^{\prime \prime} w_{j}^{\prime \prime}-\sum_{j \in V_{i}: s_{i}^{\prime}=s_{j}^{\prime}} w_{i}^{\prime \prime} w_{j}^{\prime \prime} \geq \varepsilon .
$$

Consequently, the last step of the algorithm will do at most $\frac{m\left\lceil\frac{n}{\varepsilon}\right\rceil^{2 D_{\varepsilon}}}{\varepsilon} \varepsilon$-best response moves.

Mechanism 9: BRIDGEGAPS, computing $(1+\varepsilon)^{3}$-approximate equilibria
Input: A Node-Max-Cut instance $G(V, E)$ with $n$ vertices and weights $\left\{w_{i}\right\}_{i \in[n]}$ sorted increasingly with $w_{1}=1$, and an $\varepsilon>0$.
Output: A vector $\vec{s} \in\{0,1\}^{n}$ partitioning the vertices in two sets.
for $i \in[n]$ do $w_{i}:=(1+\varepsilon)^{\left.\log _{1+\varepsilon} w_{i}\right\rfloor}$
groups:=1;
insert $w_{1}$ into $g_{\text {groups }} ;$ / Assign the weights into groups
$\left\{g_{j}\right\}_{j \in[\text { groups }]}$
for $i \in\{2, \ldots, n\}$ do
if $\frac{w_{i}}{w_{i-1}}>\left\lceil\frac{n}{\epsilon}\right\rceil$ then groups ++ ;
insert $w_{i}$ into $g_{g r o u p s}$;
3 for $j \in\{2, \ldots$, groups $\}$ do $w_{j}^{\text {min }}:=$ minimum weight of group $g_{j} ; ; \quad / /$ Bring the groups $\left\lceil\frac{n}{\varepsilon}\right\rceil$ close
$w_{j-1}^{\max }:=$ maximum weight of group $g_{j-1} ;$
$d_{j}=\frac{1}{|n / \varepsilon|} \frac{w_{j+1}^{m i n}}{w_{j}^{m a x}}$ for $w_{i} \in g_{j} \cup \ldots \cup g_{\text {group }}$ do $w_{i}:=w_{i} / d_{j} ;$
$4 \vec{s}:=$ an arbitrary $\{0,1\}^{n}$ vector;
5 For all $i$, let $V_{i}=\{j:\{i, j\} \in E\}$ be the neighborhood of $i$ in $G$;
while $\exists i: \sum_{j \in V_{i}: s_{i}=s_{j}} w_{j}>(1+\varepsilon) \sum_{j \in V_{i}: s_{i} \neq s_{j}} w_{j}$ do

$$
s_{i}:=1-s_{i} ; ; \quad / / \text { Moves towards equilibrium }
$$

6 return $\vec{s}$.

Lemma 7.B.2. For any vertex-weight graph $G$ and any $\varepsilon>0$, BRIDGEGAPS returns a $(1+\varepsilon)^{3}$-approximate equilibrium for NODE-MAX-CUT in $G$.

Proof. Clearly, BRIDGEGAPs terminates with a vector $\vec{s}$ that is a $(1+\varepsilon)$-approximate equilibrium for the instance with the $w^{\prime \prime}$ weights. It suffices to show that $\vec{s}$ is a $(1+\varepsilon)^{2}$-approximate equilibrium for $G^{\prime}$, i.e., the instance with the $w^{\prime}$ weights, since this will directly imply that $\vec{s}$ is a $(1+\varepsilon)^{3}$-approximate equilibrium for $G$, as already discussed at the beginning of the description of the algorithm.

Consider any index $i$ and let $V_{i}^{h}$ be the neighbors of $i$ that belong in the heaviest group among the neighbors of $i$. By the $(1+\varepsilon)$-approximate equilibrium condition it is

$$
\begin{equation*}
\sum_{j \in V_{i} \backslash V_{i}^{h}: s_{i}=s_{j}} w_{j}^{\prime \prime}+\sum_{j \in V_{i}^{h}: s_{i}=s_{j}} w_{j}^{\prime \prime} \leq(1+\varepsilon)\left(\sum_{j \in V_{i} \backslash V_{i}^{h}: s_{i} \neq s_{j}} w_{j}^{\prime \prime}+\sum_{j \in V_{i}^{h}: s_{i} \neq s_{j}} w_{j}^{\prime \prime}\right) . \tag{7.3}
\end{equation*}
$$

Recalling that for every $j, w_{j}^{\prime \prime}=\frac{w_{j}^{\prime}}{\Pi_{k \in I_{j}} d_{k}}$, where $I_{j}$ contains the indexes of groups
below j's group, and letting $D=\Pi_{k \in I_{j}} d_{k}$, for a $j \in V_{i}^{h}$, gives

$$
\begin{equation*}
\sum_{j \in V_{i} \backslash V_{i}^{h}: s_{i}=s_{j}} w_{j}^{\prime}+\sum_{j \in V_{i}^{h}: s_{i}=s_{j}} w_{j}^{\prime} \leq D\left(\sum_{j \in V_{i} \backslash V_{i}^{h}: s_{i}=s_{j}} w_{j}^{\prime \prime}+\sum_{j \in V_{i}^{h}: s_{i}=s_{j}} w_{j}^{\prime \prime}\right) \tag{7.4}
\end{equation*}
$$

On the other hand for any $j$ and $j^{\prime}$, if $j^{\prime}$ belongs in a group lighter than $j$ then by construction $\frac{w_{j}^{\prime \prime}}{w_{j^{\prime}}^{\prime \prime}} \geq \frac{n}{\varepsilon}$ (recall the way the groups were brought closer), which gives $n w_{j^{\prime}}^{\prime \prime} \leq \varepsilon w_{j}^{\prime \prime}$, yielding

$$
\begin{equation*}
\sum_{j \in V_{i} \backslash V_{i}^{h}: s_{i} \neq s_{j}} w_{j}^{\prime \prime}+\sum_{j \in V_{i}^{h}: s_{i} \neq s_{j}} w_{j}^{\prime \prime} \leq(1+\varepsilon) \sum_{j \in V_{i}^{h}: s_{i} \neq s_{j}} w_{j}^{\prime \prime} \tag{7.5}
\end{equation*}
$$

Using equations (7.4, 7.3) and (7.5), in this order, and that $D \sum_{j \in V_{i}^{h}: s_{i} \neq s_{j}} w_{j}^{\prime \prime}=$ $\sum_{j \in V_{i}^{h}: s_{i} \neq s_{j}} w_{j}^{\prime} \leq \sum_{j \in V_{i}: s_{i} \neq s_{j}} w_{j}^{\prime}$, we get

$$
\sum_{j \in V_{i}: s_{i}=s_{j}} w_{j}^{\prime} \leq(1+\varepsilon)^{2} \sum_{j \in V_{i}: s_{i} \neq s_{j}} w_{j}^{\prime}
$$

as needed.
Remark 7.B.3. We observe the following trade off: we can get a $(1+\varepsilon)^{2}$ approximate equilibrium if we skip the rounding step at the beginning of the algorithm but then the number of different weights $D_{\varepsilon}$ and thus the running time of the algorithm may increase. Also, if $\Delta$ is the maximum degree among the vertices of $G$, then replacing $\frac{n}{\varepsilon}$ with $\frac{\Delta}{\varepsilon}$ in the algorithm and following a similar analysis gives $O\left(\frac{m}{\varepsilon}\left\lceil\frac{\Delta}{\varepsilon}\right\rceil^{2 D_{\varepsilon}}\right)$ running time.
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[^3]:    ${ }^{1}$ More precisely, suppose that the alternatives are ordered on a line, representing their positions; as argued in spatial voting theory [90, 24, it is often reasonable to assume that the alternatives can be represented as points on a line (e.g., in political elections a candidate's position may indicate whether she is a "left-wing" or a "right-wing" candidate). An agent's preferences are single-peaked if she prefers alternatives which are closer to her peak. We remark that in single-peaked domains it is known that there can be no Condorcet cycles.

[^4]:    ${ }^{2}$ For consistency with prior work STV will represent throughout this paper the singlewinner variant of the system, which is sometimes referred to as instant-runoff voting (IRV)

[^5]:    in the literature.
    ${ }^{3}$ We say that a Euclidean space is low-dimensional if its dimension $d$ is bounded by a "small" universal constant, i.e. $d=O(1)$.

[^6]:    ${ }^{1}$ E.g., let $k=2$ and consider the $\Theta(\gamma)$-stable instance $(0,1-\varepsilon, 1,6 \gamma, 6 \gamma+\varepsilon, 6 \gamma+1,6 \gamma+$ $1+\varepsilon, 6 \gamma+2)$, for any $\gamma \geq 1$. Then, the agent at location $6 \gamma$ can decrease its connection cost (from 1) to $\varepsilon$ by deviating to location $(6 \gamma)^{2}$.
    ${ }^{2}$ Another natural way to deal efficiently with singleton deviations is through some means of location verification, such as winner-imposing verification [111] or $\varepsilon$-symmetric verification 117, 121. Adding e.g., winner-imposing verification to the optimal mechanism, discussed in Section 3.4 results in a strategyproof mechanism for $(2+\sqrt{3})$-stable instances whose optimal clustering may include singleton clusters.

[^7]:    ${ }^{3}$ Notice here that while this property was a must-have for AlmostRightmost to work

[^8]:    ${ }^{6}$ For a description of this notation, of the form $\operatorname{cost}(\vec{x}, \vec{C})$, see proof of Theorem 3.4.1

[^9]:    ${ }^{1}$ Ariel Procaccia pointed out to us that there is a more elementary way to "upperbound" the concentration of $X_{r}$; see [54, Lemma 1]. Yet, we remark that their argument would only provide a guarantee with high probability, and not in expectation.
    ${ }^{2}$ The integrability here is implied in the standard Riemannian-Darboux sense.

[^10]:    ${ }^{3}$ It is interesting to note that $X$ is a sub-Gaussian random variable 160 with variance proxy $\sigma^{2}=\Theta(1 / \rho)$; indeed, notice that $\left(1-t^{2}\right)^{\rho} \leq e^{-\rho t^{2}}$, with the bound being tight for $|t| \downarrow 0$. This observation leads to an alternative - and rather elegant-way to analyze the concentration of $X$.

[^11]:    ${ }^{4}$ This model is analogous to the standard approach in property testing (135).

[^12]:    ${ }^{5}$ On the other hand, it is easy to see that any deterministic dictatorship yields in the worst-case an $n-1$ approximation.

[^13]:    ${ }^{6}$ Naturally, we assume that the sample contains at least 2 agents, so that the secondprice rule is properly defined.

[^14]:    ${ }^{7}$ In fact, AscendingAuctionViaSampling (with $\mathcal{A}$ implemented as a sealed-bid auction) is dominant strategy incentive compatible if the sequence of announced prices is non-decreasing; this property can be guaranteed if the "market-clearing price" in the sub-auction serves as a reserved price. Otherwise, truthful reporting is not necessarily a dominant strategy. For example, assume that every agent $i$, besides some agent $j$, commits to the following-rather ludicrous-strategy: $i$ reports truthfully, unless $i$ remains active with at most $2 c$ other agents; in that case, $i$ will act as if her valuation is 0 . Then, the best response for $j$ is to act as if her valuation is $\infty$.

[^15]:    ${ }^{8}$ We do not claim that our analysis w.r.t. the size of the sample is tight; the rather crude bound $c=\Theta\left(1 / \epsilon^{2}\right)$ is an artifact of our analysis, but nonetheless it will suffice for our purposes.

[^16]:    ${ }^{9}$ However, the winners do not actually pay $p_{h}$, but rather a common price determined at the final round of the auction; this feature is necessary in order to provide any meaningful incentive compatibility guarantees.

[^17]:    ${ }^{10}$ We assume sampling with replacement to slightly simplify the analysis; our approach is also directly applicable when the sampling occurs without replacement.

[^18]:    ${ }^{11}$ Here we assume that we sample with replacement.

[^19]:    ${ }^{1}$ A tight bound of $\Theta(\sqrt{m})$ for the ranked pairs mechanism was subsequently given by Kempe [149.

[^20]:    ${ }^{2}$ The case where $S_{a}=0$ can be trivially handled. Indeed, it implies that $S_{b} \leq \ell \times S_{a}=0$, which in turn yields that $d\left(c_{a}, c_{b}\right)=0$; thus, $\operatorname{cost}(a)=\operatorname{cost}(b)$.

[^21]:    ${ }^{3}$ If it is not the case that $k \mid(m-1)$, take $k^{\prime}$ to be the smallest number larger than $k$ such that $k^{\prime} \mid(m-1)$, and apply our argument for $k^{\prime}$; given that $k^{\prime}<2 k$, we will establish again a lower bound of $\Omega(m / k)$, even though the mechanism had more information than the $k$-top preferences.

[^22]:    ${ }^{4}$ Although the samples are not independent since we are not replacing them, observe that the induced bias is negligible for $n$ substantially larger than $m$.

[^23]:    ${ }^{5}$ This example is taken from [131.

[^24]:    ${ }^{1}$ To keep the exposition reasonably smooth, the formal definition of standard notation is deferred to the preliminaries in Section 6.2
    ${ }^{2}$ To avoid trivialities it will be assumed that $\lambda \geq 2$.

[^25]:    ${ }^{3}$ A doubling metric refers to a metric space with doubling dimension upper-bounded by some universal constant.

[^26]:    ${ }^{4}$ That is, $\mathrm{SC}(a) / \min _{x \in C} \mathrm{SC}(x) \geq \mathfrak{D}$.
    ${ }^{5}$ Considering only "large" coalitions is standard in the literature; cf. 53.

[^27]:    ${ }^{6}$ The definition of the set $C^{(t)}$ for $t>1$ is subject to $\left|C^{(t)}\right| \geq\left|C^{(t-1)}\right|-1$, i.e. agents never disregard more than 1 candidate in the course of a single round; in the contrary case the guarantee we state for the dynamics does not hold due to some pathological instances.

[^28]:    ${ }^{7}$ For simplicity, it is assumed that in case multiple such agents exist we posit some arbitrary but common among all agents tie-breaking mechanism.

[^29]:    ${ }^{8}$ Note that Young's inequality implies that dist( $\left.\cdot, \cdot\right)$ is a 2 -approximate metric.

