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Abstract

Song identification is one of oldest and perhaps one of the most popular Music Information
Retrieval tasks. It has received a lot of attention in both academic research and the industry. One of
the most well-known commercial applications for song identification is Shazam. Shazam’s algo-
rithm is based on a technique called audio fingerprinting. It extracts a compact representation by
hashing the spectral peaks on the spectrogram of the audio fragments. This way, Shazam achieves
a representation that is robust to noise distortions that may occur in realistic scenarios where music
is captured from portable devices. A non-exhaustive technique based on inverted lists allows for
fast and efficient retrievals. However, recently, Google launched a totally different music recog-
nition by utilizing the pioneering ideas of deep learning. Instead of inventing sophisticated audio
representations, they trained a deep neural network to automatically extract robust and meaningful
audio representations.

In this thesis, we present how these two music recognition systems can be implemented, both
theoretically and practically. We compare these two approaches in terms of their performance,
storage requirements, and scalability. In the case of the deep learning approach, we introduce
a novel data augmentation pipeline that further improves the performance of the overall system
prior to already existing systems employing the same approach. This way, our system is ideal
for real time applications. The thesis focuses on both the theoretical and practical aspects of
audio signal processing. We begin from the fundamental concept of the Fourier Transform and
we develop the theory by introducing the most important techniques and features used in audio
signal processing nowadays. We explain how the algorithm of Shazam works, and we implement
a music recognition using an open source library. In the last chapters, we turn our attention to deep
learning. We introduce the basic concepts of deep learning and we develop a music recognition
system by training a neural network with contrastive loss. Finally, we experimentally test the
performance of these systems. This thesis was meant to be as self-contained as possible. Our code
is publicly available (https://github.com/ChrisNick92/deep-audio-fingerprinting).

Keywords

Song identification, Music Information Retrieval, Audio Signal Processing, Deep Learning,

Contrastive Learning.
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Chapter 1
Synopsis

1.1 EAMvika

2e oUTO TO TPDTO KEPOIOLO SIVOUUE L. GUVTOUY TTEPLYPAPT] TG TAPOVOOS OUTAWUOTLKTG
EPYAOLAG. ZKOTOG OUTOU TOU KEQPOAALOU €LVaL VO OTOTEAEDEL VAl TTPDTO AVAYVWOOUA TNG
gpyaoiog ToPoVoLALOVTAG CUVOTTTIKG TN dour}, TO TEPLOYOUEVO KOL TO. OITOTELEGUOTO. TOV

KG0e Keparaiov.

210 Kegpdahawo 2 mapovotafovpe tov petooynuatiopd Fourier, to Paoiko epyaieio yio
TN UEAETY) KO TNV ETTEEEPYOOIO ONUOTOG KOL AVATTOOCOVUE TLG Bootkég Tov 1dudtnteg. ITo
OVYKEKPLUEVQL, 1) LEAETY EEKLVA UE TNV TIEPITTTMOTN TWV TEPLOSLKDV OUVAPTNOEMV (1] TEPLODIKDV
onudtwv) f : R = R. Anhadm, Tov ouvapTioemv yio Tig omtoieg vtdpyel T € R tétolog wote

Jx+T) = f(x),

v kGa0e x € R. Ze autd 10 TAAioL0 EVTACOOVTAL KOL OL GUVOPTHOELS TG LOPPN|G sin(m(nt— @y,)),
7OV QITOTEAOVV TOL dopkd otoryeta g Oempiag. O aplduog n eivor n ovyvoTNTo TOV ONUATOG
Ko puetpator og Hertz evd) o aplOudg ¢ avitotolyel oty pdon tov onuotoc. H omovdordtta
TOV CUVAPTNOEMV AUTHG TNG LOPPIIG, EYKELTAL OTO YEYOVOG OTL VIO 0pLouéveg poimoféoelg,
KABe mepLodiky) ouvaptnon f : R — R wwopel va mpooeyyiotel amd €va, evdeyoutvmg Ko

dmelpo dbpolopa

)

Ap sin(2r(nt — @), (1.1.1)

n=1

TETOLWY ovvapTHoemv. Me v avasapdotaon g (1.1.1) wropovue va dolue T cuvelspopd
K4Be ouyvomtag n oto mepLodikd onua. 'Etol, omv mopdypogo 2.1 mapovordlovue pe
aodeiEeLg (OTTov 0T ElvaL EPLKTO), TTMG KoL VITO TTOLEG TPOVTOOETELG (WTOPOVUE VAL TETVYOVUE
QUTY] TNV OVOTTOPAOTOON. 2TV Topdypapo 2.2 exekteivouue ) Oewpia yio onuata f : R —» R
7tov dev etval Kot avaykn mepltodikd. H avaykn autig thg YEVIKEVONG OQEIAeTAL OTO OTL TA.
TEPLOOOTEPQL MYNTLKA ONUATOL TTOV CUVOAVTAUE 0TV TTPAEN eivar un septodikd. 'Etol, kpivetan
ATTOPALTNTO VO EEETAOEL KAVEIG TG KO UE TTOLO TPOTO ITOPEL KAVELG 0T TNV KUUOTOUOPEPN
TOV ONUOLTOG VO EEQYEL TNV OUYVOTLKY CUUITTEPLPOPG TOV ONUATOG. ANLadT), VO SLOKPIVEL TTOLEG
OUYVOTNTEG CUVELOPEPOVY OTO GTULOL KOUL TTOLEG OL. € CLUTI) TNV TTEPLITTWON), TO fACLKO EpYAAELD
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Chapter 1. Synopsis

etvan o petaoynuotiopog Fourier

Ff(s) = f mf (e >™" dt. (1.1.2)

"Etot, 0€ auTh TNV Topaypopo, TopOoVOLALOVIE TTMG UTOPOVUE VAL ETTEKTEIVOUILE TNV £VVOLO, TOU
uetaoynuotiopov Fourier yio pun meplodikég ovvopmoeig. Emiong, elodyovpe Tov avtiotpogo
uetaoynuotiond Fourier

Flg(t) = fm g(s)e*™ ds, (1.1.3)

0 omotog malilel Tov pOLo TG avtioTpogng amelkoviong g (1.1.2) mov meprypdpeton uéow
TOV OYECEMV

F(F ) =10, FFL(s)=1(s). (1.1.4)

H ypnowodtta twv oyéoemv g (1.1.4) yivetor eugavig 0tav ovvouatoviot ue to OEmpnua

NG OLVEMENG oV nag Aéel 0Tl o petooynuotionds Fourier mov pokvster amd T ovveMEN

a0 = [ re- g0 ax (1.15)
800 oNUATWY f, g LOOUTAL UE TO YLVOUEVO
F(f = g)s) =Ff(s)- Fg(s). (1.1.6)

tov petaoynuotiopmy Fourier Ff, F g tov f, g. O tpdmog e TOV 0T0L0 Y P1OLUOTOLOVVTOL OL
V0 moparmdvw oyEoelg eival Otav BEAOVUE VO EQPAPUOCOUUE KATOLOV LETAOYNUOTLOUO OE EVAL
doouévo onua f : R — R. T mapaderypa, av BEAovue va "TeptKOPouue” TG U VOTITES TOU
ONUATOg TAVED Ot €va KATm®AL ve > 0, apKel Vo TOAMATAOOLAOOVIE TOV UETAOYTUATIONO
Fourier ¥ f(s) ue t ouvaptnon

1, |s| < v
H(s) = .
0, |s|= v

I'vopitovrag ot h(t) = F1H(t) = 2vesinc(2vct) Kot XpNOLULOTOLDVTOG TOV OVTIOTPOPO UETOL-
OYNUOTLOUO UIToPoVUE VO TPOadLopioovue Tov TUmo y(t) = (f * h)(t) Tov Tntovuevoy G1UaToG.
2V TopAyPapo aUTH TOPOVOLATOVUE Kol AAMEG LOPEPES UETAOYNUATIOWMY TOV EQAPUOLO-
VTl 0pKeETA oty emeSepyaocion onuatog. H Oeswpio avty nag Bonbder va kotavornoovue
KOMITEPA TO TG EQPAPUOTOVTAL OUTOL OL LETATYNUATIOUOL, TOVG 0TT0LOVG O Y POLUOTOLGOV-
UE EKTEV(MG YLOL VO, EKTTAULOEVCOVUE EVOL VEUPMVIKO SIKTVO YLaL Vo EEQyouue TANPOQOpPia 0Ito
WKPA NYNTIKA ATOCTAOUOTO dLOPOPWY TPOYOUdL®DV. ZTIg Topaypdpovs 2.3 & 2.4 emke-
VIPOVOUOOTE 0T SLOKPLTY TEPITTTWON TOV petaoynuatiopov Fourier wou ypnolpomoteital
otV TPGEN amd Toug VITOMOYLOTEG Yo TV emeEepyaoio onudtmy. Auvtd cvufaiver dtotL o
VITOAOYLOTNG WITOPEL VAL OLOYELPLOTEL LOVO €VaL TTemepaoUEVo TAN0og Tumv. O tpdmog ue Tov
07T0L0 TTEPVA KOVELG 0TTO T OLVEYY TEPLTTWOT TOV peTaoynuatiopov g (1.1.2) ot duakprt

mepimTwon elvan 0 €N\ Apykd to avaroyiko onfua f : R — R petatpémetar og £va dLokpLtd

Diploma Thesis



1.1 EAAnvikd

ofua x : Z — R uéom g
x(n)=f(n-T), neZ,

O apBudg T > 0 aviloTtolyel otV mEPIodo derypaToMpiog, evad avtiotpopog apludg Fs =
1/T otov puBud derypoatopiog mov perpdtar o Hertz. H dtadikaoio vty avasapiototon

ypagika oto Zynua 1.1.

A4 Piano

= LN N

0 2 4 6 8 10

Time [ms]

a

S

o

S

Figure 1.1. Asvyuaroinypic tov orjuatog mov aviieroyel 6to A4 Tov midvo ue puluois devyua-
toAnyiag 4kHz (mavw yodenua) kaw 8kHz (katw yoapnua).

Ev ovveyeia, pe ™ forfeta twv abporopdtov Riemann, o petaoynuotiowog mg (1.1.2) maipvel
™ Hopyi N
f f(He 2™t dt ~ T - Z F(nT)e 2msnT (1.1.7)
- n=—oo

Ev yével, yia éva duakpltd onua x : Z — R, o petaoynonationds Fourier divetan péow g

(9]

X(s) = Z x(n)e 2msn, (1.1.8)
n=—co
Ze QUT TV TEPLTTWON, 1] CUYVOTNTO X(S) OUVOEETOL UE TNV OUYVOTNTO TOU OVAAOYLKOU
ONUOLTOG UECW TNG

X(s) = %F(;) (1.1.9)

omov F o petaoynuatiopndg Fourier tov avaioyikot oniuatog f : R — R, ue x(n) = f(nT).
Twpa, to TpdfAnua ue v (1.1.8) elvor to dBpolouo Tov eupaviletol £xel AmeLpoug 0Povg
KoL 0TL 1) ovyvotnta s € R duatpéyel Ohovg toug mpaypatikots aptbuovg. 'Etol, agol oty

TPGEN kabe oNua x @ Z — R eivan TETEPAOUEVNS DLAPKELAG, OUTO avaTaploTatol amd N

Tuég x(0), .. ., x(N — 1) otov vtohoylot]. Ze emimedo vrroroyotwy, 1 (1.1.8) avukadiototan
amd v
N-1
X(k) = X(Ie/N) = > x(n)e 2"/N, (1.1.10)
n=0
vk =0,..., N — 1. Me Baon v (1.1.9) n oyéon pueta& tov k-ootol ouvteleot| Fourier
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Chapter 1. Synopsis

X (k) xai tng ouyvoTnTag Tou avaloytkov onuotog f : R — R divetow uéow tng

X(k) = %(k/N) ~ %F(NLT) (1.1.11)

Twopa, n oxéon oty (1.1.11) pog diver TAnpogopio YLo. T GVVELSPOPA TV SUYVOTHTOV I/NT
yioe O ) dudpketa Tov onuatog. 'Etot, ue ovtdv tov 1pdmo, M xpoviky) AgLEN autv tTov
oUYVOTHTOV Tapauével Kpugn. T't autd tov Adyo, elodyetal 1 £vvola Tov Ppayurpdbeouov
uetaoynuotiopo Fourier, drtov eqpapudletar o petooynuotiopog g (1.1.11) oe wkpd ma-
paBupa Tov onuatog. Anhadn, yio doouévo wikog tapadipov N, Tov aviloTtol el 0To Th0og
TOV deLyuatmv, Kot yia évo dlpa (hop length) H, eqpopudleton 0 HETAOYNUATIONOG

N-1
X(m, k) = Z x(n + mH)w(n)e 2™/N, (1.1.12)

n=0
vio m € Zxor ke = 0,...,N — 1. Me autov Tov TpOT0, KOTOANYOUUE O (a SLodLAOTAT

avosopdotaon X(m, k) evog avaroyikov onuotog f : R — R 1 omolo pag diver winpogopio
YLOL TIG OUYVOTNTEG TOV ONUATOG, KOOMG KoL 0€ TTOLEG YPOVIKEG OTLYUEG QUTEG EUPAVICOVTOL.
Anhadn, n moodtta X(m, k) mepLéyel v Anpogopio Yo to uéyebog Kal ) paon g ov-
yvomtag k/NT ™) ypoviky otyw] mH/Fs, émtov Fs 0 puBuog derypotodnpiog tov avaloytkol
onfuatog f : R — R. Méow g (1.1.12) opiletal M €vvola TV QAOUOTOYPAUUATOS, EVOG
artd 1o 7o SLodESOUEVA YOPOKTNPLOTIKA TTOV PN OLUOTOLOUVTOL 0TV emteEepyaoia 1yov. To
PACUATOYPOUUO SIVETOL ATTO TO UETPO TV YadKdY aptdudv |X(m, k)%, néom tov omoiov
WITOPOVUE VO SLOKPIVOUULE TNV EVEPYELX TWV OUYVOTHTWOV k/NT T1g Ypovikéc otryuég mH/Fs.
210 Zynuo 1.2 galvetor 1 KupuoTopopEy Tou CNUITOG TTOV TPOKVTEL Ald TO TANKTPOo Ad
0TO 7LAVO (UETA aTtd SELYUATOMIPIO) KOL TO OVTIOTOLXO Paouotoypouua. ‘Omwe paiveTo
KO 0TO OY1 U0 1 TTEPLOCOTEPT| EVEPYELD. CVOOWPEVETAL 0T oUyvoThnTa 440 Hz mov eivar kou 1
oUYVOTNTA QTG TNG VOTAG.

Waveform of A4 Spectrogram of A4

+0dB
2048 -lods
20d8
1024
—_— e
-30d8
512
z -40 dB
256
-50 4B
128
-60 4B
708
-80 4B

0.0 0.2 0.4 0.6 0.8 1.0 015 03 045 06 075 09
Time [s] Time

r presst

(Al

Amplitude

~0.05

-0.10

Figure 1.2. H kvuatouoor] tng votag A4 61o mdvo Kat TO avTioToL(o QoouatToyoauc.

"Exovtog avamTigeL To omapoitta epyaheio yOopm amd tov uetooynuotioud Fourier, oto Ke-
PAAOLO 3 KAVOULLE TNV ELOOY YN OTNV eTEEEPYOOLa NYOU. ZTHV Tapypago 3.1 mapovatdfovue
TOVG ALAPOPOVG TPATOUG L€ TOUS OTTOLOVG UTTOPEL VAL AVOTTALPAOTAOEL 1] LOVOLKT] TTANPOQOpPLaL.
21 dIK1| HOG TEPLTTMON, 1] ONUOVTIKOTEPY OVOTTAPAOTAON EIVAL QT TTOV TTEPLYPAUPEL £Val
MMTKO oNuo g wa ovvdpmon f : [0, ) — R 1 omota yio poe Se0UEVT xPOVIKY OTLYUN
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1.1 EAAnvikd

t > 0 uetpd ) mieon tov aépa o £va dedouévo onueio. Me aquTOV Tov TPOTO, PAETOVTOG TO
NYNTIKG ofjuata og ouvoaptoels f : R — R umopovue va expetaiievtotue ) Bewpia tov 20u
Kepaiaiov. Ztnv mapdypao 3.3 TapovoLlaLovUe TO ONUAVILKOTEPO XAUPAKTNPLOTLKA TTOU €-
Edqyovtan pe xp1jon tov drakpltod petaoynuotiopov Fourier oty eneEepyacia 1yov. Mo oo
TLG ONUAVTIKOTEPES OVOTTAPAOTAOELS TTAVW 0TV 0TT0L0L BACLLOUAOTE VL0 THY AVATTTUEY TV
novtéhwv padidg nuddnong eivor tov mel-paouotoypduuaTog Tov TapovotdleTal oty 3.3.3.
H duapopd te to poopatdypapo eivor dtL aut 1 avamopdotaor LETatpémel Tov dEova Tmv
OVYVOTIHTOV 0€ hoyapLtOuk KApaKo ov eKppaletal LEom TG OYEONG
m=2595-1og10(1+L). (1.1.13)
700
2NV VIOTAPAYPAPO QUTY], TOPOVOLALOVUE OVOAVTIKA TA BAUOTO TOV MG WTOPEL KOVEIG
Vo TEPAOEL Ad TO PAOUATOYPOUUO 0TIV OVOTTAPAOTaoY Tov mel-gpaouotoypaupatog. O
AOYOG Yol TOV 0TT0l0 YIVETOL QUTH] 1] HETATPOTY] OTOV GEOVA TMV OUYVOTHTOV elvar LdTL €xeL
0todeLyOel, LECW OKOUOTIKMV TELPAUATOY, OTL 0 AVvOPWITOG AVTIAAUBAVETAL TLG OUYVOTNTEG
royaplukd Kal dyt ypapmukd. Autd artohoyel Kol o yeyovog OTL oL VOTEG TOV TLAVO TTOU
atéyouv PeTaEl Toug aKPLBMG (o OKTAR EXOVV TO 110 «(POUC» AKOVOROTOG. ZT0 ZyNua 1.3

BAémete To mel-paouatdyYPaUIa Tov avtloTtolyel otig voteg C2, C4, G6 kal A6 6To TLdvo.

Mel spectrogram of C2, C4, G6, A6

4096
-10dB
2048 -20dB
-30dB
N 1024 _40 dB
-50 dB

512
-60 dB
-70 dB

0
-80 dB

0 0.5 1 15 2 2.5 3 35 4

Time

Figure 1.3. O voteg C2, C4, G6, kaw A6 6T0 midvo.

Ev ouveyeia, oty mapdypapo 3.4 mapovotdovue Kot TEPLYPAPOUIE L0 OELPA OTTO UETOL-
OYNUOTLOUOVG TTOV Y PNOLUOTTOLOVVTOL OTNV AVAAVON YO0V, OTTMG YLOL TOPASELYUA 1] TPOOHNKN
BopUpov, N avtNnon ol Kol To «KAMITAPLOPO» CUYKEKPLUEVDY ouyvoTiTov. O Adyog mov
€0TLALOVIE OF AUTOVG TOVG UETAOYNUATIONOVE KO TPOOTAO0VUE VO TOVG KOTAAABOVNE ELVOLL
SLOTL TETOLEG TTOPAUOPPDOELG TTPOKALOVVTOL APKETA OTO, NYNTUKG OYULATOL TTOU KATOYPAPOVTOL
amd gopntéc ovokevég. 'Etol, edv Béhovue va avamtiSovue £va amodoTikd oVOTNUO OVOL-
YVOPLONG LOVOLKNG TTOV VO AELTOVPYEL 0 TPAYUOTLkEG ouvOnkeg Oa pémer va avamtiSovue
gpyaleio Tov va EE0VIETEPDVOVY QUTEG TLG TOPOAUOPPMOELG. Me autdv tov Tpdmto Oa ekmot-

devoovue Ko 1o povtého Babiag udbnong oto Kegpdharo 5. Ztnv tehevtoio mopiypopo auto
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Chapter 1. Synopsis

TOV KEPAAALOV KAVOUUE TNV ELOOYMYT| 0TO TPOPANUC TG VAYVADPLONG LOVOLKNG (song identi-
fication). Aot opovoLdoove TO Footkd TPORANUC KOOMG KoL TG TTPOKANOELS TTOV TTPETEL VAL
OVTLUETOITLOTOVY KATA T 0% 00N EVOG CUOTHUATOG AVOLYVIPLONG LOVOLKNG, TOPOVOLALOVUE
avolutikd ™ uébodo mov ypnolwomotel 0 aiydplOuog tov Shazam yio TV avoyvopLon TMV
Koppatiov. H déa eionybn amd toug Wang et al. [1] kau facileton oty eEaymyn povoikng
TANPOPOPLOG 1 0TTolaL ElVOL O00 TO dUVATOV TLO OVOEKTIKY) OTLG TTOPAUOPPDOELS TOV WITOPEL
VO EUPOAVLOTOVV O €va Tparyuatikd oevaplo. H 1déa elvan Kavelg vo e0TIA0EL 0TOL TOTTLKO UEYL-
0TO. TOV (POOUOTOYPAUUOTOG EVOG ULKPOD NYNTLKOV ALITOCTACUOTOG UE TV EATTLOCL OTL AUTEG OL
Tomkég TG Oa drotnpnBovy axdpa Kou va eréhbouv évioveg mopapop@mwoels. Ta Tomkd
UEYLOTA elval Yyvwotd wg Mtk amoordonato (audio fingerprints) Kol awoteloVv TO KUPLO
OUOTOTLKO TG NYNTKNG avamopdotaons avtig ¢ uebodov. Zto Zynua 1.4 prémete To @o-
OUATOYPAUUA KAL TO TOTILKG UEYLOTA 08 £vaL artooaouo. Twv Teoodpmv Emoymv - AvolEn tou
Vivaldi ywpic mopopoppmoelc. ‘Ommg poiveTol KoL oo To oYU, EVM TO (PUOUATOYPCLUUOTO
TALPOVOLALOUV UEYAAN ATTOKALON, ATTO TNV ALY, T TEPLOOATEPT TOTILKA UEYLOTOL. EPOAVICOVTAL

oTLg (01ec O¢oeLg.

Noisy

+0 dB +0dB

-10 dB -10dB
-20dB -20dB
-30 dB -30dB

-40 dB -40 dB

-50 dB -50 dB
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-80 dB -80 dB
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Figure 1.4. To tomikd uéyiota amwo éva nyntikd arxoéomacuc twv Teoodowv Exoywv - AvolEn
Tov Vivaldi. 2ta agiotepd eivar to pacuatdyoauua kat To TomKd uéytota tov kabagov orj-
uotog, eva ota 0e&ia PAémovue to avtiotowo @aocuatdyoauua Y To (0o ardoTacue e
mocbnkn BoovBov ue 0 SNR (dB).

To mpwto Puo yia TV eEaywyn aUTNg NG OVOTAPAOTOONG elvar 1 eEaywy TwV TomL-
Kov peyiotwv. TIpog ToUTo, emhéyovior d0o otabepés ko, To > O oV opilovv TV mEPLOYN
[—ko, ko] X [-10, T0]. 'ETOt, évo omueio (k*, m*) Tov Qoouatoypapuuotog eivol TomKo uéyLoto
av Kou uovo av

|X (Ic*, m")

> |X (I, m)|, (1.1.14)

yioo ka0e (e, m) € [k* — ko, k' + ko] X [mM* — 19, m*" + 10]. Topa, og agpapetikd enimedo,
WITOPOVUE VAL OKEPTOUAOTE TN BAOT 0 OVTO TO TPDTO OTASLO £XOVTAG TOTOOETI|OEL OAOL TOL
(POOUATOYPAUIOTO TTOV OVTLOTOLXOUV 0T SLOLPOPETLKA KOUUATLO TO €VAL LETA TO AMAO OF €Vl
UeYALo eVIOLO (PAOUOTOYPAUUO. € OUTY TV AVOTOPAOTOOT), 08 Pio deVTeEPY dour) UTopovue
VO KPOTAUE TA YPOVLKA TAOLOLOL TTOU TEAELMVEL TO KAOE Kouudtt ko opyilel to emouevo. 'Etot,
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1.1 EAAnvikd

akolovBwvtag tov ovuolouod tov [2], av ovpporicovue pe D to 0VVOLO TMV KOUUOTLHV KO
we C(D) to ovvoro TV onueiwv (k, 1m) IOV AVILOTOLYOVV OTO TOTLKA UEYLOTO CLUTOV TOU EVLALLOV
(POOUATOYPAUIOTOG, UTOPOVUE O AUTO TO CNUEID VO TEPLYPAYPOUUE ULOL OLPEANG TTPOCEYYLON
YLOL TV avVayvapLoT| VoG NYNTLKOU artootdopotog @, 006évtog tav D, kot C(D). 210 TpmdhTOo
BNua, vroroyilovtar ta TomKd uéyloto C(Q) Tov avToToloUV 0TO (PACUOTOYPOUUN TOV
nmopoadeiypatog (Query). Mo agpeh|g TPOGEYYLOT YLOL VO, BPOTUE TO KOUUATL TNG FAONG UE T

UEYOANDTEPT] OUOLOTNTA E(VOL VO BEMPCOVUE TIG YPOVIKEG UETATOTLOELG
m+C@Q) ={(lk,m+n): (k,n) € C(Q)}. (1.1.15)

Tére, 10 poviKo Kopudtt m* TG PAONG UTOPEL VAL TPOOSLOPLOTEL UECW TNG

m" = arg max Ag(m) = arg max (m + C(@) 0 CD)| , (1.1.16)
meN meN |C(Q|

omov ue [C(Q)| ovpporitouvue tov TANOG&pLOuo Tov cuvorov C(Q), OVTLOTOLYO KL YLOL TO GUVOAO
(m+ C(Q) N C(D). Me ddha Moy, 1 (1.1.16) pag Aéer dtL to Koupdtt Thg PAONG TOU £)EL T
UEYONDTEPT] OUOLOTNTAL UE TO NYNTIKO ATTOCTIOOUO EIVOL OVTO TTOV CUUPOVEL OTOL TTEPLOCOTEPOL
TOTLKA UEYLOTOL TOU GVTLOTOLYOU (POOUOTOYPAUUATOS. XPNOLULOTOLDVTAG T devTepn doun),
€Y0VTOG TO BEATLOTO YPOVIKO onuelo m*, umopovue va BPovue TO KOUWATL TTOV OLVTLOTOLYEL O
OUTO TO ONUELO M, KOl KT ETEKTALOT VO VALK T OOUUE KO THVY TTANPOQOPLAL YLO. TOV KOMMTEY VN
Tov kopupotov. Iop’ dha auTd, 1 TPOOEYYLON OUTY EV ELVOL ATOTEAECUATIKTY YLOL EQPAPUOYES
TPAYUATIKOD POVOU YIATL O XPOVOG avOLNTNONG QUEAVETOL YPOUUKE Ue To uéyefog g
BAoNg, pe aToTELEOUO. 1] AVAKTNON TG TTANPOQOPLAG VO EIVOL ap YN VL0 BAOELG TTOV TTEPLEYOVV
yhadeg kouudtio. 'Etol, omv mtpdEn vhomootvror u eEavianTikég uébodot avalitmong
OV UELDVOVV TOV XMPO avalitnong emiéyovrog va eMEYEoVV Ovo KATOoLo. CUYKEKPLUEVAL
«uépp ™G Paong ko Oyt OAN ™ Phon. Zn mEpimTwon Tov adyopibuov tou Shazam,
avalnmon Paocileton otig aveotpapuéveg Moteg (inverted lists). Ztnv vomapdypago 3.5.3
TOPOVOLALOUE auTH TV TEXVIKY KoBwg Kot T uéBodo twv Wang et al. yia va feltidroovy

TEPALTEPM TNV ATTOO0N TOU CUOTHUATOG.

210 Kepdlowo 4 Kavovue TV elooymyn ot ot nabnon. Zkomdg avtol Tov Ke@ahoiou
glvol voL TopovoLdoovue TIg faotkdTepeg £VvoLeg TTov Oa XPMOLUOTTO B0V VLo TNV VATTTUEN
€VOC OCUOTHUOTOG OVOYVPLONG WOVOLKTG TTOU YPTOLUOTTOLEL £VAL VEUPWVLKO SIKTVO YLOL TNV
eEaywyn e NNtk tAnpogopiag. ‘Etol, oty mapdypapo 4.1.1 tapovordfovue ) Baotkn
APYLTEKTOVLKT] VEVPWVIK®MV dikTVmYV, To feed forward neural networks. Ze agaipetikd enimedo
K&0e tétolo diktvo elvou wo ovvapmon f : RE — RN, H yevuar] g nopgn) exgppdletor wg
uLoe OOVOEDT) CUVAPTNOEWV TNG LOPPNG

F= o pnl L (D), (1.1.17)

dmov kéBe fO = 0; 0 Ty, pe T; : RE — RE#1 givou o ypopukn amerkovion kow o; : R = R
elvaw s pn ypouuky ovvaptnon evepyomoinong. Epdoov k40e ovvaptnon T; : RE — REn
elvou ypopukr), Tote Oa ypagpetar ot wopen Ti(x) = Wi - x, yia kdmotov mivaka W; € RE#1xKi
Ot Tpég tv mvakwv Wi oupforifovtal ue & Kol otoTeLoVV TIG TAPAUETPOVS TOU UOVTELOU.
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Chapter 1. Synopsis

'Etot, yio va dnhdoovue Ty eEGpTnomn tov diktvov ypdgovue ovviifwg f(-; 8) avti yio f(-).
Zmv evotra 4.2, ool Topovoldoovpe To. dtdpopa eidN TPOPANUATWY TOV EUPAVICOVTAL
ot fabd wabnom, 6mtwe Ty emPAETOUEVY, TN U1 ETLPAETOUEVY] KO TNV NUW-ETLBAETOUEVY
wabnomn, ewlodyovue to footkd BewpnTikd TAaiolo Tov BacileTol 1) EKTOIdEVON TV VEVPWVL-
KoV StkTOwv. Ztdyog oe kaBe Tpofinuo fabidc nadnong eivor dedopévou wog ouvapTnong
K6oToUG J, va Bpefovv oL KOTAAANAOL TAPAUETPOL TOV LOVTELOU & TTOU EAAYLOTOTTOLOVV TN
J. T mopdderyna, ota mpofijuota empBremopevng udbnong pog divetor éva ovvoho de-
douévarv {(x1, Y1), - - -, (Xn, Yyn)}, Ommov kGOe delyno x; avikeL og o omd 1 K Kotnyopies.
Z10Y0¢ £lvaL TPOODLOPITOVUE TIG TAPAUETPOVG &F WOTE f(Xx; ;%) = y;. 2€ QUTA TNV TEPLTTWON

1 oVvAPTNOTN J TOU ETAEYETAL ELVAL 1] CTOSS entropy 7Tov dIVETAL LECW TNG

K 2
e (4
JFR), y) = = D 10g —— - Licy,. (1.1.18)
=1 j=1€"
omov f(x) = (z1,...,2z) Ko Yy € {1,...,K}. Topa, n e0peon TV KATAMNAOV TOPAUETPOV

yivetow péow twv alyopibumv mov Paociovrar ot Katdfaon kiiong (gradient based algo-
rithms). H 18éa Ohv autdv twv olyopiBuwv Bacifetal 6TV ETAVOANITTIKT] AVOVEDOT TWV
Bapv pog v aviifetn KatetOuvon g khiong Vad. O mio faotkog akyoplOuog wov eustimTel
og oVt ™V Katnyopio eival o alyoplbuog otoyaotikyg Katdfaong (stochastic gradient de-
scent). Zg avTtOV TOV ahyopLduo ta detynota (x;, y;) eEetdlovral éva-éva kot yia kdbe tétolo
Cevyapl £&xovue wo avavémor twv mopauétpwv. 'Etot, og auvty v mepimtwon 1 avovéwaon

TOV TAPAUETPMV TEPLYPAPETAL atd TNV eElomon
8" =8 — 1. VaJ (f(xV;87), yV). (1.1.19)

Thpa, oty TPAEEN YPNOLUOTOLOVVTOL TTOPUAAAYES TNG OTOYOOTIKNG KATAPAONG KAMONG Tou
ETMLTUYYAVOUV KOAUTEPO, artoTeEAéopata. 2ty evotnta 4.3 eSetdlovue KOToLEg amd avTég
TLG TOPAAAYYEG TTOPOVOLALOVTAG TA TAEOVEKTUOTA KOL UELOVEKTNUOATA TOVG. ZTNV EVOTI-
ta 4.4 mapovoidlovue T Baotkn dowy twv Zuvelktikdv Nevpovikov Avktimy (Convolu-
tional Neural Networks), To. 0moia ¥pNOWOTOLOVVTAL EKTEVHG OTNV ETEEEPYOOLA dEdOUEVIV
IOV TTPOEPYOVTAL OTTO eLKOVEG Ka Nyo. H Paoikn mpdEn mov yapaktpiler avtd to diktva
elval o) TG CUVEMENG TTOV TOPOVOLALETOL 0TV TTapdypago 4.4.2. Méow g ouvEMENG T
diktua avtd £xouv T duvatdtTa vo eEAyYouy PN oL TOTTLKY TTANPOQOPLo 0td SLodLioToTa
OVTLKEIUEVA, OTTIWG TT.Y. ELKOVEG, (PAOUOTOYPAUUATA, KTA, UELDVOVTOG CUYYPOVIS KoL TLG dLo-
OTOOELG TOVUG. ZT1) OLKY LOG TTEPLTTMON, BACLIOUOOTE OE QUTY TNV ALPYLTEKTOVLKY] CLUTI] YLOL VOL
eEQyoupe (oL CUUTTAYY] OVOITOPAOTAON ATt T NYNTKG OITOCTTAOUOTO TOV TPAYOUSLOV TOU
B0 PNOLUOTTOL|TOUIE VL0 TO GVOTNUA OLVALYVDPLONG.

210 KeEPAAALO 5 TOPOVOLALOVUE TO GVOTNUAL OVAYVOPIoNG HOVOLKNG TTov PaoileTol oTIg
Oéeg e Padag uddnong. H Paoikn duapopd o€ ox£01 He To oVOTNUA TTOV 0KOLOVOEL TN TTPO-
oéyylon tov Shazam, gival 4Tl 6€ QVTH TV TEPLTTWOT EKTALOEVOVUE £VOL VEVPWVIKO SIKTVO TO
0TT0L0 AVOLOUPAVEL 0TI CUVEYELD TNV EEQYWYT) TOV YAPOKTNPLOTIKOV atd To Tporyovdia. Me
avTdV TOV TPOTO, 1) TTPOOOYT) GTPEPETOL OTTO TV EVPEDT] EEELOLKEVUEVOV OlYOPIOUWY EE0YYNG
YOPAKTNPLOTIKMV OTNV EVPEDT ATOTELECUATIKDV AAYOPLOU®Y KO TEXVIKMV EKTAOEVONG. ZTN
OUYKEKPLUEVT] TTEPLITTWON, 1] EKTAOEVON TOV SIKTVOU YIVETOL HECW TNG TEYVIKNG TOV contrastive
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1.1 EAAnvikd

learning. H 18¢0 ovt¢ TG TEYVIKNG EIVOL VO OVOTTAPACTOEL TO TTOPAUOPPWUEVO TYITLKA
OTTOOTAOUATO ATTO TO 1810 KOupdtt 600V To duvaTOV TANCLECTEPO. OTA TPOYUOTLKE My TL-
K& amoondopato og ¢évav Eukheidelo ywpo yaunhdtepng dLdotoong omd tov Ympo eLsddou
tov dedouévmv. T av emtevyyOel autd, amopait)t) mpoimdbeon eivol 1 emloyn KoTtdh-
MA@V TEYVIKOV TOPOUOPPDOONG TOV AVTATOKPIVOVTOL 08 PEalloTikd oevapla. Etot, agol
TTOPOVOLACOVUE TNV OPYLTEKTOVIKY TOU CUVEMKTIKOV SiKkTOou otnv mopdypogo 5.2.1, otv
mapaypopo 5.2.2 khvovue v elcoymyn oty uébodo tov contrastive learning. Idwaitepn om-
wooio el 1 emhoyn Ty uebddmv epthovtiopnot (data augmentation) Tov ETAEYOVTOL YLOL THV
EKTTAOEVON TOV SLKTVOV, OTTWG 1 TTPooHNKT BopUBou pe didpopa SNR, 1) ovTijynomn, 1 xPOVIKN
UETATOTLON OAAGL KOl TO «KALTTAPLOUG» TV XaunAOv/OYniov cuxvoémytov. O cuvdvaouog
AVTOV TV TOPAUOPPDOEMY 0INYEL 0TIV AVATTTUEN £VOG LOVTEAOU LKOVOU VAL TTPOYUOTOTTOLEL
waitepa akpLpeic TPoPLEYPELS KAl O TEPLITTMOELG TTOV 0 X0 KOATOYPAPETOL OITTO WKPOPO-
VO (POPNTMV CUOKEVMDV. =& uabnuotikd emimedo, 1o veupwviko diktvo asmoteleitor amd do

okéln: ) tov kodukomomty (encoder) f : R256x32 _, R1024

, 0TI0L0¢ €lval ovoLaoTIKA €val
oVVEMKTIKS dikTuo mTov dpa ot mel-gaopatoypdupata diaotdoswv R256%32 grekovilovtag
10 08 dlaviopota dtaotdoewy 1024, ko (B) ™) cuvaptnon mpofoirg g : R10%4 — S4-1 y
omoia eivar éva feed forward vevpmvikd diktuo wou aselkovilel To dtaviouota e.0ddov TEVM
0T HovadLaio. oQaipo

S84 ={zeR: |lzll, = 1},

otov RE. Tty mepimroot] pag, ou dtaotdoeig R25%%32 mov mpokimtouy amd Tv e@oppoyr] tov
BpoyvmpdBeouov petaoynuatiopot Fourier aviiotolyolv o 1 deutepdlemto NyNTLKOV OITO-
ondouatog. Emiong, n didotaon mpofornig eivor ton pe d = 128. 'Etol, og adpég ypauuéc, To
VEVPWVIKO B{KTVO g o f ametkovilel NyMTkd amoomtdopoto Tov evog deuTeporémToy oe dLo-
viopato 128 draotdoewv. Kat' avaloyia pe v mepimtwon tov Khaotkov fingerprinting, K&0e
dravvopa g o f(x) kaheltow amotimmuo (fingerprint) Tov x € R25932_ Topa, cvuporitovrac ue
M(x) 0 delyuna IOV AVTLOTOLYEL OTO (PATUOTOYPOUUUC X GOV £XEL VITOOTEL TLG TPOAVOpEPDE-
(0EC TTOPAUOPPDOELG, TOTE 1 LOEA KOTA TN SLAPKELD EKTTAdEVONG Elval Pépouue GO0 TO dUVATO

L0 KOVTA TO apapoppmuévo delyua M(x) He To x, HEYLOTOTOLMVTOG T LETOED TOug Ywvia

(g o fIM(x)). g o f(x)).

otov Evkheidelo ydpo R128. TTo tumikd, owtd emituyydvetol nécm tov contrastive loss ov o-

piCeton mg eENg: 'Eotw to delypa {x1, . .., xy} mov amoteleitor artd o Kabopd (paouotoypa-
noTo oo N dLopopeTikd tpoayovdio. Oswpolue 10 0UVOAO {Xy41, ..., Xon] TTOV OVTLOTOLYEL
0T TOPOUOPPOUEVA delyuatd Tovg. Anhadn, xuy = M(x),i = 1,...,N. H moodtta mov

7 3 ’ 7 2 , d—1 ! 1
UETPA TOOO KOVTIA ELVOL TO X; OTO Xj OTOV Y WPO EUPUTEVONG SO dlvetaw amd v

90/ (x).gof (%)) /T

0(i.j) = —log (1.1.20)

212(1:1 Ly - €09/ x0).99/(x)) /T

omov T > 0 M vrepmapauetpog Oepuokpaoiag. Me faon v (1.1.20) to contrastive loss divetan
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Chapter 1. Synopsis

UECW TNG
&
L:ﬁ;[f(k,N+k)+£(N+k,k)]. (1.1.21)
"Eyovtag ekmotdetioel To dlkTtuo ue ouvtov tov Tpomo, othy Tapdypago 5.3 xp1oLiuomolovue
10 diKTUVO YO Vo eEQyoupe To. fingerprints artd ta 26016 KOUUATLO TTOV Y PNOLUOTTOLOAUE KO
oty mepimtmon g dejavu kou eEnyolue mwg purwopovue vo gridEovue ™ PAON pe TETOLO
TPOTO HOTE VA glvar 1 ePUKT 1 YPRYopn avaktnon twv aroteheoudtomv. H eSayoyr) towv
fingerprints yivetal yio KG0e éva dgutepdLETTO TWV TPAYOLILMV KoL (e AAUO EEQYMYNG TOV
avtotowxetl oe 0.5 ms. 'Etoi, yio mapddeyua, éva kopupdatt dudpkelag 180 devteporémtmv
nog dtver 359 amotunmpata. Ev ovveyela, yio vo petmoovpe T xopnTikotnto g fdong,
XPNOLOTTOLOVLLE T NEB0dO Tou product quantization 091N YMVTAG UAG OE ULOL AVOTTAPAOTAON TTOU
rotahaufdver ndhg 400 MB, oe avtiBeon ue v dejavu twv 6 GB. ‘Onmg Kol oty mepimtmon
¢ dejavu, ypnotpnomototue o un EavTAn Tk néBodo avalnTnong yuo T ypnyopn avaKTnon
TOV 0toTELETUATOV. OL TEYVIKES AUTEG TTOPOVOLALOVTAL AVOAVTIKG OTNV TAPAYPAPO 5.3.
210 Keqpdhawo 6 mopovotdlovue Tig AETTOUEPELEG TTOV OLPOPOVV TO TTELPOUATIKO UEPOG TNG
epyoaotag. TTo ovykekpipéva, omv evdotta 6.1 mopovoldlovue T0 0VVOho dEdOUEVMV TTOV
OVOTTTUYONKE YLOL TLG AVAYKES TV TIELPOUATWV. ZTNV EVOTNTA 6.2 TOPOVOLALOUUE dVO dLopo-
PETLKA TTELPAUOTA TTOV OYEILATTNKOY YL TV AELOAOYN 0T KoL 0VYKPLOT TWV S0 CUOTNUATOV.
2ty pd T mepintmon eEetdlovue TV arrdd00n Twv ovoTnUaTOV Tpoodétoviag BOpufo oe
17 tparyotdra pne ovykekpiuévo SNR amd to ovvodro {0, 5, 10, 15} (oe dB). Eniong, eEgtalovue
KOL TTWG 1) (POVLKY] SLAPKELD TOU NYNTLKOU OUTOOTTACUATOG TTPOG AVOLYVADPLOT ETNPEALEL TNV
am6d00m TV cvotnudtwyv. H puetpikn mov ypnotpomototue yio v aEoddynon og ovt) v
nepimtwon etvau to Top-1-hit-rate, pueTpLkt) ue T omoia (oG eVOLapEPEL 1) OWOTY| TTPOPAEYT TOV
TPOYOVILOV AALG CUYYPOVIG KL 1) XPOVIKY TTPOPAEY O OYEOT UE TO TPOYUOATIKO KOUUATL (LE
éva 6pLo avoyrg avtiotolyo Twv £500 ms. O AOYog Yo Tov 07t0io dteEdyeTal ovtd To TElpaua
elval yLo vor urropovpe vo. aELohoynoovue TV ovox g ka0e tpooéyylong wg mpog to SNR.
[Map’ dho avtd, O€ £voL TPOYUOTLKO OEVAPLO, TO NYNTIKO 010 VITOKEITOL KL 08 (ot GELPA 0Tt
dMheg mopoapopmoelg. T'L avtdv tov Aoyo, otV mapdypapo 6.2.2 mopovotdlovue £vo Teipa-
L0t TTOV TTPOCOUOLALEL KOAITEPA avTég TG ouvOnkec. TTo ovykekpLuéva, oe avtd To TEIPAUL
15 Tparyovdio Tafovior 1o €vo HeTd To AALO artd Ta NYElo EVOg PopNTOY VITOAOYLOTIH. AT
éva dAho Nyelo alleTon Evo NNTKS artdomoouo. Tov septéyel B0pufo (owhieg oe eEwTteptkd
x®po). H drapopd pue to mpmTo melipaior VoL OTL 1) KAToypopt) YIVETOL 0O TO WKPOPMVO TOU
(POPNTOV VITOLOYLOTY] AVTLKOTOTTPILOVIONG UE QUTOV TOV TPOTTO £VAL TTPAYUATLKO GEVAPLO OTTOV
OL X PNOTES YPNOLUOTTOLOVY TIG POPNTEG TOUG CVOKEVES YLOL TNV N OYPAPN 0T TWV NYNTUKOV OLITT0-
onooudTov pog avayvoplon. Etot, ue avtdv tov tpdmo mapdyovue 3 SLapopetikd apyeio
(low.wav, mid.wav, high.wav) nyoypagpnoemv avéloyo pe v amdotaon Touv nyelov Bopiov
0rto 10 WKPOHPWVO Tov popnTh vtoloylot). To apyeio low.wav avtiotolyel oV ueyaivtepy
amooTaoN (Gpa Ko 0Tov Ayotepo 00pufo) evd to apyeio high.wav oty wkpdtepn amdotoon
(mepLoodtepog B6pLPOC).
Ev ouveyeia, oty evomra 6.3, xpnoypomotdvag T fpAodin avorktot kmduka dejavu!

VAOTTOLOVUE TO CVOTNUOL AVAYVMPLONG UOVOLKTG TTOV 0ELOTTOLEL TIG LOEEG TOV alyopiOuou Tou

Thttps://github.com/worldveil/dejavu
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1.1 EAAnvikd

Shazam. Aqgov opouoLdoovue UEPLKEG TEXVIKEG AETTTOUEPELEG TTOV ALPOPOVV T PLBAoONKN
otnv evotnta 6.3.1, otnv evotnTa 6.3.2 TAPOVCLATOVUE TO ALTTOTEAECUATO OUTNG TNG TTPOOEYYL-
oMg 070 TElpapa Tov 0 00puPog mpootiBeton pe ouykekpluévo SNR. Ztov swivaxa 1.1 fAémovue
TO. QTOTEAEOLOLTO, AUTHG TNG TTPOCEYYLONG Yo Ohovg Toug cuvduaouovg SNR kot dLapKelog

TOV NYNTKOV OITOOTAOIATOG.

Table 1.1. Arddoan ¢ dejavu.

Metrics Query length (s) 0dB 5 dB 10dB 15 dB
Accuracy 391% 591% 784 % 8.87 %
F1 score 1 6.86% 11.01% 14.12% 15.92%
Top-1 hit rate 339% 4.72% 6.89%  7.30%
Accuracy 28.06% 36.66% 42.45% 48.23&
F1 score 2 41.05% 52.94% 59.06% 64.61%
Top-1 hit rate 24.27% 33.32% 38.48% 44.02%
Accuracy 41.38% 60.70% 68.10% 73.78&
F1 score 3 57.36% 74.53% 80.50% 84.54%
Top-1 hit rate 38.65% 56.82% 63.79% 69.32%
Accuracy 52.06% 7191% 81.30% 86.77&
F1 score 4 66.22% 82.83% 89.19% 92.79%
Top-1 hit rate 48.32% 67.11% 75.84% 81.59%
Accuracy 60.02% 79.83% 87.52% 91.60&
F1 score 5 73.31% 88.38% 93.23% 95.39%
Top-1 hit rate 5522% 7515% 82.11% 86.55%
Accuracy 82.85% 94.69% 98.07% 98.79&
F1 score 10 90.08% 97.25% 99.05%  99.40%
Top-1 hit rate 77778% 90.34% 93.48% 94.44%

Zmv evomro 6.4 ovykpivovue g dVo pebodovg. Ilo avalvtkd, omv mopdypapo 6.4.1
EMKEVTPOVOUAOTE 0TV TTPdoeYYLon Tov aflomotet TG Wéeg g Pabidg uaddnong. Agov
TOLPOVOLACOVUE UEPLKEG TEXVIKEC METTTOUEPELEG OYETIKA e TNV vhomoinom g uedddov, o
OVVEYELD EEETALOVUE TNV AITTODOOT TOV CUOTHUATOG OTO Ttelpapa e to 0tafepd SNR Bopfov.
Ztov mivaka 1.2 @aivovtol T aToTeEAECUATO CUTOU TOV TELPAUOTOS. ZVYKPIVOVTAG TOUG
mivaxeg 1.1, 1.2 Brémovue ot M wpdoeyyion g Babiag wabnong vreptepel ™¢ KAAOLKTG
nebodov yLow Kpd MYNTLKAE oroomaouato (< 10 sec), KAvoviag TV €Tol KATaAnAn yio €-
PAPUOYEG UE ATTOLTHOELS TTPAYUOTLKOV YXPpOvov. ZtnVv mopdypapo 6.4.2 mapovotdlovue Kot
TO QITOTEAECILOLTOL TOV TTELPAUOTOG OTTOU 1] NYOYPAPNON YIVETOL ATt TO IKPOPOVO POPNTOV
vrtoloyoty. Emiong, eEetdlovue Kot 1000 oL TaPAUOPPOOELS TTOV APOPOVV TO «KALTTAPLOUO»
TOV YOULUNAOV/VPNADV CUYVOTHTOV o000V 6TV avoyt Tou HovTéLou wg tpog tov 06pufo. Ta
amote éopOTa YU QUTO TO TTElpaLa poivovol otov stivaka 1.3. Téhog, 0to Kegdlato 7 KAelvou-
UE OVAPEPOVTAG KATTOLO, CUUITEPAOUOTO GALG Ko TTLOAVEG UEANOVTLKEG KATEVOUVOELG £PEVVOG
YL TO TTPOPANUOL OVOTTATTTUENG ATTOTEAEOUATIKDV GUOTNUATMOV OVOYVDPLONG WOVOLKTG.
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Chapter 1. Synopsis

Table 1.2. Anddoon tov deep fingerprinting.

Metrics Query length (s) 0dB 5dB 10dB 15 dB
Accuracy 56.80% 81.19% 91.73 % 94.78 %
F1 score 1 70.79% 88.73% 95.10% 96.84%
Top-1 hit rate 45.30% 66.52% 78.33% 84.48%
Accuracy 78.11% 92.54 % 97.56 % 98.61 &
F1 score 2 86.80 % 95.54 % 98.43 % 99.06 %
Top-1 hit rate 63.77 % 78.35 % 87.09 % 89.63 %
Accuracy 83.41 % 96.12 % 98.49 % 99.07 &
F1 score 3 90.25 % 97.55 % 99.04 % 99.33 %
Top-1 hit rate 69.25 % 83.41 % 89.44 % 92.82 %
Accuracy 87.73 % 97.32 % 98.75 % 98.95 &
F1 score 4 92.92 % 98.39 % 99.20 % 99.29 %
Top-1 hit rate 73.44 % 85.52 % 91.75 % 92.62 %
Accuracy 89.32 % 97.48 % 98.56 % 99.16 &
F1 score 5 93.58 % 98.35 % 99.07 % 99.39 %
Top-1 hit rate 75.99 % 85.52 % 89.68 % 93.88 %
Accuracy 95.65 % 98.07 % 98.55 % 98.31 &
F1 score 10 97.27 % 98.86 % 99.06 % 98.97 %
Top-1 hit rate 78.50 % 84.30 4% 88.89 % 92.51 %

Table 1.3. Exidoon twv cveTnudTtmv avayvaoLeng 6 KaTayoagpn axo WwrkQO@wvo.

Metrics Query length (s) low mid high
Deep Audio 85.03% 62.65% 41.92%
Deep Audio (No Filters) 2 67.22% 49.02% 19.47%
Dejavu 12.63% 6.50% 10.73%
Deep Audio 92.66 % 80.06 % 62.52%
Deep Audio (No Filters) 5 80.38% 65.39% 31.10%
Dejavu 59.21% 40.94% 47.24%
Deep Audio 94.52% 90.32% 74.19%
Deep Audio (No Filters) 10 84.19% 78.39% 41.29%
Dejavu 83.60% 70.98% 71.29%
Deep Audio 97.56 % 90.24 % 80.98%
Deep Audio (No Filters) 15 86.34% 80.98% 48.29%
Dejavu 93.33% 77.14% 83.33%
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1.2 English

In this opening chapter, we offer a brief overview of the present dissertation. The aim of this
chapter is to provide a first look into the contents of the thesis, by presenting the basic structure,

the goals and the outcomes of each chapter.

In Chapter 2, we introduce the Fourier Transform, which is the fundamental tool for studying
and processing signals. We delve into its basic properties. Specifically, our exploration begins
with the case of periodic functions (or periodic signals) f : R — R. These are functions for which

there exists T € R such that
J(x+T)=f(x),

for every x € R. This framework includes also the functions of the form sin(n(nt — ¢,)), called
sinusoids, which are the building blocks of the theory. The number n represents the frequency of
the signal, measured in Hertz, while the number ¢,, corresponds to the phase of the signal. The
significance of functions of this form lies in the fact that under certain conditions, every periodic

function f : R — R can be approximated by a, possibly infinite, sum

D" Asin@n(nt - @), (1.2.1)

n=1

of such functions. Using the representation in Eq. (1.2.1), we can discern the contribution of
each frequency n to the periodic signal. Thus, in Section 2.1, we present with proofs (where
feasible) how and under which conditions we can achieve this representation. In Section 2.2, we
extend the theory to signals f : R — R that are not necessarily periodic. This generalization
is necessary because most audio signals encountered in practice are non-periodic. Therefore, it
becomes essential to examine how we can deduce the frequency behavior of a signal from its

waveform. In this case, the key tool is the Fourier Transform

Ff(s) = f mf(t)e‘z"i“ dt. (1.2.2)

Hence, in this section, we demonstrate how we can extend the concept of the Fourier Transform

to non-periodic functions. Additionally, we introduce the inverse Fourier Transform

Flgt) = f B g(s)e*™t ds, (1.2.3)

(%)

which acts as the inverse mapping of Eq. (1.2.2) and is related through the relationships

F(F) O =f0. FFNH(S) =1(s). (1.2.4)

The utility of the relationships in Eq. (1.1.4) becomes evident when combined with the convolution

theorem, which states that the Fourier Transform resulting from the convolution

(F * 90 = f F(t - 0g(x) dx. (12.5)
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of two signals f, g is equal to the product
F (= g)s) =F[f(s)-Fg(s). (1.2.6)

of the Fourier Transforms ¥ f, ¥ g of f,g. These relationships come into play when we wish to
apply a transformation to a given signal f : R — R. For instance, if we want to "filter out"
frequencies in the signal above a certain threshold ve > 0, we can achieve this by multiplying the

Fourier Transform ¥ f(s) with the function

1, |s| < v
H(s) = .
O’ |s| 2 1)C

Knowing that h(t) = F 'H(t) = 2vcsinc(2vct), and utilizing the inverse transform, we can
determine the formula y(t) = (f = h)(t) for the desired signal. In this section, we also present
various other forms of transformations widely applied in signal processing. This theory helps us
better understand how these transformations are applied, which will be extensively employed in
training a neural network to extract information from short audio excerpts of different songs. In
Sections 2.3% 2.4, we focus on the discrete case of the Fourier Transform which is utilized by
computer machines processing audio signals. This occurs because a computer can only handle a
finite number of values. The process of transitioning from the continuous case of the transform in
Eq. (1.1.2) to the discrete case is as follows: Initially, the analog signal f : R — R is transformed
into a discrete signal x : Z — R through

x(n)=f(n-T), neZ,
via sampling. The value T > O corresponds to the sampling period, while its inverse Fs = 1/T

represents the sampling rate measured in Hertz. This process is graphically represented in Fig-

ure 1.5.

A4 Piano

o L N Y
A b b b D

—0.05 4 W W W W W
0 2 a 6 8 10
1

Time [ms

Figure 1.5. Equidistant sampling of Piano A4 with sampling rates 4KHz (top) and 8KHz (bottom).
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Next, with the aid of Riemann sums, the transformation in Eq. (1.2.2) takes the form

f N f(He 2™t dt ~ T - Z f(nT)e 2msnT (1.2.7)

n=-—oo

In general, for a discrete signal x : Z — R, the Fourier Transform is given by

(9]

X(s) = Z x(n)e 2msn, (1.2.8)

n=—oo

In this case, the frequency X(s) is related to the frequency of the analog signal through

X(s) = %F(%) (1.2.9)

where F is the Fourier Transform of the analog signal f : R — R, with x(n) = f(nT). However,
the issue with Eq.(1.2.8) is that the sum involved has an infinite number of terms, and the frequency
s € R spans all real numbers. Therefore, in practice, each signal x : Z — R is of finite duration,
and it is represented by N values x(0), . . ., x(N — 1) on the computer. Thus, on a computational

level, Eq.(1.2.8) is replaced by

N-1
X() = 5(/N) = ) x(mye >N, (1.2.10)
n=0

fork =0,..., N — 1. Based on Eq. (1.1.9), the relationship between the k™ Fourier coefficient
X (k) and the frequency of the analog signal f : R — R is given by

X(k) = 2(Ic/N) ~ %F(%) 1.2.11)

The relation in Eq.(1.2.11) provides us with information about the contribution of frequencies
Ic/NT over the entire duration of the signal. Thus, in this manner, the temporal occurrence of
these frequencies remains hidden. For this reason, the concept of the short-time Fourier Transform
is introduced, where the transformation of Eq.(1.2.11) is applied to small windows of the signal.
Specifically, for a given window length N, corresponding to the number of samples, and a hop
length H, the transformation is applied as

N-1

X(m, k) = Z x(n + mH)w(n)e 2m/N, (1.2.12)
n=0
forme Zand k = O,..., N — 1. In this way, we arrive at a two-dimensional representation

X(m, k) of an analog signal f : R — R, which provides us with information about the frequencies
in the signal as well as the time instants at which they appear. In other words, the quantity X(m, k)
encompasses information about the magnitude and phase of the frequency k/NT at the time instant
mH/Fs, where F is the sampling rate of the analog signal f : R — R. The concept of the spec-
trogram is defined through Eq.(1.2.12), which is one of the most commonly used features in audio
signal processing. The spectrogram is given by the magnitude of the complex numbers |X(m, k)%,

allowing us to discern the energy of frequencies Ic/NT at time instants mH/Fs. Figurel.6 displays
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the waveform of the signal resulting from pressing the A4 key on a piano (after sampling) and
its corresponding spectrogram. As shown in the figure, most of the energy is concentrated at the

frequency of 440 Hz, which is the frequency of this note.

Waveform of A4 Spectrogram of A4

+0 dB

-10dB

-20dB

-30dB
0.05 4

-40 dB

256
0.00
-50 dB

Amplitude (Air pressure)

128

—0.05 1 -60 dB

64 -70 dB

—0.101

T T T T T T -80 dB
0.0 0.2 0.4 0.6 0.8 1.0
Time [s] Time

Figure 1.6. The waveform of A4 key along with its spectrogram representation. The A4 played on
piano contains a high degree of the frequency component corresponding to 440 Hz. The other con-
tributions visible in the spectrogram correspond to the harmonics of this fundamental frequency,
which are integer multiples of 440 Hz (i.e., 880 Hz, 1320 Hz, etc.).

Having developed the necessary tools around the Fourier Transform, in Chapter 3, we dwelve into
the theory of audio signal processing. In Section 3.1, we present various ways in which musical
information can be represented. In our case, the most important representation is the one that
describes an audio signal as a function f : [0,00) — R, which, for a given time instant t > O,
measures the air pressure at a given point. In this way, by viewing audio signals as functions
f : R — R, we can leverage the theory from Chapter 2. In Section 3.3, we present the most
important audio features extracted using the discrete Fourier Transform in audio signal processing.
One of the most critical representations on which we rely for the development of deep learning
models is the mel-spectrogram, presented in 3.3.3. The difference from the spectrogram is that this

representation converts the frequency axis into a logarithmic scale expressed through the equation

m:2595~10g10(1+7fm). (1.2.13)
In this paragraph, we cover in detail all the processing steps required to transition from the spec-
trogram to the representation of the mel-spectrogram. The reason behind this frequency axis con-
version is because it has been shown, through psychoacoustic experiments, that humans perceive
frequencies logarithmically rather than linearly. This also explains why piano notes that are exactly
an octave apart have the same tonal "color." In Figure 1.7, you can observe the mel-spectrogram

corresponding to the piano notes C2, C4, G6, and A6.
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Mel spectrogram of C2, C4, G6, A6

4096
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-80 dB

Time

Figure 1.7. Mel spectrogram of the notes C2, C4, G6, and A6 with 20 frequency bins.

In Section 3.4, we present and describe a series of transformations used in audio signal processing,
such as adding background noise, simulating reverbaration effects, and clipping specific frequen-
cies. The reason we focus on these transformations and strive to understand them is that such
distortions are often encountered in audio signals recorded by portable devices. Therefore, if we
aim to develop an efficient music recognition system that operates under real-world conditions,
we need to develop tools that counteract these distortions. This approach will also be applied to
training the deep learning model in Chapter 5. In the last paragraph of this chapter, we introduce
the problem of music recognition (song identification). After presenting the core problem and
the challenges that must be addressed when designing a music recognition system, we provide a
detailed overview of the method used by the Shazam algorithm for song identification. The idea
was introduced by Wang et al. [1] and is based on extracting music information that is as robust
as possible against the distortions that can occur in a real scenario. The concept is to focus on the
local maxima of the spectrogram of a small audio fragment, with the hope that these local values
will be preserved even in the presence of significant distortions. These local maxima are known as
audio fingerprints and constitute the main ingredient of this method. In Figure 1.8, you can see the
spectrogram and the local maxima in a segment of Vivaldi’s "Four Seasons - Spring" without dis-
tortions. As it is evident from the figure, while the spectrograms exhibit significant variation, most
of the local maxima appear in the same positions. The first step in extracting this representation
is to find the local maxima. To do this, we select two constants kg and 1, both greater than zero,
which define the region [y, ko] X [— 10, To]. Consequently, a point (Ii*, m*) in the spectrogram is
a local maximum if and only if

|X (K", m")

> |X(k, m)|, (1.2.14)

for all (k, m) € [kK* — ko, k* + ko] X [m* — 15, m* + 15]. At an abstract level, we can think of the
basis at this stage as having placed all the spectrograms corresponding to different segments one

after the other in a large unified spectrogram.
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Original
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Figure 1.8. Spectrograms corresponding to 30-sec audio fragment from The Four Seasons - Spring
of Vivaldi. On the left is the clean audio, and on the left is the distorted signal with background
noise added (SNR = 0 in dB).

In this representation, we can maintain the temporal frames that mark the end of each segment and
the beginning of the next one. Thus, following the notation of [2], if we denote by D the set of
segments and by C(D) the set of points (k, m) corresponding to the local maxima of this unified
spectrogram, we can describe a naive approach for recognizing an audio fragment Q , given D
and C(D). In the first step, we calculate the local maxima C(Q) corresponding to the spectrogram
of the query example. A straightforward approach to find the database segment with the highest

similarity is to consider the temporal shifts
m+CQ) ={(k.m+n): (k,n)eC@Q). (1.2.15)
Then, the temporal segment m* of the database can be determined using

. _ _ I(m + C(Q)) N C(D)|
m” = argmax Ag(m) = arg max ,
meN meN |C(Q|

where |C(Q)| denotes the cardinality of the set C(Q), and likewise for the set (m+C(Q)) NC(D). In
other words, Eq. (1.2.16) tells us that the database segment with the highest similarity to the audio

(1.2.16)

snippet is the one that matches the most local maxima of the corresponding spectrogram. Utilizing
the second structure, with the optimal temporal point m*, we can find the segment corresponding
to this point m* and consequently retrieve information about the artist of the segment. However,
this approach is not efficient for real-time applications, as the search time increases linearly with
the size of the database, making information retrieval slow for databases containing thousands of
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segments. Thus, in practice, alternative approaches are adopted that use non-exhaustive search
techniques, which reduce the search space by examining only specific "parts" of the database
rather than the entire database. In the case of the Shazam algorithm, the non-exhaustive technique
is based on inverted lists. In paragraph 3.5.3, we present this technique as well as the method
introduced by Wang et al. to further enhance the system’s performance.

In Chapter 4, we introduce deep learning. The purpose of this chapter is to present the fundamental
concepts that will be used in the subsequent chapters. In paragraph 4.1.1, we introduce the basic
architecture of neural networks, the feed-forward neural networks. In an abstract sense, each such
network is a function f : RE — RN, Its general form can be expressed as a composition of
functions:

F= o b fD), (1.2.17)

where each f® = o; o T}, with T; : RX — REn being a linear transformation and 0; : R - R a
nonlinear activation function. Since each function T; : RXt — RX#1 s linear, it can be written as
Ti(x) = W;-x, where W; € RE#1>XKi i 3 matrix. The values of matrices W; are represented by 8 and
constitute the model’s parameters. Thus, to denote the dependency on the network’s parameters,
we typically write f(-; 8) instead of f(-). In Section 4.2, after presenting the various problem types
in deep learning, such as supervised, unsupervised, and semi-supervised learning, we introduce
the basic theoretical framework underlying the training of neural networks. The goal in each deep
learning problem is to find the suitable model parameters & that minimize a cost function J. For
instance, in supervised learning problems, we are given a dataset (x1,y1), ..., (%, yn), Where
each sample x; belongs to one of K categories. The objective is to find the parameters 8" such that

Sf(x¢;8) = y;. In this case, the chosen function J is the cross-entropy, defined as follows:

K 2
e T
J(f(x), yx) = — Z log <K 2 Lizy,. (1.2.18)
=1 j=1 €~
where f(x) = (z1,...,2zy) and y, € 1,...,K. The search for appropriate parameters is carried

out by gradient-based algorithms. The central idea of these algorithms is to iteratively update the
weights in the opposite direction of the gradient VgJ. The fundamental algorithm in this category
is the stochastic gradient descent (SGD). In this algorithm, the samples (x;, y;) are examined one

by one, and for each such pair, the parameters are updated according to the equation:
8" =8 — 5 VaJ (f(xV;87), y®). (1.2.19)

In practice, variations of stochastic gradient descent are often used, achieving better results. In
Section 4.3, we examine some of these variations, presenting their advantages and disadvantages.
In section 4.4, we introduce the basic structure of Convolutional Neural Networks (CNNs), exten-
sively used in processing data originate from images and audio signals. The fundamental operation
characterizing CNNs is convolution, which is presented in paragraph 4.4.2. Through convolution,
these networks are capable of extracting useful local information from two-dimensional objects,
such as images, spectrograms, etc., while simultaneously reducing their dimensions. In our case,
we rely on this architecture to extract a compact representation from the audio fragments of songs,

which will be used for the recognition system.
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In Chapter 5, we present the music recognition system based on the deep learning concepts. The
main difference compared to the approach followed by Shazam is that in this case, we train a
neural network that takes over the feature extraction from the songs. This way, the focus shifts
from finding sophisticated feature extraction algorithms to finding effective training algorithms
and techniques. In this case, the network training is done by utilizing the contrastive learning
framework. The idea behind this technique is to map the distorted audio fragments as close as
possible to the actual audio fragments in a lower-dimensional Euclidean space compared to the
input data space. To achieve this, a prerequisite is to select suitable distortion techniques that
correspond to realistic scenarios. After presenting the architecture of the convolutional network
in paragraph 5.2.1, we introduce the contrastive learning method in paragraph 5.2.2. The choice
of data augmentation methods is crucial for the training of the network, including adding noise
with different SNR, reverberation, time shifting, and low/high-frequency clipping. The combina-
tion of these distortions leads to the development of a model capable of making highly accurate
predictions even in cases where the audio is captured by microphones of portable devices. Math-
ematically, the neural network consists of two parts: (a) the encoder f : R256%32 — R1024 which
is essentially a convolutional network that operates on mel-spectrograms of dimensions R2%6%32,
mapping them to vectors of dimensions 1024, and (b) the projection function g : R1924 — Sd-1,

which is a feedforward neural network that maps input vectors onto the unit sphere
S84 ={zeR: |lzll, = 1},

in R, In our case, the dimensions R256*32 resulting from applying the short-time Fourier Trans-
form correspond to 1 second of audio segment. Also, the projection dimension is d = 128. Thus,
in broad terms, the neural network g o f maps audio fragments of one second into vectors of 128
dimensions. Analogous to the classical fingerprinting approach, each vector g o f(x) is called a
fingerprint of x € R25%%32 During training, the goal is to bring the distorted sample M(x) as close

as possible to x, maximizing their cosine similarity

e{9f (x1).gof (%)) /T
Ziﬁl Ljegy - €492/ C).gof (i) /T

2(i,j) = —log (1.2.20)
in the Euclidean space R'28. This is achieved through the contrastive loss, which is defined by
comparing each clean sample to its corresponding distorted version. After training the network
this way, in Section 5.3, we use the network to extract fingerprints from the 26016 songs we used
and explain how to build the database allowing for fast and efficient retrievals. The extraction is
done for every one-second segment of the songs with a step size corresponding to 0.5 milliseconds.
To reduce the capacity of the database, the product quantization method is employed, resulting in a
representation occupying only 400 MB, in contrast to dejavu’s 6 GB. Similarly to the dejavu case,
a non-exhaustive search method is utilized for fast result retrieval. These techniques are discussed
in detail in Section 5.3.

In Chapter 6, we present the details related to the experimental part of the thesis. More specifically,
in Section 6.1, we introduce the dataset developed for the experiments’ needs. In Section 6.2, we
present two different experiments designed for the evaluation and comparison of the two systems.

In the first case, we examine the performance of the systems by adding noise to 17 songs with
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specific SNR values from the set {0, 5, 10, 15} (in dB). Additionally, we investigate how the du-
ration of the audio fragment for recognition affects the systems’ performance. The metric we use
for evaluation in this case is the Top-1-hit-rate, a metric that measures both correct song predic-
tion and temporal alignment with respect to the original song allowing a tolerance of +500 ms.
This experiment is conducted to assess the tolerance of each approach with respect to SNR. How-
ever, in a real scenario, the audio signal is subject to various other distortions. For this reason,
in paragraph 6.2.2, we present an experiment that better simulates these conditions. Specifically,
in this experiment, 15 songs are played sequentially from the speakers of a laptop. From another
speaker, an audio excerpt containing noise (speech in an outdoor environment) is played. The
difference from the first experiment is that the recording is done through the laptop’s microphone,
thus mimicking a real scenario where users use their portable devices to record audio fragments
for recognition. In this way, we generate three different audio files (low.wav, mid.wav, high.wav)
based on the distance of the noise source from the laptop’s microphone, with ’low.wav’ corre-
sponding to the farthest distance (thus less noise) and "high.wav’ to the closest distance (more
noise).

Subsequently, in Section 6.3, using the open-source library dejavu?, we implement the music
recognition system that incorporates the ideas of the Shazam algorithm. After presenting some
technical details regarding the library in Section 6.3.1, in Section 6.3.2, we present the results of
this approach in the experiment where noise is added with specific SNR. In Table 1.1, we see the

results of this approach for all combinations of SNR and audio query duration.

Table 1.4. Performance of dejavu.

Metrics Query length (s) 0dB 5 dB 10dB 15 dB
Accuracy 391% 591% 784 % 8.87 %
F1 score 1 6.86% 11.01% 14.12% 15.92%
Top-1 hit rate 339% 4.72% 6.89%  7.30%
Accuracy 28.06% 36.66% 42.45% 48.23&
F1 score 2 41.05% 52.94% 59.06% 64.61%
Top-1 hit rate 2427% 33.32% 38.48% 44.02%
Accuracy 41.38% 60.70% 68.10% 73.78&
F1 score 3 57.36% 74.53% 80.50% 84.54%
Top-1 hit rate 38.65% 56.82% 63.79% 69.32%
Accuracy 52.06% 7191% 81.30% 86.77&
F1 score 4 66.22% 82.83% 89.19% 92.79%
Top-1 hit rate 48.32% 67.11% 75.84% 81.59%
Accuracy 60.02% 79.83% 87.52% 91.60&
F1 score 5 73.31% 88.38% 93.23% 95.39%
Top-1 hit rate 5522% 7515% 82.11% 86.55%
Accuracy 82.85% 94.69% 98.07% 98.79&
F1 score 10 90.08% 97.25% 99.05%  99.40%
Top-1 hit rate 77778% 90.34% 93.48% 94.44%

Zhttps://github.com/worldveil/dejavu
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Chapter 1. Synopsis

In Section 6.4, we compare the two methods. More specifically, in paragraph 6.4.1, we focus
on the approach that utilizes deep learning concepts. After presenting some technical details re-
garding the implementation of this method, we then examine the system’s performance in the
experiment with constant SNR noise. The results of this experiment are shown in Table 1.2. Com-
paring Tables 1.4 and 1.5, we observe that the deep learning approach outperforms the classical
method for short audio excerpts (< 10 seconds), making it suitable for real-time applications. In
paragraph 6.4.2, we present the results of the experiment where the recording is done through the
laptop’s microphone. Additionally, we investigate how distortions related to ’clipping’ of low/high
frequencies contribute to the model’s tolerance to noise. The results for this experiment are shown
in Table 1.6. Finally, in Chapter 7, we conclude by summarizing some findings and suggest-

ing potential future research directions for the problem of developing effective music recognition

systems.
Table 1.5. Performance of Deep Audio Fingerprinting System.
Maetrics Query length (s) 0dB 5dB 10 dB 15dB
Accuracy 56.80% 81.19% 91.73 % 94.78 %
F1 score 1 70.79% 88.73% 95.10% 96.84%
Top-1 hit rate 45.30% 66.52% 78.33% 84.48 %
Accuracy 78.11% 92.54 % 97.56 % 98.61 &
F1 score 2 86.80 % 95.54 % 98.43 % 99.06 %
Top-1 hit rate 63.77 % 78.35 % 87.09 % 89.63 %
Accuracy 83.41 % 96.12 % 98.49 % 99.07 &
F1 score 3 90.25 % 97.55 % 99.04 % 99.33 %
Top-1 hit rate 69.25 % 83.41 % 89.44 % 92.82 %
Accuracy 87.73 % 97.32 % 98.75 % 98.95 &
F1 score 4 92.92 % 98.39 % 99.20 % 99.29 %
Top-1 hit rate 73.44 % 85.52 % 91.75 % 92.62 %
Accuracy 89.32 % 97.48 % 98.56 % 99.16 &
F1 score 5 93.58 % 98.35 % 99.07 % 99.39 %
Top-1 hit rate 75.99 % 85.52 % 89.68 % 93.88 %
Accuracy 95.65 % 98.07 % 98.55 % 98.31 &
F1 score 10 97.27 % 98.86 % 99.06 % 98.97 %
Top-1 hit rate 78.50 % 84.30 4% 88.89 % 92.51 %
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1.2 English

Table 1.6. Performance (Accuracy) of the Music Recognition Systems on Microphone Experiment.

Metrics Query length (s) low mid high
Deep Audio 85.03% 62.65% 41.92%
Deep Audio (No Filters) 2 67.22% 49.02% 19.47%
Dejavu 12.63% 6.50% 10.73%
Deep Audio 92.66 % 80.06 % 62.52%
Deep Audio (No Filters) 5 80.38% 65.39% 31.10%
Dejavu 59.21% 40.94% 47.24%
Deep Audio 94.52 % 90.32% 74.19%
Deep Audio (No Filters) 10 84.19% 78.39% 41.29%
Dejavu 83.60% 70.98% 71.29%
Deep Audio 97.56 % 90.24 % 80.98%
Deep Audio (No Filters) 15 86.34% 80.98% 48.29%
Dejavu 93.33% 77.14% 83.33%
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Chapter 2

Elements of Fourier Analysis

The purpose of this chapter is to develop all the necessary theoretical tools used in audio signal
processing. We introduce one of the most important concepts, the Fourier Transform and develop
some basic properties and theorems. Much of the content in this chapter is based on the mathe-
matical area of Fourier analysis. However, it should be noted that the exposition in this chapter is
not meant to cover all aspects and concepts of the theory in depth, but rather to serve as a building
block for developing and explaining the features used in audio signal processing in Chapter 3. For
more comprehensive expositions of the theory, readers may refer to [3, 4, 5].

As we will see in Chapter 3, an audio signal can be represented as a real function of one
independent variable. The horizontal axis corresponds to the time elapsed from the first pulse of
the audio signal, while the vertical axis measures the difference of air pressure from its average
value at a certain point. Therefore, an audio signal can be represented by a pressure-time plot, also
referred to as the waveform of the sound. Figure 2.1 shows a waveform representation of the first
10 seconds from the song "Someone Like you" by Adele!.

Waveform of Someone Like you

8000 -

6000 -

4000 4

2000 1

Amplitude (Air Pressure)

—2000

—4000 4

—6000 1

Time [s]

Figure 2.1. The Waveform of the first 10 seconds of Someone Like You by Adele.

By looking at the waveform in Figure 2.1 we can see that some peeks are arriving at equally spaced

time intervals. As we shall shortly see, the number of repetitions of a certain peek at some fixed

You can hear in: https://www.youtube.com/watch?v=z7GCiVTIv04.
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Chapter 2. Elements of Fourier Analysis

time interval constitutes an important feature of a function, and in particular, of an audio signal.
The tool that is used to determine the "energy" presence of each of these repetitions is the Fourier
Transform. In the next section, we start by developing the theory for periodic functions, and we

extend these ideas to the non-periodic case as well.

2.1 Fourier Series

We say that a function f : R — R is periodic if there exists T € R such that

Jx+T)=f(x), (2.1)

for all x € R. Any T satisfying (2.1) is a period of f. The smallest possible number for which (2.1)
is satisfied is called the fundamental period of the function f. The reciprocal of the fundamental
period is the fundamental frequency and it is measured in Hertz (Hz). The fundamental frequency
is the number of oscillations in a time interval of length T. The most simple, and perhaps the
most important family of periodic functions are the sinusoids. Mathematically, a sinusoid can be
described by a function f : R — R such that f(t) = A - sin(2n(ft — ¢)) for t € R. The parameter
A corresponds to the amplitude, the parameter f to the frequency, and the parameter ¢ to the
phase (measured in normalized radians with 1 corresponding to an angle of 360°). Figure 2.2
shows the waveform of the sinusoids 2 sin(2mr - 5t), 1.2sin(2m - 2t) as well as the superposition
2sin(2m - 5t) + 1.2 sin(2m - 2t).

Sine wave of 5 Hz

Amplitude

T T
Sine wave of 2 Hz

Amplitude
o

3-sin(2m-5¢) + 1.2 sin(2m- 2t)

2.5

0.0 A

Amplitude

-2.54

Time [s]

Figure 2.2. Sinusoids of 5 Hz and 2 Hz.
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2.1.1 The Building Blocks

2.1.1 The Building Blocks

The sinusoids are the building blocks of Fourier analysis. The idea is to describe any periodic

function f : R — R of period 12 as a superposition of sinusoids of the form

N
D" Ansin@n(nt - pn). 2.1.1)
n=1

To accomplish this, one needs to define a measure of similarity between functions. This measure
will be used to compare the periodic function f : R — R with a sinusoid sin(n(nt — ¢,)) of
fixed frequency and phase. Higher values of the measure would imply higher similarity with the
sinusoid sin(m(nt — ¢y)). The individual terms in (2.1.1) are called harmonics, terminology that
comes from the mathematical representation of musical pitch (see chapter 3). This form of a
general trigonometric sum has the advantage of displaying explicitly the amplitude and phase of
each harmonic, but in theory, for calculation purposes as well as for the ability of generalization

to complex functions an alternative form is used by using the trigonometric identity
sin(a — ) = sina cos 3 — cos a sin f3, (2.1.2)

and the complex exponentials
e™ = cos(nt) + isin(nt). (2.1.3)

Letting u,, = 2n@, we can write (2.1.1) as er\le A sin(2nnt — uy,). Now, by (2.1.2), (2.1.3) we
have that

N N
Z Apsin(2nnt — uy) = Z —A, sin u, cos(2mnt) + Ay cos u, sin(2nnt)
n=1 =1 an Bn

N

= Z (an cos(2mnt) + B, sin(2nnt)) ,
n=1

and, if we include a constant term (corresponding to n = 0) the trigonometric sum in (2.1.1)

becomes
- N
> + Z (an cos(2mnt) + B, sin(2nnt)) . (2.1.4)
n=1
Now, it is easy to verify that
et 1 it _ it _ it
cost = , Ssint=
2 21
Hence 2mint + e—2m’nt e2nint _ e—2m’nt
cos(2nnt) = — sin(2nnt) = o1
i

2For the moment we restrict to the case of period 1. The generalization to other periods poses no difficulty.
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Using this, we have that

N N 2mint —2mint 2mint —2mint
ap . ap e +e e -e
) + Z (an cos(2mnt) + B, sin(2nnt)) = > + Z (an e T + B T)
n=1 n=1
a . i e2mint | o—2mint " e2mint _ o—2mint
= — a D ————— ] B ———
2 4\ 2 " 2
N ) N
_ An = Bn\  onint an + ‘ﬂn —2mint
) + Z ( 2 ) + Z "€ )
n=1 n=1
Now, for co = 3, ¢cp = a”—lﬁ” and c_,, = a”;iﬂ“, we conclude that (2.1.4) can be written equiva-
lently as
N
Z et (2.1.5)
n=—N

Therefore, the goal is to approximate a function f : R — R of period 1 by a trigonometric sum

N .
> cpe?™m for appropriate ¢, € C and N € N U {oo} 3. At this point, two problems arise:
n=—N

(i) How one can determine the complex coefficients ¢, ?
(ii)) How one can define a similarity measure for two functions f, g ?

Luckily, for the first problem we can hack the solution with reverse engineering: Assuming that

the function f can be written as

f@® =) e, (2.1.6)
n=—oo
and ignoring matters of convergence, if we fix a k € Z and multiply (2.1.6) by e~2™k we get that

(o)

1) o 2mikt _ Z ¢ e2mint . g=2mikt

n=-—oo

[ee]
— Z CneZm(n—k)t.

n=—co

Integrating on the interval [—1, 1] and taking a creative detour around the math police for the

second time (changing the order of integration with summation), we get

1 Ll 1
f f(He 2mkt gt = Z Cn f ™M=t g (2.1.7)
0 n=—co 0

Now for k # n we have that

1 11 g2mi(n—kjt 4 e2mi(n-it |1
f e2ni(n—k)t dt = f dt =
0 o |2mi(n—k) 2mi(n — k)

0
_ ; (e2m’(n—k) _ eO)

"~ 2mi(n - k)
1
= m(l -1)=0,

3We will see that in some cases the sum is an infinite series.

Diploma Thesis



2.1.2 The Case of Period T # 1

since n — k # 0 and n — k € Z. For k = n we get that

1
f e2m(n—k)t =1.
0

1 _
f eZm‘(n—k)t — 1, n=k
0 0, n#k

1
Cn = f f(H)e 2™t gt, (2.1.8)
0

Hence, we conclude that

Using this in (2.1.7) we get

for n € Z. The coeflicients in (2.1.8) are the Fourier coefficients of f. What we have achieved so

far is that if we assume that the function f can be represented as a sum of trigonometric functions,
1

then the coefficients ¢, must be given by the integral f f(tH)e 2™t dt. What is left open is when
and how, or in what sense a periodic function f : R —>OR can be represented by such a sum. This
question requires more sophisticated mathematical tools, such as the Lebesgue integral, which is a
part of measure theory. While we will not use any terms from measure theory, we will state some
important results that are relevant to Fourier analysis. Some good references on measure theory
are [6, 7, 5, 8]. Before we address the second problem mentioned before, we treat the case where
the function f : R — R has period T # 1.

2.1.2 The Case of Period T # 1
Suppose that the function f : R — R is periodic with fundamental period T # 1. Then, the
function g : R — R given by g(t) = f(tT) is periodic with period 1 since for every t € R we have

gt+1) =f((t+ 1DT) = f(UT + T) = f({T) = g(t).

The Fourier coefficients of g are given by

1
Ch = f g(t)e 2™ gt
0

Using g(t) = f(tT) and the substitution u = tT we get that
1 ) 1 ) 1 T )
ch = f g(t)e 2™ dt = f f(tT)e 2™ gt = P f Sf(wye2m/T gy,
0 0 0

Therefore, if g can be expressed as Y, c,e®™™, then f would be equal to Y.%___ ¢,e2™/T,

n=-—oo
n=-—oo

T ; . . .
where ¢, = % fo S( t)e’z’””t/ T, These observations allow us to restrict to the case where the period
of the function is equal to 1. Summarizing all the above we formulate the following definition.
Additionally, we allow complex functions and include sufficient conditions for the existence of the

Fourier coefficients.

Definition 2.1 (Fourier coefficients). Let f : R — C be a periodic function with fundamental
period T € R such that fOT lf(0)| dt < oo. Then, the Fourier coefficients of f are the complex
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numbers given by

. 1 (T .
Joy == f f(e?™/Tqt nez
0

A useful observation is that the coefficients f(n) can be calculated by integrating the function f in

any interval of length T. To see this, let a € R. Then,

a+T
ai (Il‘ f + f(t)e_2nint/T dt) — ’Il‘ (f(a + T)e—ZTLin(a+T)/T _f(a)e—ZTLina/T) ,
a a

but since f(a + T) = f(a) and e~2™Na+T/T = o=2mina/T e get that

a 1 a+T .
a_ (7_1 f f(t)e—2mnt/T dt) =0,
a a

and since for a = O the integral is equal to f(n) we conclude that

n 1 a+T )
Jf(n) = T f fHe2™dt, aeR.

An approach to define a measure of similarity between functions is to extend the notion of the usual
inner product between vectors in R™ to more general spaces, where the space may be infinite-
dimensional and the elements in that space may be functions. These spaces are called Hilbert

spaces.

2.1.3 Hilbert Spaces

For two vectors x = (x1,...,Xxn), Yy = (Y1, ...,Yn) in R the inner product is given by

(x,y)=x1y1 + - + XnYn- (2.1.9)

The inner product is closely linked to the angle between the vectors x, y. In R? and R® this comes
from the formula (x, y) = ||x||s - [|lylly, - cos 8, where & is the angle between x, y. The generalization

to dimensions n > 4 comes from the Cauchy-Schwarz inequality:

G, ol < ixllz Nyl - (2.1.10)

_ (xy) _ _xy : : _
The fact that -1 < Wl < 1 allows us to define cosd = Wl Perpendicularity (or or
thogonality) can be expressed with the inner product via the relation (x, y) = 0. Observe that this
implies that cos & = 0 which is equivalent to 8 = 0 or & = 3/2 for d € [0, 2m). The inner product
does more than identifying orthogonal vectors, however. When it’s nonzero it tells us how much

of one vector is in the direction of another. That is, the vector

(xy) y
lully lylly

is the projection of x onto the unit vector y/ ||ylly. An alternative approach would be to think of
the inner product as measuring how much one vector "similar" is to the other. Below we list some

important properties of the inner product:
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2.1.3 Hilbert Spaces

1. (x,x) > 0and (x,x) =0 < x = 0 (positive definiteness)
2. {x,y) = (Y. x) (symmetry)

3. {ax, y) = a{x, y) for any scalar a (homogeneity)

4. (x +w,y) = {(x, y) + (w, y) (additivity)

These properties allow us to define the inner product in a more general setting. Moreover, by
allowing the inner product to take complex values, we can incorporate both the magnitude and
phase information of the projection. Specifically, since any complex number ¢ € C can be ex-
pressed in polar form as ¢ = |c|le®®, where |c| represents the magnitude and & represents the phase
angle, we can incorporate both pieces of information into the inner product. Therefore, we have

the following definition:

Definition 2.2 (Inner product). Let H be a vector space over C. An inner product is any function

(-,-) : HX H — R satisfying the properties:
1. Forall x € H, {x,x) > 0and {x,x) =0 &= x = 0 (positive definiteness).
2. Forallx,y € H, {x,y) = W
3. Forallx,y,ze H, (x+ z,y) = {(x, y) +{z, y) and (x, z + y) = {x, 2) + (X, y).
4. Forallx,y € Handt € C, {tx, y) = t{x, y) and {x, ty) = ¥x, y).

An inner product on a vector space naturally defines the notion of a norm, which in turn allows to

define the distance between pair of points in the vector space.

Definition 2.3 (norm). Let H be a vector space over C. A norm is a function ||-|| : H — R such
that

1. ||x|| = 0and||x|]| =0 < x =0 forall x € H.
2. Itx|l = |t |Ix]| for all t € C and x € H.
3. |lx + yll < lIxll + llyll for x, y € H (triangle inequality).

It is easy to verify that ||x|| = (x,x)'/? is a norm on H. Now, the distance between any points
X,y € H can be defined by d(x,y) = ||x — yl|. As the notion of the inner product allows us to
define distance, angle measurements, and calculate projections it is easy to generalize the notion

of the orthonormal sequence.

Definition 2.4 (orthonomal sequence). Let H be a vector space over C and -, -) an inner product.
| such that ||ej|| = 1 for all i and

An orthonormal sequence on H is a sequence of vectors {e;};

(e, ) = O for every i # j.

Dealing with finite-dimensional spaces is simpler than dealing with infinite-dimensional spaces

because in the finite case, there are fewer things to consider. For instance, given a vector x =
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(x1,...,xn), the closest point in the subspace generated by the first k < n orthonormal vectors

ey, ...,ecls
I

Z(x, epe;.

i=1
This follows from the fact that (x, e;) is the projection of x onto e;, since |le;jll, = 1. In the

infinite-dimensional case, if {e;};2, is an orthonormal sequence, the closest point in the subspace

generated by the vectors {ey :, k > 2} would be )’ (x, ex)ei. However, to ensure that the element
Je=2
[se]

2. (x, ex)er is well-defined, the sequence of partial sums s, = >}’ ,(x, e,) must converge. The

notion of completeness is essential for ensuring the convergence of such sequences.

Definition 2.5 (Cauchy sequence). Let H be a vector space over C and (-, -) an inner product on

[

w_y is a Cauchy sequence if for every € > O there exists an index

H. We say the sequence {xy}
no € N such that ||x, — xm|| < € for every n,m > ng.

In general, we say that a normed space X is complete® if every cauchy sequence {xn},-, is con-
vergent, i.e. if there exists a point x € H such that for every ¢ > 0 there exists ny € N such that

llxn — x|| < € for every n > ng. Summarizing all the above we have the following definition.

Definition 2.6 (Hilbert space). Let H be a vector space over C and (-, -) an inner product on H. We
say that H is a Hilbert space if the norm ||x|| = (x, x)*/2 induced by the inner product is complete.

Equivalently, every Cauchy sequence with respect to {x, x)'/? is convergent.

In the case of the R™, every vector x € R" can be uniquely expressed as a linear combination of
the standard basis vectors {e;}},, where e; is a vector whose i-th component is 1 and all other
components are 0. Similarly, we say that an orthonormal sequence {e;};7, is an orthonormal basis
for H if every element x € H can be uniquely expressed as an infinite linear combination of the

n
basis vectors, i.e., x = Y, {x, e;)e;. This is equivalent to saying that the sequence of partial sums
i=1

n
Sp = 2. {x, e;)e; converges to x in H.
i=1

All this theory was presented in order to introduce the space of square-integrable functions L ([0, 1])
on the closed interval [0, 1], which is the most important example of a Hilbert space for Fourier

analysis. To this end, we let

1
Lo ([0,1]) = {f :[0,1] — C: fintegrable and f [f(t)l2 dt < oo}, 2.1.11)
0

The integral in 2.1.11 is with respect to the Lebesgue measure (notion from measure theory).
However, in the upcoming examples, we will only restrict to functions that are also integrable in
the standard Riemann sense. Of course, it is still left to show that L5 ([0, 1]) is a Hilbert space.
The easy part is to show that Lo ([0, 1]) is a vector space. To see this, let f,g € L5 ([0, 1]) and

“These spaces are called Banach spaces.
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2.1.3 Hilbert Spaces

observe that since 2|f(t)| - |g(t)| < [f()|? + |g(t)|> we have that

IF(®) + g < (F (D] + lg())?
= [f(OF + g + 2[f(B)llg(t)|
< 2|f(H)P + 2lg(H)*.

Therefore, if f, g € L5 ([0, 1]) then

1 1 1
f (D) + g dt < 2 f FOP dt +2 f lg(D)? dt < oo,
(] (0] (0]

which implies that f + g € L5 ([0, 1]). Similarly, it easily verified that af € Ly ([0, 1]) for every
f € L5(0,1]) and a € C. The inner product that is defined on L5 ([0, 1]) is given by

1 —_—
(9= fo S(Og(?) dt, (2.1.12)

for every f, g € Lo ([0, 1]) . The properties listed in Definition 2.2 can be verified by a straightfor-
ward calculation. The hardest part that requires additional theory is to prove that

1 1/2
Iflly = ( fo IF (P dt)

is a norm and the space L ([0, 1]) is complete. We take that for granted as well as that the
complex exponentials {eZ’“’”t}‘r’l":1 form an orthonormal basis of £ ([0, 1]). For example, to see

that the complex exponentials are an orthonormal sequence for k # m, write
1 1
< ekat’ e2mmt> — f e2mkt eimt dt = f ekat e—met dt
0 0

1
— f eZm’(k—m)t dt = : 1 e2m’(k—m)t
0 2mi(k — m)

_ : 1 (e2ni(k—m) _ 1) — O,
2mi(k — m)

1

0

since e2™k-™ = 1. Now, for k = m since e>™ e 2™kt — 1 it follows that (e2™kt, g2mikty = 1,
Therefore,

1, k=m

< e2nikt 2m'mt> —

e
0, k#m

Having in mind the meaning of the inner product in R", similarly, in this case, we may ask what
is the component of a function f(t) "in the direction" en(t) = 2™ty By analogy to the Euclidean

case, it is given by the inner product

1 1
(fen) = f f(Hep(t)dt = f f(t)e—Zm'nt dt,
0 0
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which is precisely the n-th Fourier coefficient f(n). Thus writing the Fourier series

f =Y frer™,
n=—oo
as we did in (2.1.6), is exactly like the decomposition in terms of an orthonormal basis and the
associated inner product:
f= {f, en)en. (2.1.13)
n=-o0o

This is exactly the equation resulting from the fact that the complex exponentials are an orthonor-

mal basis. However, the above equation is with respect to the Ls-norm. This is formally expressed

N
}f_ Z (f: en)en

n=—N

as
/2

1 N !
- ( f rw- > Fewen®| at| —o,
2 0 n=—N

as N — oo. Of course, the interesting part is when (2.1.13) holds in the pointwise sence, i.e.

=) ey,
n=—oo
for every t € R. We take a break from the theoretical results and postpone this question for
Subsection 2.1.6.

2.1.4 Sinusoids and Fourier Coefficients - The Role of Phase

While introducing complex numbers enables us to elegantly handle algebraic operations, it can
also detract from our original objective of representing a periodic function f : R — R with
fundamental period 1 as a sum of sinusoids of the form A, sin(2n(nt — ¢,,)). In this paragraph, we

explain the relation between the Fourier coefficients

1
cn = f f(He 2 dt,
0

and the sinusoids A, sin(2m(nt — ¢r)) as well as the role of phase ¢, and its relation with the
polar angle arg(c,,) of the complex number c,, = |c,,|e!*&n,

To begin with, we remind that any complex number z = a + i can be expressed in polar form
as z = |z|e'2? (see Figure (2.3)), where arg(z) € [0, 2m) is the angle of the vector (a, 8) with the
unit vector e; = (1, 0). Furthermore, for a complex function f : R — C, and any real numbers

a < 3 we have that (by definition)

3 3 3
f Fo)dt = f Re(f (b)) dt + i f Im(f (b)) dt.

Therefore, since the function f(t)e 2™ takes complex values the number ¢, is a complex number,

and as such it has a polar form |, |etreten)
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z=a+if = |z

|2

Baxg(z)

Figure 2.3. Polar representation of complex numbers.

In Subsection (2.1.3) we saw that every f € £([0, 1]) can be expressed as

J= i (f enen,

n=-—o0o

in the Ly-sense, where e,(t) = €2™". Suppose now that f : R — R is periodic with fundamental

a+1
f LF(OP dt < o0,

for some a € R. By letting g(t) = f(t + a) for t € [0, 1] we obtain a function in Ly ([0, 1]).

period equal to 1 such that

Conversely, if f € L5 ([0, 1]) we can extend this function to a periodic function f : R — R of
fundamental period 1 by letting F(t) = f(t —[t]). > In other words, there is a one to one and onto
correspondence between the functions in Ly ([0, 1]) and the periodic functions of fundamental
period 1 which are square integrable in some interval of length 1. Summarizing, we obtain the

following theorem.

Theorem 2.1 (Convergence of the Fourier series in £3). Let f : R — R be a periodic function

with fundamental period equal to 1 such that f arl f(HP dt < oo for some a € R. Then if

Ja(®) = f(t + a),

N
Pa - Z (Jas €n)en

1/2

1 N
= (fo e+ a)- Z (v eyen®| dt|  —o0. (2.1.14)
2

n=—N n=—N

as N — oo.

The preceding theorem provides insight into how a periodic function f : R — R can be expressed
as a trigonometric sum. Our original objective, however, was to identify the A, and ¢, values that

would enable us to construct the sum
N
Z A, sin(2(nt — ¢n))
n=1
that best approximates f. The relative information about the optimal A,, and ¢, values are hidden

in the Fourier coefficients f(n) and f(—n). Indeed, in (2.1.4) we saw that A, sin(2m(nt— ¢n) can be

written as a, cos(2nnt) + 3, sin(2nnt), where a, = —An, sin u,, B = An COS Uy, and u, = 21@y.

3[t] is the integer part of t € R.
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To obtain (2.1.5) we saw that f(n) = a”%‘ﬂ“ and f(-n) = %lﬁ” Therefore, we have that

A A
f(n) = —?n (sinu, —icosuy,).

Using the identities cos(u, — 5) = sin u, and sin(u, — 5) = — cos u, we get
A An( 4 . 4 ) An i,-m)
n) = —— (cos(u, — =) + isin(u, — =) = ——e""*7 2/,
J(n) ) (un 2) (un 2) 5

From the above identity, we see that the magnitude A,, is given by 2|f(n)|. For the phase we have

that

Un — g = arg(f(n)) =
2npn — g = arg(f(n)) S
_arg(f() 1

= "o T

The magnitude A, indicates the amplitude of the sinusoid A, sin(2m(nt — ¢,)) in the original
function f, while the phase ¢, corresponds to the horizontal shift of the sinusoid that best aligns
with the function f. To better understand the role of phase consider as an example the waveform

of the first 1 second of a A4 note played on piano in Figure 2.4.

A4 on Piano

4000

2000

Amplitude (Air pressure)

—2000

—4000

0.0 0.2 0.4 0.6 0.8 1.0
Time [s]

Figure 2.4. The waveform of A4 on piano.

Since we are analyzing the waveform of A4 over an interval of length 1, we can assume that the
function f representing the waveform is periodic with period 1 by simply repeating the function
for values |t| > 1. Our objective is to determine which exponential function e?™ contributes
the most to the projection of f. As we have seen, we can obtain the projections using the inner

product:

1
(f. €™y - en(t) = ( f Sf(t)e2rint dt) cen(t) = J(n) - en(d).
0

This can be expressed as the product of the Fourier coefficient of f with the exponential function
2™ je. f(n) - e*™. By examining the magnitudes of the Fourier coefficients |f(n)|, we can

identify the value of n that corresponds to the exponential function e>™ that provides the highest
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2.1.4 Sinusoids and Fourier Coefficients - The Role of Phase

contribution to f. The value of n determines the sinusoid A;, sin(2n(nt—¢,,) that best approximates
f, or equivalently, the harmonic with the highest contribution to f. To determine the harmonic with
the highest contribution to f in the waveform of A4, we zoom in to the waveform in an interval
corresponding to 10 ms. By looking at Figure 2.5 we can see that in 10 ms there are approximately
4.5 crests. This corresponds to the sinusoid with fundamental frequency of 450 Hz. As we will
see in chapter 3, each piano note is determined by its fundamental frequency. In the case of the

A4 piano key, this frequency is 440 Hz, which is very close to what we see in the figure!

A4 on Piano

4000

3000

20001

10001

o

Amplitude (Air pressure)

—1000 1

—20001

0.000 0.002 0.004 0.006 0.008 0.010
Time [s]

Figure 2.5. The waveform of A4 on piano zoomed in Ims.

Hence, the index of the harmonic contributing the most is n = 440. In Figure 2.6 we see the A4
piano plotted with the sinusoid sin(2mw(440t)). For simplicity, we have rescaled the waves to have

the same amplitudes.

Waveforms of A4 and sinusoid with 440 Hz

AN

-0.751

Amplitude
°
S
3

—— Piano A4
-1.001 sin(2m - 440t)

0 2 4 6 8 10
Time [ms]

Figure 2.6. The A4 piano note corresponding to 440 Hz and the sinusoid sin(2m - 440t).

It is apparent that the sinusoid sin(2m - 440t) closely matches the waveform of A4 within that time
interval. Nevertheless, we can improve the fit by adjusting the phase parameter ¢ accordingly. By
Figure 2.6 we see that we need to shift the sinusoid to the right. This corresponds to sin(2m(440t—
¢)). In Figure 2.7 we see the same graph for ¢ = 0.218, which is calculated numerically by

1
@" = argmin f If(t) — sin(2m(440t — @))|? dt.
@€[0,1) JO
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Waveforms of A4 and sinusoid with 440 Hz

4y /\W AWAW

-0.75

Amplitude

—— Piano A4
-1.00 sin(2m- (440t — 0.218))

0 2 4 6 8 10
Time [ms]

Figure 2.7. The A4 piano note and the sinusoid sin(2m - (440t — 0.218)).

2.1.5 The Spectrum

The reason why the approximation in Figure 2.7 is not perfect, is because we need more harmonics
to accurately approximate the waveform of the A4 note. This is due to the fact that the A4 key it is
synthesized from many harmonics and not just once. This means that there are also n # 440 such
that f(n) # 0. In the preceding paragraphs, we have often used the more geometric term period
instead of the more natural term frequency. It’s natural to talk about the period for a Fourier series
representation of f(t),
o
=Y Jme.
n=—oo

The period is 1. However, each exponential e>™ is periodic with period 1 and 1/n at the same
time. Therefore, the function f is synthesized from many harmonics, many frequencies, positive
and negative, and perhaps an infinite number. The set of frequencies present in a given periodic

signal is the spectrum of the signal. Graphically the spectrum is represented as shown in Figure 2.8.

-4 -3 -2 -1 0 1 2 3 4

Figure 2.8. The spectrum of a periodic function.

In Figure 2.8, it is important to note that the magnitudes |[f(0)[2. |[f(z1)|?, [f(x2).. .., are de-
picted, rather than the coefficients themselves, f(0), f(x1), f(£2),.... These square magnitudes,

[f(n)[2, represent the energy of the (positive and negative) harmonics e*2™"

, and together they
form the sequence of squared magnitudes [f(O)Iz, [f(i D2, [f(iZ)Iz, ..., known as the power spec-

trum or energy spectrum.
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2.1.6 Pointwise convergence and examples

In the previous subsections we proved that any integrable periodic f : R — R can be expressed
as a sum of trigonometric functions in the L5-sense. However, there is an analog theorem in the

pointwise sense:

Theorem 2.2 (Pointwise convergence). Suppose that f is continuous with a continuous derivative

except at perhaps a finite number of points (in a period). Then, for each a € [0, 1],
§ 1
Z Fnye2tine — ( lim f(t) + lim f(t)), (2.1.15)
— 2 \t—a- t—a*

as N — oo,

In the case where f is continuous at a, since hm L f(t) = hm f (t) we simply have that the Fourier
t—
series of f coincides with f. This is a powerful result Wthh we illustrate with the following

examples: Consider the function

+
S+
|
IA
-
IA
@)

S =

IA N[

o~
IA

D= N~
|

o~

o

N =

We can extend f to a periodic function f : R — R with period 1 by repeating f. The general

formula of f is then given by

L-t-th. o<t-[t]<3

J = L
t-[tl-3. z<t-[t]<1

Since f is an even function we can easily calculate the Fourier coefficients as follows:

. 1/2 ) 1/2 1
Fou= [ poemna =2 f (5~ t)coscamni)
-1/2 2
1/2
M — f sin(2nnt) dt
1/2
Z—Wcos@nnt)o = (nn)2( —cos(mn)) .

Since for every n = 2k we have that cos(nmn) = 1 we conclude that

1 —
j‘(k): W’ n=2k+1
0, n=2k

Furthermore, for n = O we have that

R 1/2 4 1/2 1 J 1 )
0) = t t=2 ——t t=——t
jo L/Zfo fo (5-1)ac=3

Diploma Thesis




Chapter 2. Elements of Fourier Analysis

Since f(n) = f(—n) we conclude that the fourier series of f is given by

j‘( n) e2 mint —

s

j-( )(eZnint+e—2nint)

4>I>—'

n=—oo

+

ﬁ48ﬂ48

2
ﬁ cos(2m(2n + 1)t).

N

By the continuity of f and Theorem 2.2, it follows that

(%)

1 2
J=2+) T  ON2n+ Do), (2.1.16)
n=1

for every —% <t< % As we can see the function f has infinitely many harmonics despite that

the function is continuous. This is due the fact of the discontinuity of the derivative. Now, an

interesting byproduct of (2.1.16) is that we can calculate the infinite sum Z . Indeed, plugging

n= 1
t = 0 we get that
1 1 < 2
—=—+ —_— =
2 4 ; m2(2n + 1)2
2 [Se]
T Z 1
R >
8 o 2n+1)
On the other hand,
1 - 1 - 1
Z nz - Z 2 Z 2
~n o 2n) v 2n+1)
o1 11
2Etilmty =
n=1 n=1
3w 1 2
12w
n=1
where we deduce that Z %2. We conclude this paragraph with an example from which the

pointwise convergence falls at exactly one point. To this end, consider the function f(t) = 1, for
0 <t< 1/2,and f(t) = -1, for 1/2 < t < 1. Figure 2.9 shows the graph of this function. Now,
since f is odd, we conclude thatf(O) = 0. For n # 0 we have that

1/2

Sy = Sf(e 2t dg

-1/2

— f e—2mnt dt + f eZmnt dt
-1/2 0

1 ) 1/2 1 ) 1
_ . —2mint + e—ant
2min

:_(1 —nin).

0 2min 1/2 TN
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The graph of the function f(t)

Figure 2.9. The graph of function f(t) on the interval [-2.25,2.25]

The graph of the function f(t)

Figure 2.10. The graph of function f(t) and its fourier series up to the Sth frequency.

Therefore, the Fourier series of f is

Using the relation

in 0, neven
l-e " = ,
2, nodd
the series becomes
2 )
Z : eant‘
2min

n odd

Combining the positive and negative terms together with the identity
e21n'nt _ —2mint

e = 2isin 2nnt,

we get the following simplified form of the Fourier series:

I sin (2m(2k + 1)t).
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Now, by Theorem 2.2 we know that

(o8]

4 1
Jo == ;) o Sin@n(2k + 1)),

every —+ < t < 1 with t # 0. Figure 2.10 shows the graph of the function f along with its fourier
Iy =3 2 g grap g

series up to the 8th frequency.

2.2 The Fourier Transform

2.2.1 Motivation and Definition

In the previous subsection we focused on periodic functions f : R — R. We saw that apart from its
fundamental frequency 1/T, these functions may have other frequencies as well, corresponding
to multiples +n/T, for n € Z. These frequencies are referred to as the harmonics of f. However,
having a theory that only relies on periodic functions is restrictive. For instance, when we ana-
lyzed the waveform of the A4 piano in Figure 2.4 we had to zoom in the order of milliseconds in
order to observe its periodic nature. Until now, the way that we tackled the problem was to use
periodization. To this end, since any audio signal will have a finite duration we assumed that is a
periodic function by defining it on the whole R by repeating the signal on the rest of the intervals.
We encountered this approach also in the two examples presented in paragraph 2.1.6. However,
this approach is restrictive in audio signal processing where we want to analyze different audio
signals for a specific task at the same time. These signals may have different duration, and as such,
we would have to periodize with the maximum period of these signals, an approach which may
lead to artifacts. To better understand the dependency of the period T let us consider the following

example inspired by [4]. Consider the "rect" function ("rect" for "rectangle") defined by

1, |i<1/2
I(t) =
0, |=>1/2

This function is not periodic but we make the assumption that all its information lies on the interval
[-1/2,1/2], corresponding to its non-zero part, and use periodization to make it periodic. Let’s

assume that I1(t) is periodic with period T > 1. In this case, the function will be zero on the

intervals (—%.—3] U [5. 2). In Figure 2.11 you can see the graph of the periodized rect function.

-T T
2

N[ =

Figure 2.11. Periodization of the rect function with fundamental period T.
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We denote by fr the periodization of I1 and calculate its Fourier coefficients. Since fr is even we
have that f7(0) = 1. Now, again by using the fact that fr is even, for any n # O we have that

T T
~ 1 2 . 2 2
Jr(n) = }f fT(t)e_z’“”t/T dt = ?f cos(2nnt/T) dt
T
~3

0

sin(2nnt/T)
n

3 _ sin(mn/T)

1/2
== f cos(2nnt/T) dt =
T Jo 0 n

Therefore, the Fourier series of fr is given by

Z fT (n) e2mint/T _ Z sin(n/T) o2mint/T

nmn

n=—oo n=—oo

In Figures 2.12, 2.13, 2.14 we see the Fourier coefficients corresponding for T = 2,6, 16°.

Fourier coefficients of f(t) for T=2

] sin(nm/16)
10 1 e

0.8 1

0.6 1

0.4 1

0.2 1

T T

Figure 2.12. Normalized Fourier coefficients of fr for T = 2.

Fourier coefficients of fr(t) for T=6

] sin(nm/16)
10 —1— e
0.8 1

0.6 1

0.4 1

:: 11y IMI { N ImI 1y

—0.24

Figure 2.13. Normalized Fourier coefficients of fr for T = 6.

sin(nnT)
nr/T

6Actually these are the normalized coefficients
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Fourier coefficients of f(t) for T=16

sin(nm/16)
RIS

0.8

0.6

0.4+

0.2+

=)

0 ll

7] Il “
-0.21

Figure 2.14. Normalized Fourier coefficients of fr for T = 16.

sin(nm/T)
nr/T

tends to a function defined on the whole R. This reflects the fact that the harmonics n/T are

The previous figures show that as T grows large then the graph of the mapping n/T +—

inversely proportional to the fundamental period T, and as T approaches infinity these harmonics
are getting closer and closer. Therefore, if we wanted to burden ourselves from the imposed
period T an idea is to view the function Il(t) as the limit of fr(t) for T — oo. Then, in this case

the function TI(t) will have a "harmonic" for each variable s € R for which s ~ n/T, for large

sin(7ts)
ns

approaches as T grows large. To obtain a formula to calculate

values of T. The value of the Fourier coefficient for s will be equal to

sin(nrt/T)
nrn/T

the contribution of the frequency s € R to the function I we may start from the definition for the

which is exactly the

graph of the function that

Fourier coefficient of fr for the frequency s ~ n/T. This is given by

F/T) = () = % ® fr(tye2mn/T gy, 2.2.1)

_r
2
Provided that the integral on the right-hand side of (2.2.1) is well defined for every T > O we can

use Riemann’s sums to see what is happening when T — co. To this end, we partition the interval

[—g, %] to equally space subintervals of length 1/T. For simplicity, to avoid any remainders

T T
23
Mathematically, the partition can be described as the union

that may occur during the partition of the interval [ ] we assume that T2 divisible by n.

2
T T) [T T
[——, —] = [—— th— == 4 (ko 1)-2]. (2.2.2)
2 2|7 V72T T e T

If we denote by I, the intervals on the right hand side of (2.2.2) and let ¢, € I, be the middle point,
the integral on (2.2.1) can be approximated by the sum

2
T

T
2 . jC .
Fr(t)e 2T gp ~ I > Frlene 2T, (2.2.3)
T n=1

(Sl
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Now, if we let s = % we can view the right-hand side of (2.2.3) again as a Riemann sum of the

T

—27ist on the interval [—% 5], ie.

integral of the function fr(t)e

2
=

T/2 ) n n
Fr()e 2™t dt ~ T Z Sr(cp)e 2mnen/T (2.2.4)
n=1

-T/2

Since for large values of T we have that

T/2 ) 00 )
fr(He 2™t dt ~ f II(t)e 2™t dt

-T/2 —00
we can define the continuous analog of the coefficient f;(n) for the non periodic function IT: R —

R on the point s € R to be
I(s) = f TI(t)e 2™t dt., (2.2.5)

(5]

Solving the above integral we get II(s) = %Zs) The equation (2.2.5) is exactly the Fourier Trans-
form (FT) of [1(t) at s and is denoted by ¥ (IT) (s). As in the case of the periodic functions, below
we state the formal definition along with the sufficient condition for the existence of the Fourier

Transform.

Definition 2.7 (Fourier Transform). Let f : R — R be a function such that f_ 0:0 If(t)] dt < oo. The
Fourier Transform of f is the function ¥ (f) : R — R given by

Ff(s) = f oof (e 2™ dt, (2.2.6)

forseR.

As opposed to the case of periodic functions where the spectrum was the discrete set {n/T : n €
Z}, in the continuous case one has to deal with the continuous spectrum {s : s € R}. The set
{IFf(s)? : s € R} is referred to as the power spectrum of f. In engineering and especially in
signal processing they usually say that the original signal (function) f(t) is defined on the time
domain and the Fourier Transform ¥ (f) is defined on the frequency domain . We will say more
about signals and in particular audio signals in Chapter 3. For our purposes, it is beneficial to think
of the theory of the Fourier Transform in the context of signals. In engineering an analog signal
is simply the same entity as a function f : R — R. A digital signal is a sequence x : Z — R. We
will use these terms (mathematical and engineering) interchangeably throughout the rest of this

chapter.

The theory of the Fourier Transform is quite extensive with important mathematical implica-
tions. Howeyver, since we are interested in audio signal processing, there is no need to develop the
theory in great detail, as we will work mainly with digital signals. In this case, we use the discrete
analog of the Fourier Transform, the Discrete Fourier Transform (DFT). Therefore, in the follow-
ing paragraphs, we present without any proofs the most important results and concepts related to

audio signal processing.
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2.2.2 The Inverse Fourier Transform

There is a one-to-one and onto correspondence between the function f and its Fourier Transform
¥ f. This means, that the knowledge of ¥ F allows us to retrieve f and vice versa. To introduce
the Inverse Fourier Transform (IFT) we follow a heuristic approach with reverse engineering by
avoiding the mathematical formality. To this end, suppose that f is zero outside some interval. We
can periodize f to have period T in such a way that the interval [-T/2, T/2] contains the interval

where f is non-zero. In this case, f will have a Fourier series expansion

(o)

SO =) cpe®™T, (2.2.7)
n=—oo
where the coefficients are given by
T/2
Cn — f(t)e—Znint/T dt
T J-1/2

Comparing the previous integral and the integral in (2.2.6) we get that

%Tf(n/T) =cp.

Substituting this equation in (2.2.7) we get that

[59)

f(t): Z %Tf(n/T)e2nint/T.

n=—oo

The previous sum can be viewed as a Riemann sum of the integral f_ TT//22 F f(s)e®’™st ds. Therefore,
using the fact that f is zero outside the interval [-T/2, T/2] we conclude that

(o)

F(t) = Z %Tf(n/T)QZnint/T

n=-—oco
T/2 ‘
=~ Ff(s)e*™t ds
-T/2

= foo Ff(s)e*™st ds.

Since any function f : R — R can be approximated by a periodic function (possibly with large

period T) on the limit we expect to have

ft = f ) Ff(s)e*™" ds,

for non-periodic functions as well. The previous formula defines the Inverse Fourier Transform

which is summarized in the following definition.
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Definition 2.8 (Inverse Fourier Transform). Let g : R — R be a function such that f_ O; lg(t)| dt <

0o. The Inverse Fourier Transform of g is the function ¥ ' : R — R given by

Flg(t) = f " g(s)e®™st ds, (2.2.8)

o0

foreveryt € R.

Ff and ¥ ~Lf are closely related through the following identities referred to as the Fourier Inver-

sion Theorem :

F(F )0 = fO.  F LIS = (5. (2.2.9)

We conclude this paragraph by stating Parseval’s identity which relates the energy of the signal in
the time domain and the energy spectrum in the frequency domain. Parseval’s identity says that

these two are equal. In other words,

f " IF(O)? dt = f ) |F f(s)? ds. (2.2.10)

2.2.3 Examples

In this paragraph we calculate the Fourier Transform of some basic functions used in signal pro-

cessing.

The Rect function

We have already seen that the Fourier Transform of the rect function given by

1, |g<1/2
T(¢) =
0, |f>1/2

is FII(s) = sin(ms)/ms.

The Triangle function

The Triangle function is defined by

1-1t], <1
A(t) =
o, [t] > 1

In Figure 2.15 you can see the graph of this function.
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The graph of the Triangle function

1.0 — At)

0.8 4

0.6 1

0.44

0.24

0.01

Figure 2.15. The graph of the Triangle function on the interval [-5, 5].

Since A is even we can easily calculate the Fourier Transform as follows:

0 1
7:/\(8) = f A(t)e—Zm'st dt = f (1 _ |t|) e—27ti$t dt
—oo .

1
= Zf (1 = t)cos(2mst) dt

M — f sin(2mst) dt

1 (1-cos(2ns))
2mst .
2(ns)2[ cos(2ms )] (1s)2 2
Using the identity M = sin’(ms) we conclude that
_ 1 o
FA(s) = (92 sin“(7ms).

Usually sin(ms)/ms is denoted as sinc(s). With this notation, we can write
FII(s) = sinc(s), FA(s) = sinc?(s),
for the Fourier Transform of the rect and triangle function, respectively. In Figure 2.16 you can

see the graph of sinc?(s).

Exponential decay

The Exponential decay is defined by

e t>0
S = ,
0
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The Fourier Transform of the Triangle function

1.0 ___ sin?(ns)

0.8

0.6 q

0.44

0.29

0.01

Figure 2.16. The Fourier Transform of the Triangle function.

for a > 0. In Figure 2.17 you can see the graph of the Exponential decay for a = 0.25,0.5, 1, 2.
As we can see large values for a result in a more rapid decrease as t tends to infinity. To calculate

the Fourier Transform we have that

Ff(s) = fm e e ™t = foo e (ar2ms)t gy
- 0

o0

1
a+ 2mis

e—(a+2nis)t]°° _ 1
0 a+ 2mis

We observe that in this case, the values ¥ f(s) are complex for s # 0. In Figure 2.18 we graphically
present the power spectrum | f(s)|?> = ———— of f for each a = 0.25,0.5, 1, 2.

a2+4m?s?

Exponential Decay

Figure 2.17. The graph of the Exponential decay for a = 0.25,0.5, 1, 2.
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The Power spectrum of the Exponential decay

J _ 1
16 0.0625 + 4n’s?

R S
0.25 + 4n?s?
144 _ 1

1+4n%s?

_1__
4+ an?s?

124

104
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Figure 2.18. The Power spectrum of the Exponential decay for a = 0.25,0.5, 1, 2.

2.2.4 Properties and Convolution

In this paragraph we introduce some basic properties of the Fourier Transform as well as the notion

of convolution which is extensively used in signal processing.

Duality

The first property is referred to as the duality of the Fourier Transform. To this end, calculating

the Fourier Transform on —s we get that

Ff(=s) = foof(t)e_zni(—s)t dt = foof(t)eZm‘st dt.

(%) (o)

The last integral is exactly the Inverse Fourier Transform of f on s, i.e. Ff(-s) = F 1f(s).
Similarly, calculating the Inverse Fourier Transform of f at —t we get that

Flf(-t) = fmf(s)ezns(—t) ds = fmf(s)e—Zmlst ds.

Since the last integral is equal to F_f(t) we conclude that F~L1f(—t) = Ff(t). Summarizing the

above equations we get the duality of the Fourier Transform:
Ff(=s)=F 'f(s). F'f(=t) = Ff(b). (2.2.11)

The duality is a useful property that can be used in some cases to determine the Fourier Transform.
For instance, we know that F1I = sinc, and hence ¥ ~!sinc = I1. By duality we have that

Fsinc(t) = F'sinc(~t) = TI(-t).
Since I1(—t) = I1(t) we get that ¥ sinc = I1. The next property involves the reversed f~(t) = f(—t)
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signal of f. Its Fourier Transform is given by
FIe) = f S (e dt = f f=e st e "= f SWe*™ du.
But since the last integral is equal to 1 f(s) we get that Ff~(s) = F 1 f(s).

Shifting and stretching

The next two properties involve the behavior of the Fourier Transform with respect to shifting
and stretching operations on a function. For a € R, we consider the translation f; of f given
by fa(t) = f(t + a). Stretching f by a corresponds to the function f%(t) = f(at). The Fourier

Transform of f, is given by

T Ja(s) = f mfa(t)e‘z’“'st dt = f ) St + a)e 2™t at.

Substituting u = t + a we can write

f f(t + a)e—2m'st dt = f f(u)e—2mls(u—a) du = e2niasf f(u)e—2m'us du
Observing that the last integral is the Fourier Transform of f at s we get that
Ffa(s) = T F f(s). (2.2.12)

To calculate the Fourier Transform of f%(t) = f(at) we first assume that a > O and use the
substitution u = at. Therefore, we have that

77f“(8) = f fa(t)e—2m'st dt = f f(at)e—zmst dt
1 (™ ) 1
) ‘f e/ qu =~ ().
aJ_e a a
For a < 0 we get

?‘fa(s) = foofa(t)e_zniSt dt = éf_oof(u)e—Znisu/a du

= —i [:f(u)e_zni”/a du = i?"‘J’(E).

|al a

Merging the two cases into one equation, we conclude that for every a € R

FFUs) = lSff(g). 2.2.13)

|al

Linearity

Another way to view the Fourier Transform is as an operator acting on the space of functions f :
R — R for which f_ o:o lf ()| dt < co. That is, for each f the operator ¥ maps f to the function ¥ f.
An important property of this operator is that is linear, i.e. for every integrable pair f,g: R —» R
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and a, 8 € R we have that
F (af + Bg) = aF f + BF g. (2.2.14)

To verify (2.2.14) we let s € R and write

¥ (af +Bg)(s) = f (af () + Bg(t)) e 2™t it

= afoof(t)e_2"i3t dt +J/3~fDO g(t)e 2™t gt
= afF f(s) + BF g(s).

In a similar manner, it easily verified that the Inverse Fourier Transform is also linear, i.e. ¥ ! (af + 8g) =
aFf ~Lf + BF g, for every f,g : R — R and a, 8 € R. The way that linearity is used in signal
processing is when one needs to denoise a signal. A noisy signal h(t) can be represented as the
sum of the signals f(t), g(t), where f(t) corresponds to the clean signal and g(t) to the noisy one.
The goal is to denoise the signal h(t) = f(t) + g(t) by removing the part g(t) consisting of the

noisy signal. Applying the Fourier Transform and using the linearity we get that
Fhis)=F (f+9)(s)=Ff(s)+Fyg(s).

Therefore, the problem of reducing the noise of the signal h(t) corresponds to removing the fre-

quencies ¥ g(s) on the frequency domain.

Convolution and convolution theorem

As we have seen so far, the previous properties allow us to modify a signal by using another signal.
For instance, if we want to add some frequencies to a signal f(t) described by the function g(s) we
can define h(s) = F.f(s) + g(s), and by taking the Inverse Fourier Transform ¥ ! h we can end up
with the desired modified signal. The convolution operation involves the scaling of the harmonics
¥ f(s) by a varying function ¥ g(s). In other words, we are interested in determining the operation
between the signals f(t), g(t) on the time domain for which the Fourier Transform of the resulting
signal is F f(s) - ¥ g(s). To this end, we can proceed with reverse engineering by starting from the
Fourier Transform 7 f(s) - ¥ g(s) and using Fubini’s theorem to change the order of the integrals:

Ff(s)-Fg(s) = (f F(t)e2mst dt) ) (f glx)e2mxs dx)

(%)

= f ) f ) S(Dg(x)e™2™SHD dt dx

= f " ( f " f(t)e 2misx+D) dt) g(x) dx

Now, using the substitution u = x + t we can write

f ) ( f B f(t)e2msxtD dt) g(x) dx = f B ( f N fu— x)e2msu du) g(x) dx
= foo (fwf(u - x)g(x) dx) e 2mst gy,
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If we define h(u) = f Sf(u — x)g(x) dx we observe that the last integral is exactly the Fourier

Transform of h at s. "I"herefore, if we want to somehow combine the two signals f(t), g(t) on the
time domain to obtain a signal h(t) for which ¥ h(s) = ¥ f(s) - ¥ g(s) we are bound to define

h(t)=f J(t = x)g(x) dx.

The previous operation is the convolution of f with g. Below we state the formal definition.

Definition 2.9 (Convolution). Letf.g : R — R be two functions for which [ |[f(t)dt < oo, [ |g(t)] <

dt < oo. The convolution of f, g is the function f * g given by
g @)= f St = x)g(x) dx. (2.2.15)

Based on the upon definition the Convolution theorem is summarized as follows:

Theorem 2.3 (Convolution Theorem). Let f,g : R — R be two functions such that f f(oldt <

—00

co, [ lg(t) dt < oo. Then,
F*9)(s)=FS(s)-Fg(s)

forseR.

2.2.5 Filtering

Filtering is a generic term used in signal processing when one needs to apply a transformation to
a signal to modify it. For instance, one may want to eliminate some frequencies of the signal to
reduce its noisy parts and keep the clean signal. In this paragraph, with the help of the Fourier
Transform, we present some of the most essential filters used in signal processing. Following the
conventions used in courses on signals and systems, we denote the Fourier Transform of a function

f by its corresponding capital letter F.

Lowpass filters

The goal of a lowpass filter is to discard all of the frequencies of a signal that exceed a threshold
Ue > 0. On the frequency domain, this corresponds to the multiplication of the Fourier Transform

F of the original signal f by the function H given by

1, |s| < ve
H(s) = . (2.2.16)
0, |s|=> v,

In Figure 2.19 you can see the graph of H(s). By using the Inverse Fourier Transform we can
determine the signal h that needs to be convolved with the original signal f to get the desired

output signal that contains no frequencies higher than v.. To this end, observe that H is a stretched
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rect function by a factor of 1/2v,. To see this, write

s|

vV A

1, |s| < ve
= = H(S)
0, Isl=wve

(s

|
2V¢

I(s/2v,) =

— N
» <

D= N~

0,

Now, using the stretching property in (2.2.13) and the linearity of the Fourier Transform (it’s

Inverse actually) we get that
FIH = FHI(/20) = 20.F HI(20ct) = 2vesine (2vt) .

Therefore, the desired output signal is given by y(t) = (f = h) (t), where h(t) = 2v.sinc (2v.t) .

—vc vec

Figure 2.19. Lowpass Filter.

Bandpass filters

The Bandpass filters allow a particular band of frequencies to pass without any modification by
eliminating all the others. This is described by the multiplication of the Fourier Transform F of

the original signal f with the function
1, vo—v:<|s| < v+ 1

B(s)={ ' _ : (2.2.17)
0, otherwise

The graph of B(s) is shown in 2.20. To find the Inverse Fourier Transform we can express B(s) as
a function of the rect function II. It is easily verified that B(s) = I1 (s;—v’:") +11 (52_—1}“:)) Therefore,

FB(t) = F U2 (0) + F 2% (t)

= 20, - 2™ FII(E) + 20, - 72 . FI(1)
= 4, cos(2mugt)sinc(2v,t). (2.2.18)

Therefore, to apply the bandpass filter to the signal f we need to convolve f with the Inverse
Fourier Transform of B in (2.2.18). In Figure 2.21 we can see the graph of the Inverse Fourier

Transform of B for vy = 10 and v, = 2.
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A
1
2u¢ 2ve
> >
| |
0
—p 4]

Figure 2.20. Bandpass Filter.

8 —— 8:cos(20nt) - sinc(4t)

—1.00 —-0.75 —0.50 —-0.25 0.00 0.25 0.50 0.75 1.00

Figure 2.21. The Inverse Fourier Transform of B(s) for vo = 10, v, = 2.

Highpass filters

As opposed to the lowpass filters the highpass filters pass only the frequencies above a certain
threshold while discarding the others. The function describing this family of filters on the fre-
quency domain is given by

High(s) = 1 —n( °

ZUC)’ (2.2.19)

where v, is the cutoff frequency. Figure 2.22 shows the graph of High(s).

A

-1 Vo

Figure 2.22. The Highpass filter.
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The calculation of the Inverse Fourier Transform involves the calculation of the Inverse Fourier
Transform of the constant function 1. With the theory we have presented so far we can’t calculate
the Inverse Fourier Transform of this function since it is not integrable. One needs to extend
the notion of the Fourier Transform to include such functions. The proper way to achieve this
is by defining the Fourier Transform on a proper class of functions. This class is known as the
Schwartz functions S. Then, the notion of the Fourier Transform is extended to the space of linear
functionals T : S — R. We will not cover this approach in this thesis as in the upcoming sections
of this chapter we will focus on the "discretized" theory of the Fourier Transform which is what is
used by computer machines to process a signal. The reader may refer to [4] for a nice exposition

of this approach. With this extension of the definition one has
Fl=6, F6=1,

where 6 is the linear functional 6§ : & — R for which 6 (f) = f(0), for f € S. In engineering

courses the linear functional 6 is introduced as a function 6 : R — R for which

+oo, t=0
6(t) = ,
o, t#+0

and f_ 0; 6(t) dt = 1. In this context, § is referred to as the unit impulse or Dirac delta function.

One important property of 6 is that

fmf(t - x)6(x) dx = f(1), (2.2.20)

for every f € S and t € R. In other words, (f * 6) (t) = (6 =f) (t) = f(t). The identity in (2.2.20)
is just a conventional notation that results from the fact that the extended Fourier Transform is first
defined for the linear functionals T : S — R for which

() = f 70900 dx. (2221

for some g € S. It is not true that every linear function can be expressed in the form of (2.2.21), 6
is one of these. However, introducing 6 as a function allows us to think of 6 as the linear functional
6 : S — R for which

6(f) = f J()6(x) dx,

for every f € S. In this case, the relation §f = f(0) can be equivalently expressed as (f * 6) (0) =
f(0). By considering translations of 6 one also has (2.2.20). With these definitions, we have that

F~'High(t) = 6(t) — 2vesinc (2mvt) . (2.2.22)

Therefore, the output signal for which all frequencies in [-v., v.] have been discarded is given by
f*(6—h) = f*x6—f+h = f—fxh, where f is the original input signal and h(t) = 2v.sinc (2rv,t) .
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2.3 The Discrete Fourier Transform

In this section we introduce the discrete analog of Fourier’s theory which is used by computer
machines to process a signal. This is necessary since computers can only store a finite number
of values. The first step is to find an appropriate way to represent a function, or equivalently a
Continuous-Time Signal (CT) f : R — R in a form that can be processed by a computer machine.
To this end, the technique that is used is known as equidistant sampling : Given an analog signal
f :R — Rand a period T > 0 measured in seconds, one considers the Discrete Time Signal (DT)
x : Z — R given by

x(n) = f(nT), neZ. (2.3.1)

The reciprocal Fs = 1/T is the sampling rate and corresponds to the number of equally-spaced
samples obtained from f in a period of 1 second. Larger values of the sampling rate correspond
to a higher resolution. Figure 2.23 shows an equidistant sampling for the signal obtained from
a piano A4 key. The first figure corresponds to a sampling of 4000 Hz while the second to a
sampling of 8000 Hz.

A4 Piano

R N N

o L i i

1 b b b b |

0 2 4 6 8 10

Time [ms]

0.101

o

0.05 1

o

S

0.101

o

0.05 1

a

S

Figure 2.23. Equidistant sampling of Piano A4 with sampling rates 4KHz (top) and 8KHz (bot-
tom).

Once we have a discrete analog of the original signal the next step is to define the discrete analog
of the Fourier Transform. By looking at the definition in (2.2.6) the problem boils down on how
to handle the integration. The approach used in this case is again an approximation via Riemann

sums. To this end, since the equidistant sampling partition’s the real numbers R as
R= U [nT, (n+ 1T],
n=—oo
we can approximate the integral in (2.2.6) as

f N f(H)e 2™t dt ~ T - Z f(nT)e 2msnT (2.3.2)

n=—oo
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Therefore, instead of calculating the Fourier Transform ¥ f(s) by integration we can use the
approximation in (2.3.2). One defines a discrete version of the Fourier Transform for a given

Discrete-Time Signal x : Z — R by setting

[Se]

f(s)= ) x(me >, (2.3.3)
n=—oo

In this definition, where a simple 1-sampling of the exponential function is used, one does not
assume that one knows the relation between x and the original signal f. In reality, the computer
stores an array consisting of the values {x(n) : n € 7} and then the Fourier Transform is cal-
culated via (2.3.3). If one needs to know the relation between X(s) and F(s), where F(s) is the
Fourier Transform of the original analog signal f at s, then one needs to know the sampling period
T. By (2.3.2), (2.3.3) we see that

(s) ~ %F(;) (2.3.4)

Therefore, the complex number X(s) is an approximation of the Fourier Transform of the original
signal f corresponding to the frequency s/T scaled by a factor of T. At this point, it should
be obvious that the approach we have adopted so far is an approximation to the original Fourier
Transform. How well is the approximation, is reflected through the sampling period T > 0. The
smaller the better. However, we have not mentioned anything yet about which T is the suitable
one. To this end, an answer is provided by the sampling theorem which says that if the signal
does not contain any frequencies higher than Q = F,/2 = 1/(2T)® Hz, then the signal f can be
reconstructed perfectly from its sampled version x : Z — R given by (2.3.1). Formally, we have

the following theorem.

Theorem 2.4 (Sampling Theorem). Let f : R — R be an Q-bandlimited CT signal. Le., F(s) = 0
for every |s| > Q, where F : R — C is the Fourier Transform of f. Furthermore, suppose that f is

square integrable

fm (DI dt < co.

Let x : Z — R be the T-sampled version of f with T = 1/(2Q), i.e. x(n) = f(nT), n € Z. Then f

can be reconstructed from x by

(o8]

=y x(n)-sinc(t_TnT)z i f(%)-sinc(ZQt—n), (2.3.5)

n=—oo

for every t € R. In other words, the CT-signal f can be perfectly reconstructed from the DT-signal
obtained by equidistant sampling if the bandlimit is no greater than half the sampling rate.

Proof. First note that we may assume without loss of generality that Q = 1/2 by considering the
scaled function t — f(t/2Q). In this case, the Fourier Transform F : R — C is zero outside
the interval [—1/2, 1/2]. Therefore, we can extend F to a periodic function g : R — R with
fundamental period 1/2. Since f is square integrable by Parserval’s identity in (2.2.10), g would

7 At this point we let n € Z but soon we will restrict to a finite number of samples which what the computer stores.
8We also say that f is an Q-bandlimited signal.
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be in Ly ([—% %]) . Hence, we can express g through its Fourier series by

(9]

gls) = ), amem™. (2.3.6)

n=-—oo
Also, by Fourier inversion theorem we have that
- . 1/2 _
f@) = f F(s)e?™! ds = f F(s)e’™t ds. (2.3.7)
—00 -1/2
Now, for the Fourier coefficient g(rn) we have that
1/2 . 1/2 .
g(n) = f g(s)e M gs = f F(s)e 2™ ds. (2.3.8)
-1/2 -1/2

Combining (2.3.7) and (2.3.8) we see that g(n) = f(—n) for every n € Z. Now write

1/2 ] 1/2 o0 ‘ '
S = f F(s)e2mSt ds = f ( Z g(n)eans) . @2mst g
-1/2 -

1 1/2\Z=4,
0 1/2 ’ 0 00 ’
= Z f(n)e_z’”"(s_t) ds = Z x(n)f H(s)e‘zm(”_t) ds.
n=—co -1/2 n=—o0 —

Observing that the last integral is the Fourier Transform of the rect function IT at (n — t) we may

write

(o)

() = Z x(MFT(n - t).

n=—oco
Now, since FII(n — t) = sinc (n — t) = sinc(t — n) we conclude that

(o)

() = Z x(n)sinc (t — n) = Z f(n)sinc (t — n)

n=-—o0o n=—oo

which exactly the desired relation in (2.3.5) for T = 1. m|

Assuming that we have some prior knowledge of the original signal’s spectrum, the sampling the-
orem gives us a lower bound on the sampling rate to be used, i.e., if the signal does not contain any
frequencies higher than € then any sampling rate Fs > 2Q would suffice to perfectly reconstruct
the original signal f by its sampled version x(n) = f(nT). For a sampling rate Fs the lower bound
Fs/2 is referred to as the Nyquist frequency. In case f contains higher frequencies, sampling may

cause artifacts referred to as aliasing.

Now, there are still two problems concerning the formula in (2.3.3). The first one is the infinite
sum, and the second one is that the parameter s corresponding to the frequency values is a contin-
uous parameter. For the first problem, in practice one deals with signals of finite duration. Hence,
in a computer machine, a signal is stored as a finite sequence of points x(0), x(1),...,x(N — 1).
Regarding the second problem, one computes the Fourier Transform for only a finite number of
frequencies M. Similarly to the discretization of the x-axis the frequencies s/M are considered for

every s = 0,1...,M — 1. In practice, M is equal to N which leads to the definition of Discrete

Diploma Thesis



Chapter 2. Elements of Fourier Analysis

Fourier Transform (DFT) which is calculated by digital machines:

N-1
X(I) = % (k/N) = ) x(n)e 2m/N, (23.9)
n=0

forevery k=0,...,N — 1. By (2.3.4) we see that

X(I) = & (k/N) ~ %F(%) (2.3.10)

In other words, the k-th Fourier coefficient of the DT-signal x corresponds to the k/NT-th fre-
quency of the original signal f scaled by a factor of T. Now, in signal processing we are interested
in the power spectrum {|X(k)|?> : k = 0,1...,N — 1} of the sampled signal and we omit the in-
formation about the phase. Since for real-valued signals we have that X(k) = X(N - k) for every

kk=0,...,N—1 weonly need to consider the coefficients for k = 0, ..., [N/2]. To see this, write
— v N-l
ET7I VIR N-k
- =X = —2min(N-k)/N
X(N - k) X( N ) Z x(n)e
n=0
N-1 -
= Z x(n) - e—2min . g2mink/N
n=0

N-1 1
_ Z x(n) - B;mﬁ' o 2mink/N_
n=0

N-1 , -
Now, since X(k) = Y. x(n)e 2™%/N we conclude that X(k) = X(n — k) forevery k=0, ..., N—
n=0

1. Observe that if N is divisible by 2 then k = N/2 corresponds to the Nyquist frequency 1/2T.

2.4 Short-Time Fourier Transform

In the previous section , we introduced the discrete version of the Fourier Transform, which is used
by digital machines to process a signal. The DFT yields frequency information that is averaged
over the entire time domain of the input signal. However, the information about when these
frequencies occur is hidden. In 1946 Dennis Gabor introduced the Short-Time Fourier Transform
(STFT) to recover this hidden information. The idea is simple. We apply the DFT in short-time
windows and slide these windows until we get every part of the signal. One decides the length
N of the window function referred to as the window size and the length H of the sliding window
referred to as the hop length. There are many choices for the window function and its choice has

its effects on the signal. One choice is the rectangular window w : [0, N — 1] — R given by

1, ne[0,N-1]
w(n) =
0, n¢[0O,N-1]
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Then, given a DT-signal x : Z — R the discrete Short-Time Fourier Transform X of the signal x

is given by
N-1

X(m, k) = Z x(n + mH)w(n)e 2™/N, (2.4.1)
n=0

formeZ,and k =0,...,N — 1. Observe that the STFT has two variables, the m corresponding
to the time frame and k to the k-th Fourier coeflicient for that time frame. If x is obtained by an
equidistant sampling from a CT-signal f with a sampling rate Fs then the m-th frame corresponds
to the physical time position mH/Fs given in seconds. Small values of hop length H result in
a dense sequence of spectral vectors which corresponds to a huge increase in data volume and
redundancy. For these reasons, one usually relates the hop length H to the window size N. Com-
mon values are H = N/2 or H = N/4, depending on the nature of the application. Figure 2.24
illustrates this idea with a concrete example. In the first figure we see the waveform of the signal
S(@®) = lo<ies - sin(2mt) + Ls<i<10 - Sin(107wt). The first 5 seconds the signal f is equal to a sinu-
soid with fundamental frequency of 1 Hz, while in the last 5 seconds it is equal to sinusoid with
associated frequency of 5 Hz. A window size corresponding to a duration of 4 seconds is applied,
with a hop size of 2 seconds. As we can see in the second figure which focuses on the part of the
signal corresponding to the time interval [1, 5], we observe that the frequency exhibiting the high-
est energy is indeed the one corresponding to 1 Hz. In the third figure where both frequencies are
contained in the window segment, we see on the figure of the power spectrum that this is reflected
since the highest values occur for the frequencies corresponding to 1 Hz and 5 Hz. Finally, in the
last figure, we see that only the frequency corresponding to 5 Hz is present since the segment does

not contain the part of the sinusoid with the fundamental frequency of 1 Hz.

14 20000 o
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Figure 2.24. Signal and Fourier Transform consisting of two subsequent sinusoids of frequency 1
Hz and 5 Hz. The first figure shows the original signal. The second figure shows the windowed
signal centered at t = 3. The third figure shows the windowed signal centered at t = 5. The last
figure shows the windowed signal centered at t = 7. The example is borrowed from [2].
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One may ask where the rest of the ripples in Figure 2.24 apart from the frequencies corresponding
to 1 and 5 Hz come from. These ripples reflect the effect of the rectangular window on the original
signal and as such, rather than being part of the original signal f, these frequency components come
from the properties of the rectangular window. The design of a proper window function boils down
to eliminating these ripples. To this end, a window often used in signal processing is the Hann

window (also known as the Hanning window). The Hann window g is given by

2 (mu _L
cos(L), o Sux

u
L
2

N~

g(w) = (2.4.2)

O -

, lul >

In Figure 2.25 we see the effect of the Hann window on the signal shown in Figure 2.24. As is
evident from the third figure the ripples are discarded resulting in a smoother representation of the

power spectrum.
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Figure 2.25. Signal and Fourier Transform consisting of two subsequent sinusoids of frequency 1
Hz and 5 Hz. The STFT is calculated using the Hann window leading to a smoother representation
of the power spectrum.

At this point, with the theory we have developed so far we can introduce the concept of a spectro-
gram Y, perhaps the most important feature used in audio signal processing. Its richness lies in the
fact that it combines the temporal and spectral aspects of a signal at the same time. Furthermore, it
can be processed as an image by Convolutional Neural Networks (CNN), a powerful architecture
that thrives in image processing nowadays. We will say more about this type of architecture in the
subsequent chapters as is the main architecture that we will use for our song identification task.

Below we formally define the spectrogram of a DT-signal.

Definition 2.10 (Spectrogram). Let x : Z — R be a DT-signal and let X denote the discrete Short-
Time Fourier Transform of the signal x for a given window length N and a hop length H. The
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2.4 Short-Time Fourier Transform

spectrogram Y of the DT-signal x is the set
Y ={X(mk)P?: meZ k=0.....N-1}. (2.4.3)

We conclude this section with two concrete examples. In Figure 2.4 we see the waveform of an
A4 key played on a piano. As we will see in the next chapter, there is a one-to-one correspon-
dence between frequencies and musical pitches. An A4 key corresponds to a pure sinusoid with a
fundamental frequency of 440 Hz. This is reflected by the high energy in that frequency in Fig-
ure 2.26, where the spectrogram of this waveform is shown. As we can see there is a high energy
in multiples of the fundamental frequency 440 Hz corresponding to the harmonics.

Waveform of A4 Spectrogram of A4

+0dB
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0.10 4 -20dB
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Figure 2.26. The waveform of A4 key along with its spectrogram representation. The A4 played on
piano contains a high degree of the frequency component corresponding to 440 Hz. The other con-
tributions visible in the spectrogram correspond to the harmonics of this fundamental frequency,
which are integer multiples of 440 Hz (i.e., 880 Hz, 1320 Hz, etc.).

Waveform of C Major Scale Spectrogram of C Major Scale
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Figure 2.27. Waveform and spectrogram representation of a C4 major scale played on a Piano.
The first note is C3 corresponding to a fundamental frequency of 130 Hz.
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Chapter 2. Elements of Fourier Analysis

The color bar in Figure 2.26 is shown in a decibel scale with reference point the maximum am-
plitude present in this spectrogram. This means that O dB corresponds to the highest energy.
Mathematically this is expressed by the following formula:
X(m, k
dB (X(m, k) = 20 - log, (%)
where X* = max {IX(m, K?: meZ k=0,...,N— 1}. Figure 2.27 shows the waveform and
the spectrogram of a C4 major scale played on a piano. By looking at the spectrogram we can
deduce that exactly 15 notes were played, something which cannot be seen from the waveform

representation.
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Chapter 3

Audio Signal Processing

In this chapter, we shift from the mathematical theory of Fourier’s transform and focus on the most
common techniques used in audio signal processing nowadays. We introduce the most important
features extracted from the raw audio signals and used in many applications. Much of the content
in this chapter is inspired by Miiller’s well-written book, Fundamentals of Music Processing:
Audio, Analysis, Algorithms, Applications [2].

3.1 Music Representations

Music can be represented in different ways and formats. In this section, we introduce three differ-
ent categories of representing a piece of music, or equivalently, a musical sound. These categories
are 1) sheet music, 2) symbolic, and 3) audio representations. We start by describing these cate-
gories and giving some examples. We mainly focus on the audio representation of music, which
allows us to apply mathematical operations and take advantage of the mathematical concepts in-

troduced in the previous chapter.

Sheet Music: A music composition may be written down by a composer in the form of a musical
score. In a score, musical symbols are used to visually encode notes and how these notes should
be played by a musician. This representation of music is referred to as sheet music. The original
medium of this representation is paper and constitutes a human-readable representation of music
that musicians can share, and by following the symbolic conventions can reproduce a musical
composition. In Figure 3.1 you can see an example of a music score corresponding to a part of

Beethoven’s Moonlight Sonata.

Symbolic music representations: The term symbolic refers to any machine-readable data format
that explicitly represents musical entities. Some of the most common symbolic representations of
music are the Musical Instrument Digital Interface (MIDI) protocol, Piano-Roll representations,
and various file formats such as MusicXML. An important and challenging task involving sym-
bolic representations is the Optical Music Recognition (OMR) (e.g. [9, 10, 11]), which can be
thought of as the equivalent of Optical Character Recognition (OCR) in the text domain. As in
the case of OCR where the goal is to convert scanned images of printed text into machine-encoded
text, the goal of OMR is to convert digital images of sheet music into symbolic music representa-
tions such as MIDI or MusicXML.
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Chapter 3. Audio Signal Processing

Audio representations: For our purposes, the most important representation of music is what we
call the audio representation. This representation corresponds to the interpretation of a musical
sound as an acoustic wave, which is transmitted through the air as pressure oscillations. In this
way, one can view a musical sound as an audio signal corresponding to the change in air pressure
at any given location as a function of time. Since we can view a musical sound as a signal we can
take advantage of Fourier’s theory and extract valuable information to solve challenging music

information retrieval tasks.

Sonata No. 14, "Moonlight"

Quasi una fantasia Ludwig van Beethoven

Adagio sostenuto

Figure 3.1. Sheet Score of Beethoven’s Moonlight Sonata.

In definition 2.10 we introduced the concept of a spectrogram. As we will see, variants of this
spectral-temporal representation of a musical sound will be used extensively throughout this thesis
for the song identification task presented in the upcoming chapters. The most common file formats
storing this audio representation of music are Wav and Mp3 files. It is important to stress out at
this point that the importance of the audio representation lies in how and when these pressure
oscillations occur. In practice, a Wav or an Mp3, when loaded into a computer machine it is
stored as an array of finite values x(0), x(1), ..., x(N). Typically, these values are represented by
a 16-bit integer corresponding to the air pressure at a certain location and time. As discussed in
Section 2.3 if one needs to know the time occurrence of x(n) with respect to x(0) one needs to
know the sampling rate of the sampling procedure. Typical values of the sampling rate are 8000
Hz, 22050 Hz, and 44100 Hz. In Figures 2.1, 2.4, and 2.27 you can see the waveform of three

different audio signals.

3.2 Audio characteristics

3.2.1 Musical Notes, Pitches, and Frequencies

In music, the term note is not strict. It may refer to either a musical symbol (when referring to the

score representation of music) or a pitched sound (when talking about audio representations). The
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3.2.1 Musical Notes, Pitches, and Frequencies

notion of pifch is a subjective concept and refers to a perceptual property that allows a listener to
order a sound on a frequency-related scale. Playing a note on an instrument more or less results
in a periodic sound of a certain fundamental pitch of note. For example, playing the note A4 on
a piano results in a sound with a fundamental frequency of 440 Hz. Psychoacoustic experiments
have shown that any two notes with fundamental frequencies in a ratio equal to any power of two
are perceived as very similar. Because of this perceptual property, one can group the notes into
different pitch classes: Given a fundamental frequency of fo Hz, its pitch class can be described as
the set

PC(fo) = {fo - 2*: kezZ}.

This observation leads to the fundamental notion of an octave, which is defined to be the interval
between one musical note and another with half or double its fundamental frequency. Since in
practice one deals with only a finite number of musical symbols, one needs to discretize the set of
all possible pitches. This leads to the notion of a musical scale which can be thought of as a finite
set of representative pitches. In other words, a musical scale consists of a finite partition of an
octave’s interval. Many different scales have been suggested and used, however, the predominant
tuning system of Western music is the twelve-tone equal-tempered scale , where an octave is
partitioned into twelve scale steps. The twelve points in an octave are all equally spaced on
a logarithmic scale, with a ratio equal to the 12th root of 2 (2'/12 ~ 1.05946). The smallest
possible interval in this scale is called a semitone, and it is the difference between the fundamental
frequencies of two subsequent scale steps.

In the twelve-tone equal-tempered scale, there are twelve pitch classes. In Western music
notation, these pitch classes are denoted by combining a letter name and accidentals. Seven of the
pitch classes are denoted by the letters C, D, E, F, G, A, and B. These pitch classes correspond to
the white keys of a piano keyboard as shown in Figure 3.2.

D'3E'3S G'3A'3B'3 D'4 E'4 G'4A4°4B4
ci3Dis  F!3Gi3A's  Cl4 D4 FlaGlaAf4

C3 D3 E3 F3 G3 A3 B3 C4 DA E4 F4 G4 A4 B4 C5

Figure 3.2. Section of a piano keyboard with keys ranging from C3 to C5.

The remaining five pitch classes correspond to the black keys of a piano keyboard and are denoted
by a combination of a letter and an accidental (4,b). A sharp (i) raises a note by a semitone, i.e.
multiplying the given frequency by 2!/12, and a flat (b) lowers it by a semitone, i.e. dividing the
frequency by 21712, The accidentals are written after the note name. For example, D' represents
D-sharp and D’ represents D-flat. In the equal-tempered scale, the remaining five pitches can
be either denoted by C*, D*, F*, G*, A* or by D’, E’, G°, A, B’. This means, that C* and D’
represent the same pitch class. The number next to the letters corresponds to the octave that each
note belongs to. For example, the A4 means that the musical note A belongs to the 4th octave.

The A4 is determined to have a fundamental frequency of 440 Hz. Since subsequent octaves
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Chapter 3. Audio Signal Processing

correspond to a multiplication or division by a factor of two we see that Al has a fundamental
frequency of 440 - 2% = 55 Hz, and AO a fundamental frequency of 27.5 Hz. The lowest note
CO in this notation has a fundamental frequency in the region of 16 Hz, which is already below
what a human can acoustically perceive. Ordering all notes of the equal-tempered scale according
to their pitches, one obtains an equal-tempered chromatic scale , where all notes of the scale
are equally spaced. In the music context, the term "chroma" is equivalent to the notion of pitch
class. This means, for example, that both D3 and D4 have the same chroma since they belong
to the same pitch class. As opposed to the piano keyboard, where more or less each piano key
can be associated with a periodic wave of fixed frequency, equivalently a pure tone, in real-world
situations, sounds are far from being a simple pure tone with a well-defined frequency. Playing
a single note on an instrument may result in a complex sound that contains a mixture of different
frequencies changing over time. To analyze such sounds, one uses the Fourier theory presented
in Chapter 2. In this way, one expresses the complex sound as a superposition of pure tones or

sinusoids, each with its own frequency of vibration, amplitude, and phase.

3.2.2 Intensity and Loudness

By now it should be clear that pitch is a subjective notion corresponding to an objective measure,
i.e. the notion of frequency. The subjectiveness comes from the fact that each person may perceive
a musical sound differently. However, the pure tones used to produce the sound are well-defined
since they have a fixed fundamental frequency, amplitude, and phase. Similarly, loudness is an-
other subjective measure that correlates to the objective measures of sound intensity and sound
power . Loudness tries to order the musical sounds on a scale extending from quiet to loud. For-
mally, sound power is the rate at which sound energy is emitted, reflected, transmitted, or received,
per unit of time and it is measured in watts (W). Then, sound intensity represents the sound power
per unit area, and it is measured in watts per square meter (W/m?). Human beings are capable of
realizing sounds with extremely low values of power and intensity. For example, the threshold of
hearing (TOH), which is the minimum sound intensity of a pure tone a human can hear, is roughly
equal to

Iron = 1072 W/m”. (3.2.1)

On the other hand, the upper bound on the intensities a human can perceive is equal to Itop =
10W/m? referred to as the threhsold of pain (TOP). It is customary to switch to a logarithmic
scale to express power and intensity. More precisely, one uses a decibel (dB) scale , which is a
logarithmic unit expressing the ratio between two values. Then, the intensity measured in dB is
defined as
dB(I) = 10 - log,, (L) (3.2.2)
Iton

From (3.2.2) we see that db(Itoy) = 0, and doubling the intensity results in an increase of roughly
3 dB since
dB(2-1) = 10 -log,,(2) + dB(I) = 3 + dB(I).

Table 3.1 shows the intensity values of some typical sounds.
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Table 3.1. Typical intensity values given in W/m?2. Table borrowed from [2]

Source Intensity Intensity level XTOH
Threshold of hearing (TOH) 10712 0dB 1

Whisper 10710 20 dB 102
Pianissimo 1078 40 dB 10%
Normal conversation 1076 60 dB 1010
Fortissimo 1072 100 dB 1010
Threshold of pain 10 130 dB 1013
Jet take-off 102 140 dB 1014
Instant perforation of eardrum 10* 160 dB 1016

3.3 Audio features

3.3.1 Spectrograms

In Definition 2.10 we introduced the concept of a spectrogram, which constitutes, perhaps, the
most important audio feature used in audio signal processing. The reason for this is that it serves
as the building block for extracting the log-power mel-spectrograms and chromagrams. These
audio features are used extensively nowadays in many music information retrieval tasks. In our
case, the log-power mel-spectrograms will be the primary audio features that we will use for the
song identification task.

At this point, let us remind you how one can extract the spectrogram from a digital signal
x : [0, M] — R, resulting from an analog signal f : R — R with equidistant sampling with
a sample rate equal to Fs € N. With this reminder we also make a comment on the number
of frequency bins that are selected in practice when someone performs the STFT on any audio
signal processing library, such as in librosa [12]' for instance. First, one assumes that the analog
signal f : R — R is of finite duration. Mathematically, this means that there exists an interval
I, = [0, a], a > O such that f(t) = O for every t ¢ I,. The equidistant sampling with a sample rate
equal to Fy yields a DT signal x : [0, M] - R

x(n)=f(n-T), T=1/Fs. (3.3.1)

Then, one determines the length N of the window size and the hop length H to use before applying
the STFT. The Fourier Transform of the m" frame is then given by

N-1
X(m, k) = Z x(n + mH)w(n)e 2 /N (3.3.2)

n=0
The crucial part at this point is to determine the bounds for the time frames m and the number
of frequency bins k. To determine the number of time frames m one needs to find how many

sections of N points with a shift of H points can fit into the section with M points. To be more

Thttps://librosa.org/doc/latest/index.html
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concrete, we illustrate this with an example. Assume that an audio signal f : R — R has a duration
corresponding to 5 sec. Furthermore, assume that the equidistant sampling has a sample rate equal
to 8 kHz. Then, the digital signal will have 40000 points in total. Some typical values for the
window size N and the hop length H are N = 1024 and H = N/2 = 512. In this case, one needs

to determine the lower and upper bound for m such that

0 <n+mH <£40000, 0<n<1023. (

[OF]
w
w
~

The lower bound is obviously m = 0. For the upper bound, solving for m in (3.3.3) one obtains

40000 — n
n+ mH < 40000 < mST
40000 — n
— Mm< ——
N/2

where O < n < 1023 = N - 1. Since the minimum on the left-hand side is achieved when

n =N — 1 we get that

80000 2
m < -2+ =
N N
80000 1
=— -2+ — = 76.12.
1024 512

Therefore, we conclude that the upper bound is equal to 76, and hence we have 77 time frames
in total.> To determine the ideal number of frequency bins one refers to the Sampling Theorem
in 2.4. First, observe that for fixed m the point mH corresponds to the physical time of mH/Fg
seconds of the original audio signal. By (2.3.10) the k" Fourier coefficient in (3.3.2) corresponds

to the frequency kFs/N. As shown at the end of paragraph 2.3, for every k we have that
X(m, k) = X(m,n— k),

forevery k = 0, ... N—1. Since we are only interested in the magnitudes of the Fourier coefficients
we only need to consider the frequency bins corresponding to ik = O, ... N/2. Observe that the
N/2™ frequency bin corresponds to the physical frequency Fs /2, which is the Nyquist frequency.
Therefore, we have N/2 + 1 frequency bins in total. In our example, the application of the STFT

yields a complex matrix C®'3%77_ Then, the spectrogram Y of the audio signal is defined as

Y= {|X(m, k)P:0<m< [ ] 0<k< N/2}, (3.3.4)

where M is the number of points that make up the sampled version of the original signal, N is
the window size, and H is the hop length of the STFT. In Figures 2.26 & 2.27 shows the (log-
amplitude) spectrograms of the A4 piano key and the C major scale. Below you can see the
spectrogram obtained from the notes C2, C4, G6, and A6, played in that order. The fundamental
frequencies of these notes are 65, 262, 1568, and 1760 Hz, respectively.

Observe that indeed we see a high energy content in the frequency of 65 Hz for the 1st second, in

2Results may differ from library to library depending on how they treat the remaining part of the signal. For example,
librosa calculates 79 time frames in total.
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Figure 3.3. Spectrogram of the notes C2, C4, G6, and A6.

the frequency of 262 Hz for the 2nd second, and in the frequencies of 1568 Hz and 1760 Hz for
the 3rd and 4th seconds, respectively, indicating that indeed the signal corresponds to the notes
C2, C4, G6, and A6.

3.3.2 Log Amplitude Spectrograms

Now, a common practice is to convert the square magnitudes |X(m, k)|? of the Fourier coefficients
obtained from the STFT in a scale which is more perceptual-relevant to the human’s ears. In 3.2.2
we introduced the decibel (dB) scale, and in Table 3.1 we presented some typical sounds and their
respective intensity decibel levels with respect to the Threshold of Hearing (TOH). In the case of
spectrograms, it is customary to use as a reference the maximum or minimum value among all
values of the square amplitudes contained in the given spectrogram. Mathematically, this can be
expressed as follows: Suppose that we have a spectrogram Y € REXM3 where K is the number of
frequency bins and M is the number of time frames. Then, the log-amplitude spectrogram dB(Y)

with respect to the maximum value Y* is given by

I,
dB (¥) (), m) = 10 - log,, (W(Y—*m)l) (3.3.5)
for every k = 0,...,K—1,m = 0,...M — 1. Observe that the maximum values of dB (V)
in (3.3.5) is 0. In Figure 3.4 you can see the log-amplitude spectrogram obtained from the signal

corresponding to the notes C2, C4, G6, and A6, played sequentially.

3Here we consider the transpose Y7 of Y defined in (3.3.4). Throughout we will represent the spectrogram by Y,
and Y7 interchangeably, without distinguishing these two representations.
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Figure 3.4. Log-amplitude spectrogram of the notes C2, C4, G6, and A6.

3.3.3 Mel Spectrograms

Mel-spectrograms is another audio feature that is extracted from spectrograms. As in the case of
log-amplitude spectrograms where the idea was to convert the magnitudes of the Fourier coeffi-
cients to a more perceptual-relevant scale, i.e. the decibel scale, in the case of mel-spectrograms,
the idea is to represent the y-axis corresponding to the spectral dimension in a more perceptual-
relevant scale to the human ears. The need to convert the spectral dimension arises from psychoa-
coustic experiments indicating that the human perception of pitch is not linear but logarithmic. A
quick way to see this is by hearing the pitches of the notes C2, C4, G6, and A6 in Figure 3.4. These
notes have fundamental frequencies equal to 65, 262, 1568, and 1760, respectively. Observe that
the distances between the pitches with frequencies 262 - 65, and 1760 - 1568 are almost the same
(around 200 Hz). However, if we were to hear these pitches played sequentially we would observe
that the pitch distance (difference) between the pair of notes corresponding to G6 and A6 sounds
as if were the same as opposed to the pair of notes corresponding to C2 and C4. This indicates that
the human perception of pitch varies in a non-linear fashion. From psychoacoustic experiments,
it has been observed that the relation that best describes the human perception of pitch is given by

the following formula

N
= 2595 - log, [1 + =—]. 33.6
m Oglo( 700) (3.3.6)

One speaks about mel frequencies and the mel scale when referring to the conversion from the
standard Hz scale to the scale described by (3.3.6). For example, the Mel frequencies of C2, C4,
G6, and A6 are 100, 358, 1324, and 1416 Mel Hz, respectively. Observe now that the difference
between C4 and C2 is 258 Mel Hz, and the difference between A6 and G6 is 90 Mel Hz. Figure 3.5
shows the graph of the function defined by (3.3.6).
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3.3.3 Mel Spectrograms

f
30004 — 259210910 (1 + 755)

2500 A

2000 -

1500 -

Mel Hz

1000 -

500 -

0 2000 4000 6000 8000 10000
Hz

Figure 3.5. Relation between Hz and Mel Hz.

The transition from spectrograms to mel-spectrograms requires a few more steps than just convert-
ing the frequencies from the standard Hz scale to the mel scale in one-to-one correspondence and
then writing down the amplitudes of these frequencies. In practice, one determines the number
of frequencies bins to keep after the transformation of a log-amplitude spectrogram to a mel-
spectrogram in the mel scale. Then, the amplitudes of these selected frequencies are calculated
by applying triangular filters in the amplitudes of the frequencies in the original log-amplitude

spectrogram. This process can be divided into the following three steps:

(i) Choose the number of mel bands (the frequency bins).
(i) Construct the mel filter banks (The matrix obtained from the triangular filters).

(iii) Apply mel filter banks to the log-amplitude spectrogram to obtain the mel-spectrogram (ma-

trix multiplication).

We explain these three steps both by presenting the general methodology and by illustrating it with
the conversion of the log-amplitude spectrogram, corresponding to the notes C2, C4, G6, and A6
in Figure 3.4, to their respective mel-spectrogram representation. In the general case, suppose we
have a log-amplitude spectrogram Y € RF¥T, where F denotes the number of frequency bins in the
original Hz scale, and T to the number of time frames obtained after the application of the STFT
to the original raw audio signal. Having chosen a number of frequency bins M, the construction

of the mel filter banks can be summarized in the following steps:

(i) Convert lowest (L") and highest (H’) standard frequency to Mel by (3.3.6) to obtain two
ending points L < H.

(i) Create M number of equally spaced points in the interval [L, H].
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(iii) Convert the equally spaced points from the mel scale back to the standard Hz scale.

(iv) Create M triangular filters to obtain a matrix M € RM*F (mel filter banks).

Then, the mel-spectrogram S € RM*T is calculated via the multiplication S = M- Y. In detail, the
process of constructing the mel filter banks M is the following: The M equally-spaced number of
points {my, ..., my} in the interval [L, H] are given by

M+1’

m=L+j- j=1,...,M (3.3.7)

Then, we convert these m; equally-spaced points back to standard Hz scale using the inverse
of (3.3.6) given by
f=700-(10M/2%5 — 1), j=1,....M-1 (3.3.8)

Create M triangular filters T; with base determined by the points f;_;, fj11 and the third point being
the m;, where fo = L, fus+1 = H'. The triangles are scaled to have a height of 1. These triangular

filters are given by
Ti(x) = (1-24)x - @) - g1 (0. j=1.....M, (3.3.9)
J

where 4 = fis1 = f-1, @; = fj, and

1, X<zt

11 (x)= >4
<o 1
J 0, IxI> 24

To obtain the mel filter banks M € R™*F one applies the triangular filters T; to the frequencies
Slseens sr corresponding to the F frequency bins of the spectrogram YV € RF*T, For example, in
the case where the window of the STFT is equal to N = 1024 and the sampling rate of the signal is
Fs = 8000, then we have F = N/2 + 1 = 513 frequency bins in total, where the lowest frequency
is 0 and the highest is Fs/2 = 4000 Hz. Formally, the matrix M can be calculated by

Ti(s1) ... Ti(sp)

X
Il

(3.3.10)

Ty(s1) ... Tu(sr)

The mel-spectrogram representation of Y is S = M - Y. To demonstrate this transition consider
the log-amplitude spectrogram in 3.4. In this case, the sampling rate is equal to Fs = 8000, the
window length is equal to N = 1024, and the hop length is equal to H = 512. The total duration of
the signal is 4 seconds. Therefore, the size of the log-amplitude spectrogram Y in 3.4 has F = 513
and T = 63. Choosing M = 20 Mel frequency bins we obtain the following triangular filters shown
in Figure 3.6. In Figures 3.7, 3.8 you can see the corresponding mel-spectrograms of the notes
C2, C4, G6, and A6, with 20, and 256 frequency bins, respectively. The number of frequency bins
is a tuning parameter and depends on the task at hand. Common choices are 40, 60, 90, 128, and
256. The Mel-spectrograms, are perhaps the most widely used audio features nowadays. Their
importance lies in the fact that they can reduce the dimensions of the initial spectrogram while at

the same time keeping all the interesting information. They have been extensively used in many
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3.3.4 Continuous Q Transform (CQT)

song identification tasks [13, 14, 15] and will also serve as the main audio feature in our song
identification task.

Frequency / Mel
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Figure 3.6. Visualization of the triangular filters.

Mel spectrogram of C2, C4, G6, A6
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Figure 3.7. Mel spectrogram of the notes C2, C4, G6, and A6 with 20 frequency bins.

3.3.4 Continuous Q Transform (CQT)

As we mentioned in 3.2.1, in Western music, every two neighboring points in the twelve-tone
equal-tempered scale have a pitch ratio equal to the 12th root of 2, i.e. 2/12 ~ 1.05946. The
application of the STFT on a raw DT signal yields a linear frequency resolution. To see this,
assume that the DT signal x has a sampling period equal to T = 1/Fs and the window length
of the STFT is N. Then, by (2.3.10) the k™ frequency bin obtained by the STFT corresponds to
the physical frequency k/NT of the original CT signal. This shows that the obtained frequencies
from the STFT are linearly spaced with each other as shown in Figure 3.9. However, when we
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Mel spectrogram of C2, C4, G6, A6
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Figure 3.8. Mel spectrogram of the notes C2, C4, G6, and A6 with 256 frequency bins.

deal with audio signals corresponding to some piece of music it would be beneficial to have a
frequency resolution that each two neighboring points will have a pitch ratio equal to 2'/12. When
we introduced the mel-spectrograms we mapped the frequency scale obtained from the STFT to
the mel scale, following a log scale. But, also in this case the frequency bins that we obtain at the

end, may not have a one-to-one correspondence to the notes used in Western music.

Figure 3.9. The frequency bins obtained from the STFT.

For that reason, a variant of the STFT known as Continuous Q Transform (CQT) has been devel-
oped [16]. In this section, we describe the basic principles underlying this transformation and we
visualize the resulting spectrograms. The resulting features from the CQT are called CQT-features
and have been used as input features to deep learning models in Cover Song Identification tasks
(CSI) [17, 18]. A comparison of the performance of the various audio features in an environmental

classification task using Convolutional Neural Networks can be found in [19].

In the Continuous Q Transform one fixes a minimum frequency fui, and requires the rest of the

frequencies fj to satisfy
f k+1 21 /b

Jic
In practice fmin is equal to the pitch of C1 which is 32.70 Hz, and b = 12, corresponding to the

(3.3.11)

semi-tone resolution. With this setting, we require

Ji

Q = fic/0fic = 0.0597; =

17, (3.3.12)
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where
8fic = fierr = fie = 2V 2fic — fie = fiel1 — 21/12), (3.3.13)

is the resolution bandwidth and @Q is known as the quality factor Q. Now, in order for the ratio of
frequency to bandwidth to be a constant (constant Q) the window size must vary inversely with
frequency. To this end, assuming a DT signal x with sampling rate Fs, the length of the window

in samples at frequency fj should be equal to
Fs
N(k) = Fs/&fi = —0. (3.3.14)
Jic
To see why this should happen, observe that the resolution bandwidth in the STFT is

Fs Fs
Ofic = fies1 —Jie = (k + l)ﬁ - kﬁ = Fg/N, (3.3.15)

where N is the window length. For the neighboring frequencies to satisfy (3.3.11), one should also
have that 6f = fi./Q. Therefore, we obtain

N = F./8f = 20, (3.3.16)
Ji

The expression for the k™ spectral component in the case of the DFT is

N-1
X(k) = ) x(myu(nye 27N, (33.17)
n=0

where w(n) is the Hann window. In this expression, the digital frequency is 2mk/N. In the case
of the constant Q transform, in order to take account of the constraints of Egs. (3.3.11),(3.3.12),

and (3.3.14), the digital frequency of the k™ component should be 2rQ/N(k). This is because the
ratio for two neighboring points will satisfy

2nQ/N(k+1)  N(k)  fir1 g1/12
2nQ/N(k)  N(k+1)  fi ’

as desired. Furthermore, the window function should have the same shape for each component,
but since its length is determined by N(k), it should be a function of k as well as n. Therefore,
taking into account the fact that the number of terms varies with I, by normalizing with N(k), the
constant Q transform is given by

N(k)-1
Z W (k, n)x(n)e2Hon/No, (3.3.18)
n=0

X(k) = —
() NGO
where the maximum Fk is chosen such that the digital frequency fi not exceeds the Nyquist fre-
quency Fs/2. Formally, by (3.3.17) we get

Fs Fs Fs

—_— = _—

Je< 5 No® <2

— N(k) > 2Q.
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Therefore, the maximum k is determined by

kK'=max{keN: N(k) > 2Q}.

—~
(O8]

3.19)
Finally, the Hann window in (3.3.18) is given by
W(k,n) = a+ (1 - a)cos(2rn/N(k)),

where a = 25/46 and O < n < N(k) — 1. The CQT representation of the DT signal x is then
given by
Yo = {X(em)?: 0< k< k', meZ), (3.3.20)

where X(J, m) is derived by application of the constant Q transform in (3.3.18) in short-time
segments of the original signal. For example, in the case of the audio signal of the notes C2, C4,
G6, and A6 with a sampling rate equal to Fs = 8000, a hop length H = 512, and a frequency
resolution corresponding to the semi-tone resolution we get a 83 X 63 2D representation. The

maximum number (83) of frequency bins is determined by

I = max {k e N : f¥/12 = (32.7)*/12 < F, /2 = 4000},

min

assuming that the lowest pitch note is C1. Figure 3.10 shows the corresponding representation
obtained from the continuous Q transform. In this representation, it is far from evident when and

which notes were played.

+0 dB
-10dB
-20dB
-30dB
-40 dB
-50 dB
-60 dB
-70 dB

-80 dB

Figure 3.10. CQOT representation of the audio signal corresponding to C2, C4, G6, and A6.

3.3.5 Chroma Features

Chroma features or chromagrams are yet another important audio feature that is extensively used
in several MIR (Music Information Retrieval) tasks. In short, they are constructed by first grouping

all pitches that belong to the same pitch class (i.e. their ratio is a power of 2) and then summing
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their amplitudes. In the case of the C2, C4, G6, and A6 pattern in 3.10 where a semitone resolution
is used, the spectral dimension of the chroma representation is 12. In Figure 3.11 we can see the

chroma representation of the audio signal corresponding to the four aforementioned notes.

+0dB
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Time

Figure 3.11. Chroma representation of the audio signal corresponding to C2, C4, G6, and A6.

3.4 Audio Augmentations

As we shall shortly see, one of the main challenges in designing music information retrieval ap-
plications that are used by the users in real-time, is that the audio fragments are captured in noisy
environments, and as such, the audio signals arriving on the server are distorted. To this end, one
needs to understand these types of distortions that may arise before designing such systems. In
the upcoming sections, we will apply on purpose such distortions to the original signals in or-
der to train a deep-learning model to suppress these distortions and output a feature vector that
would be as close as possible (with respect to a distance measure) to the feature representation

corresponding to the original signal.

3.4.1 Background Noise

One of the most common distortions encountered when recording audio fragments from mobile
devices is the presence of background noise, such as people talking, car engines, and other ambient
sounds. In the upcoming section, where our focus is on the song identification task, we will explore
how this particular type of distortion has driven established applications like Shazam to develop
sophisticated algorithms and robust feature representations, aiming to enhance their performance.
In this paragraph, we define the term Signal to Noise Ratio which determines the "amount" of
noise to be added to a clean audio signal, and explain mathematically how one can output an audio
signal that is the result of a clean audio with added background noise. We first start with some
basic definitions from signal processing:
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Definition 3.11 (Energy and Power of a DT signal). Given a DT signal x : Z — R, the energy of
the signal is given by

Ec= ) Ix(nP, (34.1)
e
, and its power by
N
. 1 2
Pe= lim n;N Ix(n)2. (3.4.2)

In signal processing, Signal-to-noise ratio (SNR) is a measure that compares the level of a desired
signal to the level of background noise. SNR is defined as the ratio of signal power to noise
power. A ratio higher than 1 indicates more signal than noise while a ratio lower than 1 indicates
more signal than noise. More formally, suppose that y is the original signal, and b the signal

corresponding to some ambient noise. Then, the SNR is given by

Py Ey
SNR = — = —. (3.4.3)
P, Ep
It is customary to express the above ratio in decibels by using the logarithm:
Py
SNRgg = 10log,o| = - (3.4.4)
Py
This is equivalent to
Py,dB = SNR4p + Pb,dB’ (345)

where P, gg = 10log,¢(Py). Pyap = 101log,y(Pyp), the power of y, and b, in decibel scale. Below
we provide an algorithm that outputs a distorted signal z, corresponding to the addition of some

ambient noise b to a clean signal y with fixed SNR.

Arcoritam 3.1: Adding Background Noise

Input: Clean audio y, Noise signal b, SNR in dB
1: SNR «— 10SNR/10

2: By — Yo ly(mP?.
3: Eb — Z(;lo:—oo |b(n)|2

4: z— JE2SNR-y+b.
Yy
Output: z

3.4.2 Reverberation - Impulse Response

Reverberation, often referred to as reverb, is a phenomenon that occurs in acoustic environments
when sound waves reflect off surfaces and create a persistence of sound after the original sound
source has stopped. It is the collection of reflections that continue to bounce around in a room or
space before fading away. When sound waves encounter surfaces such as walls, floors, and objects,
they bounce off these surfaces and travel back to our ears. This creates a series of reflections that
blend with the direct sound from the source. These reflections give a sense of spaciousness, depth,

and ambiance to the sound. To add the reverberation effect from a physical environment, such as
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3.4.3 High and Low Pass Filters with Decaying Energy

a theater, a train station, a street, etc., to a clean audio signal to make it sound as if were played
in this environment, one needs an impulse response produced in the environment and the discrete

convolution

[Se]

(y*=x)(n) = Z ym)x(n-m), nezZ

m=—0oo

of the DT signals y, x.

3.4.3 High and Low Pass Filters with Decaying Energy

The energy decay of low and high frequencies is a common distortion when the audio stream is
captured through a microphone in noisy environments. Therefore, any efficient music recognition
system must exhibit robust behavior against such distortions. To develop a system capable of
disregarding these distortions, we first need to understand how to introduce these distortions to a
clean audio signal. In paragraph 2.2.5, we showed how one can completely remove frequencies
below/above certain thresholds using the properties of the Fourier Transform. However, these
transformations are extreme cases that rarely arise in realistic scenarios. In practice, it is more
common for some frequencies below/above a certain threshold to experience a decay in terms of
their energy. We refer to these transformations as low/high pass filters with decaying energy. For
example, in the case of the low pass filter, octaves above a certain threshold usually experience a
decay with constant decreasing factors. Similarly, in the high pass filter, octaves below a certain
threshold experience a similar decay. In this paragraph, we address the case where the energy
of frequencies above a certain threshold is reduced by a fixed number of decibels. It is not hard
to extend this idea to the case where the frequencies of each octave are scaled down by different

factors. Furthermore, the case of the high pass filter is handled in a similar manner.

Suppose now that we have a clean audio signal f : R — R and we want to reduce all the frequen-
cies of f above a threshold v by a decibels. The goal is to determine the function g : R — R that
when convolved with f yields the desired result. Using the Fourier Transform in 2.2.6 and taking

the square magnitudes we obtain the power spectrum of f
(IFf(s)P : seRr]. (34.6)

The next step is to find the factor 8 such that the product 8- |F.f(s)[?> corresponds to a reduction of

a decibels. To this end, we convert the square magnitudes to the decibel scale by

IF f(s)]

20 -1 —,
0810 ( o
where F* = maxs |7_f(s)|?. Then, we need to find 8 such that

B- ITf(S)I) (34.7)
F*

=20-log,, (w) —-a

F*

20- loglo(

Solving 3.4.7 for B, we obtain 8 = 10~%/29, Therefore, the Fourier Transform of g must be equal
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to
1, |S| < V¢

Fg(s) =

100920 |g| > ve.

Or equivalently, using the high pass and low pass filters in 2.2.5,

Fg(s) = 107%/20. (1 - H(i)) + TI(s/2vc). (3.4.8)
2Uc

Hence, by the inverse Fourier Transform we conclude that
g(t) = 107420 . (1) — 2 - 107Y?%yesinc(2mvet) + 2vesine(2uct).

In practice, these operations are handled by their discrete analog using the theory in section 2.3.
This means that, instead of the continuous Fourier Transform the discrete version is used to obtain
the discrete power spectrum

{IX(s)*: s=0,...,N/2},

where N is the length of the sampled version of f. Then, the frequencies satisfying s - Fs/N > v,
are multiplied by 10~%/1°, The inverse discrete Fourier Transform is used to yield the transformed
audio signal.

3.5 Song Identification

At this point, using the theoretical tools and the audio features that we introduced in the previous
sections, we can design sophisticated music information retrieval systems. In this section, we
focus on one of the most popular tasks: song identification, which will serve as our main task for
applying our theory. In short, in the audio identification task, one is interested in retrieving content
information, such as the artist’s name, album name, release date, etc., about a short segment of a
song that is played and recorded through a device.

Throughout this thesis, we will present two different approaches for the song identification
task: the classic method corresponding to the audio fingerprinting technique that many well-known
commercial systems utilize, such as Shazam, and the modern approach via deep learning and con-
trastive learning. In this section, we focus on the classic method, where we introduce the concept
of an audio fingerprint and present the basic principles underlying the algorithms that these sys-
tems use to index and query large databases consisting of audio fingerprints from millions of songs.
The exposition with regard to the audio identification presented in this section is again based on
Miiller’s book Fundamentals of Music Processing [2]. Here, we only provide a quick overview of

the classic approach as we mainly focus on the deep learning approach in the upcoming sections.

3.5.1 Problem and Challenges

The goal of an audio identification system is simple: assume you hear a song in a restaurant,
shopping mall, or car, and you want to learn more about it. Then, you record a short audio
fragment with a mobile device, which is then converted into a compact and descriptive fingerprint

representation. This fingerprint representation is transmitted through the network to a server and
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compared to the audio fingerprints in the server’s database using a similarity measure. When this
similarity measure exceeds a certain threshold with the best matching part of the database, the user
receives all the metadata linked to this part of the database (e.g., song name, artist name, release
date, album, genre, etc.). This high-level description of an audio identification system following
the client-server approach is depicted in Figure 3.12.

User (client) Fingerprint

Audio Extraction [ Aydio Fingerprints
Fragment “1 of Query

A

Send
Metadata Send fingerprints
back to User to database

Run a matching
algorithm and
output the result

Metadata
Database

Fingerprint
database

Service (server)

Figure 3.12. A high-level representation of an audio identification system.

These music recognition systems need to be robust and computationally efficient, which leads to
a number of technical challenges that need to be solved. To begin with, the fingerprint representa-
tion of the audio fragments must be as descriptive as possible in order to be correctly identified and
matched among millions or even billions of other fingerprints, while also being in a compressed
form to reduce the storage footprint. The main challenge in these systems is that the discrimination
requirement is undermined by the fact that the recorded audio fragments are exposed to many dif-
ferent distortions. For instance, the user may capture the audio fragment in a noisy and reverberant
environment where people talking in the background or other ambient noise is present. Therefore,
the audio fingerprint representation must also be robust to such degradations. Additionally, when
the query arrives at the database, the searching algorithm should be computationally efficient in
order to retrieve the result within a reasonable amount of time for real-time applications. The ex-
haustive approach in a database with millions or billions of entries is prohibitive, and one needs to
design or choose an algorithm that utilizes suboptimal searches to reduce the response time. It is
worth noting at this point that the audio identification system described above falls into the broader
category of recommendation and similarity search systems. For example, in another scenario, one
may be interested in retrieving all relevant documents in a database with a query document. The
pattern, in this case, is the same: one extracts a feature representation (in vector form) of the
documents and utilizes similarity search techniques to query the database. To illustrate the afore-
mentioned challenges in designing an effective audio identification system we first adopt a naive
solution that reveals the difficulties one has to face when designing such systems. The first step is
to extract a feature representation of the songs to be stored in the database. An ideal feature that

captures both the spectral information and the time presence of this information is the spectrogram
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representation of the audio introduced in 3.3.1. Assuming we choose this feature representation
for our audio tracks, and use a 32-bit floating point precision, we can easily see that the size of the
database is roughly
M-N\ N
ofarc- (M=), Y), 35
H 2
bytes, where K is the number of total songs in the database, N is the window length of the STFT,
H is the hop size, and M = T/F is the average number of samples for every song, with T being the
average duration in seconds, and F the sampling rate. Table 3.2 shows how the size of the database
varies with respect to the parameters in (3.5.1). Observe that in the case of a database consisting

of 1 million songs the size is more than 15 TB, which is already a huge amount of space.

Table 3.2. Database size with spectrograms as feature representations.

K T (sec) F N H Total size
100000 180 8000 1024 512 575 GB
1000000 180 8000 1024 512 5,7TB
100000 180 22050 1024 512 1,5TB
100000 180 22050 2048 1024 1,5TB
1000000 180 22050 1024 512 15,8 TB
1000000 180 22050 2048 512 31,7TB

The size requirements in Table 3.2 indicate that the feature representation must be as compact
as possible while at the same time retain all the relative information of the audio segment to be
correctly matched. Another issue is how to index the database to allow for fast retrieval operations.
To see this, in the approach with the spectrogram representation, assuming a query spectrogram
Sg of size Tg X F, and Tg X F (Tg >> Tg), a naive solution would be to slide over the query
spectrogram Sg over the spectrograms in the database and perform a time-wise cosine similarity
to output the part of the database that best matches the query. However, this approach has a
computational complexity that is linearly dependent on the size of the database K, and as such, it
would be impractical for real-time scenarios. In the following sections, we address these issues
and present the main ideas adopted by Wang [1] that are used in Shazam’s audio identification

system.

3.5.2 Audio Fingerprints

The prevalent feature representations that were used (and still used), before the rapid expansion of
deep learning, are the audio fingerprints. These features can be thought of as a compressed form
of spectrograms while at the same time keeping all the spectral information that is more likely to
survive if the audio is captured in a noisy environment. The idea is simple: instead of keeping all
the points in the spectrogram, one only chooses to keep the points that have higher magnitude than
all their neighbors within a region around the respective points. In detail, given an audio signal in
the form of sampled waveform, the first step in deriving the fingerprints consists of computing an
STFT X as in (2.4.1). Then, one obtains a spectral-temporal representation X(n, k) of the signal,
where k € [0, K] is referred to as the frequency stamp, and n € Z as the time stamp.
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In the second step, one determines the neighborhood to extract the local maximums in the repre-
sentation X. This neighborhood is determined by two parameters, ng, and kg, corresponding to the
time domain, and the frequency domain, respectively. For a point (n, k), these parameters define

a small rectangular described by
Rno.ieo (T ) = [N — ng, n+ nol X [k — ko, ke + ko] CZ X K. (3.5.2)
Then, the point (n, k) is a local maximum on the rectangular Ry, i, (1. k) if and only if
X (n, o)l > [X(n', 1) (3.5.3)

for every (n’, k') € Ry, i, (1. k). Figure 3.13 shows the local maximum points in the spectrogram
corresponding to 30 seconds of "The Four Seasons - Spring" by Vivaldi®, as well as the local
maximum points in the resulting spectrogram when background noise with people talking has
been added with an SNR of 0 dB.

Original
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Time
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Time Time

Figure 3.13. Spectrograms corresponding to 30-sec audio fragment from The Four Seasons -
Spring of Vivaldi. On the left is the clean audio, and on the left is the distorted signal with
background noise added (SNR = 0 in dB).

As you can see, the spectrograms in the first row are quite different, but they agree on most of their
local maximums, as indicated by the second row. At this point, we can define a similarity measure
to evaluate the local maximum preservation between pairs of spectrograms. As before, suppose
that the query spectrogram Sg has size Tg X F, and the concatenation of the spectrograms in the

database yields a large spectrogram of size Tg X F, with Tg >> Tg. Denote by C(Sg) the points

4Hear it in: https://www.youtube.com/watch?v=t2cIUu-sS7w
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(n. ko) where the local maximums occur on Sg for fixed ng, ko. Formally, C(Sg) is described as
C(Sg) ={(n, k) € Tg X F : |Sg(n, k)| > |Sg(n, K')|, (', k") € Rpy ko (1. )} . (3.5.4)

Similarly, C(Sp) represents the points where the local maximums occur in the concatenated spec-
trogram of the database. We define the shifted local maximums m + C(Sg) of C(Sg) to be the

set
m+ C(Sg) = {(n+m k) € Tg xF: (n k) € Sy}, (3.5.5)

for m € N. Now, for every m we define the confidence measure A : N — R by

_ |(m + C(Sg)) N C(S)|
C(sg)|

A(m) (3.5.6)
Then, the part of the database with the highest confidence measure A can be determined by the
optimal integer m*, where

m" = arg max A(m).
meN

In Figure 3.14 you can see how the confidence A(m*) varies with respect to the amount (SNR) of
noise added to the query of the 30-sec audio fragment of Vivaldi’s Four Seasons - Spring. You can

see that even in very low SNRs (0 dB) we have that A(m*) > 0.5.
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0.8 1

e
g

Match score

0.6 1
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Figure 3.14. SNR vs Match Score
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3.5.3 Indexing with Inverted Lists

As we have already mentioned, the computational complexity of the previous approach where we
slide the feature representation C(Q) of the query Q over the entire database to find the optimal
m”, is linearly dependent on the size of the database. This is prohibitive for real-time applications
where the client expects the answer in a few seconds. To this end, efficient search strategies typi-
cally use indexing techniques, which optimize the speed performance by cutting down the search
space through suitable look-up operations. In this section, we introduce a general indexing and
retrieval framework based on inverted lists. It should be noted that this framework is not restricted
only to the song identification case, and can be applied to any system that stores data items (e.g.
documents, audio, text, etc) in the form of a specific feature representation on a database, and re-
quires efficient and fast retrievals. To formalize this framework, we assume that the data items to be
indexed consist of a time stamp n € Z, and a hash h € H, where H denotes the set of all possible
hash values. In information retrieval, the notion of a hash is used to refer to a fixed length identifier
(e.g. a binary string consisting of a fixed number of bits). Furthermore, we assume that the data
items D are stored on the database in the form F (D) C Z x H, referred to as the feature repre-
sentation of 9. Now, for every h € H, we consider the inverted list L(h), consisting of all time
stamps n € Z, in increasing order, for which (n, h) € ¥ (D). Le. L(h) ={n€ Z: (n, h) € F(D)}.

Now, we show how the inverted lists L(h) can be used to accelerate the retrieval process. Denote by
Q a query data item and C(Q) C Z X H it’s feature representation. Let A : Z — R be the similarity

measure in (3.5.6). Our goal is to find m* = arg max A(m). Observe that a point (n, h) € ¥(Q)
mezZ
contributes to A(m) if and only if

m+(n,h) e F(D) < (m+n,h)€FD)

< m+ne€L(h)

< meL(h)-n.

This equivalence shows that in order to find m*, one needs to consider the lists L(h) — n, and find
the m that most frequently occurs in the sets L(h) — n, for all (n, h) € ¥(@). This also gives an
alternative expression of A via the indicator functions:

2(nhec@) LLim-n(m)

Ag(m) = O . (3.5.7)

Now let us analyze the complexity of processing a query Q, using the inverted list method. Denote
by N = | (D)| the number of database items, and by M = |F (Q)|, the number of query items. In
practice, M is negligible compared to N. Let L = || the number of inverted lists. Assuming that
the hash function uniformly distributes the database items to the inverted lists, each of the L lists
contains roughly N/L elements. Since on the query time only M of the inverted lists need to be
processed, we conclude that the complexity in processing a query is linear in

M-N

. (3.5.8)

Observe that this is still linear in the database size N, but it is reduced by a factor of L when
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compared to the exhaustive approach which requires M - N operations. In our case, the set of
frequency bins [0 : K], obtained from the STFT corresponds to the set of possible hashes H.
Therefore, if for example the window length of the Fourier Transform is 2048 samples, then L =
1024. This means that the retrieval process will be reduced by a factor of 1024 when compared
to the brute-force approach. However, for large databases containing millions of recordings, much
larger speed-up factors are needed to capture the necessities of a real-time scenario. One idea to
further reduce the query time would be to increase the window of the STFT in order to increase
L as well. This, however, would drastically reduce the overall performance of the system, since
higher frequency resolution would increase the probability of a peak point (n, h) to move to a
neighboring point (n, h’), when the query audio fragment is distorted with ambient noise.

An alternative approach adopted by Wang [1] in Shazam’s audio identification system is to
enlarge the set of hashes H by considering pairs of peaks instead of individual peaks. To this
end, one fixes a point (ng. ko) € C(D), called the anchor point, and a rectangular region Tin, i) €
Z x [0 : K] around that point. Then, instead of taking the single point corresponding to the

frequency stamp, one considers all triplets of the form

(ko, k&1, g — no), (3.5.9)

for every (ny, ki) € Tingi,) N C(D) and hashes these three values. Assuming that the peak co-
ordinates are uniformly distributed on the spectrogram of an audio clip, the number of points in
every region T(n, i,) Will be roughly the same. This number is called the fan-out and it is denoted
by F. To compare this triplet-hash approach with the single-hash approach we suppose that each
of the three numbers ko, k;, n; — ng is represented by B bits. Then, the single-hash approach has
2B hashes, whereas the triplet-hash approach has 28 - 2B . 2B = 23B hashes in total. As before,
let N = |F(D)| be the number of database items, M = | (Q| the number of peak coordinates of
a query Q, and L = 2B the number of hashes of the single-value approach. If we assume that the
database items are evenly distributed on the inverted lists, in the triplet-hash approach, each list
will roughly contain N/L? items. On the other hand, the number of triplets on the query Q are
F - M. Therefore, we deduce that complexity of the retrieval time is linear in

rMN (3.5.10)
L2 L

This shows, that by considering three values for hashing instead of one, reduces the search time
on the database to find the best match by a factor of L? /F. For example, if F = 10 and we use
10 bits to represent each value, then the response time is reduced by a factor 22° /10 ~ 10000
when compared to the single-hash approach. In Chapter 6, we present an experimental use-case
of an audio fingerprinting system that utilizes these ideas by taking advantage of the abundance of
free software on the Web. Furthermore, we set up two different evaluation protocols to measure
the performance of the system, and compare it with the approach that leverages the ideas of deep

learning, as presented in the upcoming chapters.

m Diploma Thesis



Chapter 4

Deep Learning

Deep learning has emerged as a revolutionary approach to artificial intelligence (AI) and has
gained immense popularity over the last decade. It has revolutionized numerous fields, includ-
ing computer vision, natural language processing, music recognition, and many others. A con-
crete example is ChatGPT (Chat Generative Pre-Trained Transformer), an artificial intelligence
chat bot released by OpenAl on November 30, 2022 that can engage in insightful and meaningful

conversations in an unprecedented manner.

One of the key reasons for the popularity of deep learning is its ability to learn and extract complex
patterns and representations from vast amounts of data. Traditional machine learning algorithms
often rely on handcrafted features, which can be time-consuming and challenging to design. Deep
learning, on the other hand, uses neural networks with multiple layers, known as deep neural
networks, to automatically learn these features directly from the raw data. In other words, deep
learning models relieve humans from the burden of having to come up with meaningful data repre-
sentations in order to train and develop a model for a given task. The core theme of deep learning
is to make the model to discover not only the mapping from representation to output, but also
to discover the representation itself. We can loosely say that deep learning is the hack to many
problems that require subjective and intuitive reasoning in order to make a machine to behave in
an intelligent way. Before the advent of deep learning, these problems required an immense intel-
lectual effort from humans to coin sophisticated algorithms and procedures for efficient solutions.
In addition, these solutions were difficult, if not impossible, to transfer to different areas and do-
mains. Deep learning has surpassed by a huge margin these approaches in many cases with only
a few simple rules and by leveraging the advances in computational processing power, which is

usually taken for granted nowadays.

The purpose of this chapter is to provide a quick overview of deep learning and motivate the
methodology of deep audio fingerprinting adopted in the next chapter for the song identification
task. We present the basic principles underlying the theory of deep learning, and introduce the
type of architectures that we will use in the next sections. For a more comprehensive exposition

on the subject, the reader may refer to [20].
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Chapter 4. Deep Learning

4.1 Deep Feedforward Networks

4.1.1 The Architecture

Deep feedfoward networks, also called feedfoward neural networks, or multilayer perceptrons
(MLPs), form the most fundamental class of deep learning models. The goal of these models
is to approximate a target function f*, by employing linear mappings with activation functions.
Formally, a feedforward neural network can be represented by a function f : RE — RY, mapping

points from the Euclidean space RX to RY. The function f can be expressed as the composition

F= Mo D oo D), 4.1.1)

where each £ : R& — REKe1 is a linear mapping T; : R% — RX#1 followed by the elementwise
composition with a non-linear mapping o; : R — R. We denote this operation by o; ® T;. Since
every linear mapping T; : RKt — RX#1 can by expressed by as T(x) = W; - x, where W; € REx1xKi,
we can write (0; ® T;) (x) = o(W; - x), where for a vector W; - x = (v1,...,Ug,,) € RE+1 we have
that

o(W; - x) = (o(vy), ..., 0o(vg,,)) -

In (4.1.1), f; is called the first layer, or input layer, f;, the second layer, and so on. The last
layer is called the output layer. The overall length of the chain defines the depth of the model.
The matrices Wy, ..., W, are the weights of the model and their entries constitute the learnable
parameters of the model. These parameters are collectively denoted by 8, and the value of f at
a point x by f(x;8). In practice, one adds a bias weight b; to the linear mapping T; to allow
to capture regions in RN that not necessarily centered at the origin. Therefore, the mappings T;
correspond to affine transformations of the form T;(x) = W; - x + b;. The main goal is to determine
the parameters & such that for every point x, f(x;8) would be close to the target function f*. In
practice, a finite set of observations {xi, . . ., x,,} are given, accompanied by the labels {y1, . . ., yn},
serving as approximate examples of y; =~ f*(x1), ..., yn = f (). The set {(x1, y1), - - ., (Xn, Yn)}
is called the training set, and specifies what the output layer must do at each point x;; it must
produce a value close to y;. To this end, the learning algorithm must decide how to adjust the
parameters 8 of the model to produce the desired output. Since the behavior of the other layers is
not directly specified by the training data, but rather depending on the learning algorithm, these
layers are called hidden layers. The dimensionality of these hidden layers determines the width
of the model. Inspired by neuroscience, hence the name neural, these networks are graphically
depicted as a direct acyclic graph as in Figure 4.1. The vertices are called units or neurons, and
represent the elements of the vectors in each of the linear mappings comprising the network. The
edges correspond to the weights of each linear mapping. For instance, in Figure 4.1 the first two
layers correspond to a linear mapping T : R3 — R?*. The edges are the entries of the matrix
W € R* x R3 of the linear mapping T for which T(x) = W - x, for every x € R3,
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4.1.2 Activation functions

Input Layer Hidden Layers Output Layer

Figure 4.1. Graphical Representation of a FeedForward Neural Network.

The parallelism with neuroscience comes from the fact that the neurons in the network loosely
resemble the organization of neurons in the brain. In the brain, information typically flows in a
forward direction from sensory receptors to high-level processing areas. Each neuron receives
inputs from other neurons, performs a computation, and transmits the result to other neurons. In
our case, we will treat neural networks as pure mathematical entities, i.e., as functions that map
low-level features extracted from raw data (audio data in our case) to discriminative high-level
features that capture the essential parts of the raw information in a compressed form.

4.1.2 Activation functions

The key feature of neural networks that discriminates them from the linear models are the acti-
vation functions, employed after each linear transformation. These activation functions are non-

linear and are important for several reasons:

1) Non-linearity: Non-linear activation functions introduce non-linearity into the neural net-
work. Without non-linear activation functions, a neural network would simply be a linear
combination of its inputs, and it would not be able to learn and represent complex, non-linear
relationships in the data. Non-linear activation functions enable neural networks to model
and approximate complex functions, making them capable of capturing intricate patterns
and relationships in the data.

2) Representation power: Non-linear activation functions significantly enhance the represen-
tation power of neural networks. By introducing non-linear transformations, neural net-
works can model complex mappings between inputs and outputs. This allows them to learn
and represent highly non-linear and abstract concepts, enabling more powerful and flexible

modeling of real-world phenomena.

3) Gradient propagation: During the training process, neural networks rely on gradient-based
optimization algorithms, such as backpropagation, to update their weights and biases. Non-
linear activation functions ensure that the gradients can flow backward through the network

and propagate the error signal effectively. If only linear activation functions were used, the
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Chapter 4. Deep Learning

gradients would simply be scaled versions of the input, leading to limited learning capability

and inefficient training.

4) Decision boundaries: Non-linear activation functions enable neural networks to learn deci-
sion boundaries that are not constrained to linear separations. By introducing non-linearities,
neural networks can learn complex decision boundaries that can separate data points of
different classes more effectively. This is particularly important in tasks such as image
recognition, natural language processing, and other tasks where the data exhibits complex

relationships.

In this paragraph we introduce some of the most well-known activation functions that are used in
many deep learning applications. The choice of activation function depends on the specific task
at hand. Changing the activation function of a neural network can drastically affect the overall
performance. Many surveys have been conducted [21, 22] comparing the most frequently used

activation functions in various applications and different types of networks.

Sigmoid Function

The sigmoid activation function, referred to as the logistic function or squashing function, is given
by

eX

S(x) = — = .
l1+e™* 1+e*

(4.1.2)

It is easily seen that S is everywhere differentiable with derivative
—X

S0I= iy ep

= S(x) - (1 — S(x)).

Since lim S(x) = 1, lim S(x) = 0, and S(x) > O, it follows that the range of S is the open
interva)i_()ao, 1). Figure Z._)Z_:l)lows the graph of the sigmoid function and its derivative. The sigmoid
function appears in the output layers of the DL architectures, and it is used for predicting prob-
ability based output. A one-layer feedforward neural network, followed by a sigmoid activation

function defines the logistic regression

1
1+ e—(bo+b1X+...ann) ’

Fx) = (4.1.3)

one of the most widely used machine learning models in medical literature [23]. However, while
the sigmoid function might be a good choice for shallow networks, it falls short when the depth
of the network grows larger. This is because all of the learning algorithms update the model’s
parameters & by taking steps towards the negative of the gradient VgdJ, for a cost function J, in
order to minimize it. Since the derivative of the sigmoid function vanishes for large values, this
may stop the training procedure from finding better parameters 8. This problem is known as the

vanishing gradients problem in DL.
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1.0 — S(x)=—1

I+e™
7 —_ e
S'x) = T+e?

0.8 1
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0.0 A —

Figure 4.2. The sigmoid function and its derivative.

Hyperborlic Tangent Function

The hyperbolic tangent function is another type of activation function used in DL. The hyperbolic
function, denoted by tanh, is a smooth, zero-centered function with range in (-1, 1). It is given by
ef—e™

tanhx = ———. 4.1.4)
eX+e™™

Figure 4.3 shows the graph of tanh. Compared to the sigmoid function, tanh has steeper gradients,
especially around the origin. This can lead to stronger gradients and faster learning, particularly
in the first stages of training. However, similar to the sigmoid function, tanh is prone to saturation,
especially for input values far from zero. Apart from that, tanh maps input values to the range
(=1, 1). While this range may be suitable for certain tasks, it might not be ideal for others. Finally,
tanh is computationally expensive as it involves more complex operations compared to other acti-
vations. The exponentiations in 4.1.4 can be computationally expensive, particularly when dealing

with large-scale neural networks or real-time applications.

Softmax Function

Softmax is the multi-dimensional analog of the sigmoid function. It is commonly used in the

output layer of neural networks to map a vector x = (xy, ..., X,) to a probability vector. It is given
by
exl exn
Softmax(x) = | =5 R T , 4.1.5)
i=1 €" i=1 €%
for every x = (x1,...,x,) € R™. The softmax function is well-suited for multiclass classification

problems where there are more than two classes. It assigns probabilities to each class, providing
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Chapter 4. Deep Learning

a way to rank and compare multiple classes simultaneously. Moreover, the softmax function is
differentiable, which is crucial for backpropagation and gradient-based optimization algorithms.
The gradients of the softmax function can be efficiently calculated, allowing for efficient training

of the neural network.

1.00 A

0.75 4

0.50 4

0.25 4

0.00 4

—0.25 A

—0.50 A

—0.75 A

—1.00 A

Figure 4.3. The graph of tanh.

Rectified Linear Unit (ReLU) Function

The rectified linear unit (ReL.U) activation function was proposed by Nair and Hinton in 2010 [24],
and ever since, has been the most widely used activation function for deep learning applications.
It is given by

ReLU(x) = X x=0 . (4.1.6)

0, x<O

ReLU is simple and efficient. It involves only a comparison and a linear function, making it com-
putationally efficient compared to other activation functions that involve more complex operations.
As opposed to the sigmoid and tanh, ReLLU helps alleviate the vanishing gradient problem, which
can occur when training deep neural networks. The derivative of ReLU is either 0, or 1, which
means it doesn’t suffer from saturation issues like sigmoid or tanh. This allows the gradient to flow
more effectively, facilitating better gradient-based optimization and avoiding the problem of van-
ishing gradients. Furthermore, ReLU encourages sparsity in the activations of the neural network.
Since ReLLU outputs 0 for negative values, it results in a more sparse representation where only
a subset of neurons is activated. This sparsity can help in reducing the computational load and
overfitting, as fewer neurons need to be computed and updated during training. On the contrary,
the zero part of ReLLU can lead to "dead" neurons that are non-responsive and never activate. If a

ReLU neuron gets stuck in the negative region and consistently outputs 0, it effectively becomes a
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dead neuron and does not contribute to the learning process. Dead neurons can hinder the learning
capacity of the network. Another drawback, is that ReLU is not bounded above, which means
it can produce very large activations. In some cases, unbounded activations can lead to numeri-
cal instability or exploding gradients during training. Despite these disadvantages, the simplicity,
non-linearity, and effectiveness of ReLLU have made it popular choice in many deep learning appli-
cations. Below we see some variations of ReLU that researchers have developed to address some

of its drawbacks.

Leaky ReLLU (LReLU)

The Leaky Rectified Linear function (LReLU), introduced in [25], was applied to an acoustic

model, exhibiting improved results compared to ReLU. It is given by

x, x>0
LReLU(x) = , 4.1.7)

X x<0
a

where a is a fixed parameter in the range (1, +o0). In [25] the authors suggest to set a to a large
number like 100. The parameter a was introduced to address the problem of "dead" neurons in
ReL.U, and can lead to faster convergence during training compared to ReLU. Other variants of
rectified activations exists, such as Parametric Rectified Linear Unit (PReLU) and Randomized
Leaky Rectified Linear Unit (RReLU). In [26] you can see an experimental comparison of these
activations in an image classification task. Figure 4.4 shows the graph of ReLU and Leaky ReLU
for different values of the parameter a.

54 —— RelU
RelU (a=0.5)
—— RelU (a=0.01)

T T T T T T T T
-10 -8 -6 -4 -2 0 2 4

Figure 4.4. ReLU and Leaky ReLU activation functions.

Exponential Linear Unit (ELU)

The exponential linear units (ELUs) is another type of activation function introduced in [27], and

they are used to speed up the training of deep neural networks. ELU also introduces a small slope
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for negative input values but goes a step further by using an exponential function for negative
values. The main advantage of ELUs is that they can alleviate the vanishing gradient. It is given
by

x, x>0
ELU(x) = . (4.1.8)
a-exp(x)—-1, x<0O

Figure 4.5 shows the graph of ELU for a = 1, along with the graph of ReLU.

{ — ELU(a=1)
RelU

v

Figure 4.5. The graph of ELU and ReLU.

4.2 The Learning Paradigm

4.2.1 Supervised, Unsupervised, and Self-Supervised Learning

As we have already stated, the core theme of DL is to approximate a target function f* through a
parametric class of functions (neural networks) {f(x;8)) : & € RN} defines the parametric space
of the model. To this end, one needs to adopt an appropriate loss function J(x;8), and a learning
algorithm in order to find the optimal parameters 8 such that f(x;8) = f*(x) for all x. All
learning algorithms are variations of the gradient descent algorithm, and they are called gradient
based algorithms. However, the choice of loss function is dependent at the specific task at hand.

In DL, and in Machine Learning in general, there are three fundamental types of problems:

1) Supervised learning is the most well-known and widely used paradigm, it involves training a
model on labeled data, where each example is associated with a known target or a class label. Su-
pervised learning encompasses tasks such as classification, where the goal is to assign predefined
labels to new data, and regression, which involves predicting continuous values. Formally, in a
classification task, we are given a set of observations {(x1, Y1), . . ., (xn, yn)}, where x; is a feature
vector in a high-dimensional Euclidean space, extracted from the raw data, and y; € [0 : K — 1] is
the class label indicating in which class the observation x; belongs to. A standard assumption in

this context is that the features are generated by a distribution D. Given a class of neural networks
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f(;8) : RM — RK and a loss function J(x, y), the goal is to find the parameters & € RY that

minimize the expected generalization loss
argminE, .o [J (f(x;8), y)] . 4.2.1)
E

Given the estimated parameters 8, obtained from the learning algorithm, the model f(-;8.) can
be used to make predictions to unseen data x ~ O and categorize the sample x to one of the K
classes. In the multiclass case (K > 2), the most widely used loss function is the Cross Entropy
Loss function . The model is designed in such a way that the last output layer corresponds to a
linear mapping to K dimensions. Therefore, f (x)! is a vector (z1, ..., zg) in RX. If y, € [1, K] is

the label of x, the cross entropy loss function is given by

e

K
JI(X), yx) = = Zlog SK o “Limy,- (4.2.2)

i=1 ij=1 €7

Observe that the cross entropy loss applies a softmax activation function to map the output of
the last layer (zi, ..., zg) to a probability vector. In this way, during the prediction phase, for a

sampled data point x ~ D, the model assigns the samples to the class determined by

e

argmax —;—, (4.2.3)
I<isK - 2uj=1 €7
where f(x) = (z,, ..., z,) is the output of the model’s last layer. On the other hand, in a regression

task, the target function f* takes real values and the goal to find the best possible parameters 8 such
that f(x;8) ~ f*(x), for all x € RM. In this case, the set of observations {(x1,y1). ..., (Xu. Yn)}
contains tuples (x;, y;), where x; is the feature representation obtained from the raw data, and
y; € R is the target value associated with x;, i.e. f*(x;) = y;. A standard loss function in this setup
is the Mean Squared Error (MSE)

l n
MSE = = 3" (& - v, (4.2.4)
n i=1

where g; = f(x;;8). This also referred to as the Ly-loss. Another common choice is the Mean
Absolute Error (MAE) or Ly-loss

1 n
MAE = — D> @i- . (4.2.5)
i=1

In general, one defines the Ly-loss for every p > 1 by

1 n
-1 = - Ai — Y p. 426
Lp-loss ”;:1 (Yi — Y1) ( )
2) Unsupervised learning on the contrary deals with observations {xi, ..., x,} without having

any information about the class labels of the feature vectors x;. In this type of problem, the goal

!For simplicity we omit the parameters 8.
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is to unravel the underlying similarities and cluster (group) "similar" vectors together [28]. These
clusters must be as compact as possible and the instances in different clusters must be different as
much as possible. There is an extensive research literature around clustering. Some of the main
challenges are to define appropriate similarity or dissimilarity measures, and efficient algorithms
of low complexity. In this thesis, we focus on the supervised and self-supervised aspects of deep

learning. The reader may refer to [29] for a quick introduction to clustering and its challenges.

3) Self-supervised learning, a prominent deep learning technique, is poised to overcome the chal-
lenges associated with the heavy reliance on labeled data in supervised settings. Training a neural
network effectively demands a vast amount of training data. However, in the supervised setting,
this data needs to be preprocessed and labeled, which requires laborious work. This process is
not always feasible, and it can also introduce errors, thereby deteriorating the data quality due to
human fallibility. The goal of supervised learning is to alleviate these problems by utilizing the
raw data, and extract feature representations that can be used to downstream tasks. In the upcom-
ing chapter, we will introduce the contrastive learning framework, a prominent self-supervised
technique that has gained a lot of attention recently, achieving state-of-the-art performance when
applied to the downstream task of image classification [30]. In our case, we will make use of
this framework to extract robust feature representations of the audio fragments in order to set up a

completely different song identification system from the one we presented in Section 3.5.

4.2.2 Gradient Based Algorithms

In the previous sections, we introduced a specific class of neural networks, the feedforward neu-
ral networks. As we have already stated, in any deep learning task, whether is a supervised or
self-supervised task, the goal is to find the parameters 8 that minimize the generalization error
in (4.2.1), for a loss function J. As opposed to convex optimization where we aim for the global
minimum of J, in deep learning we are happy with local minimums as well, provided that the

empirical loss

1< , ,
~ Z J(F0:8). y?). (4.2.7)
i=1
is sufficiently low, on a training set {(xM, y1), ..., (x™, yy)). In this section, we introduce the

stochastic gradient descent and some of its most widely used variants utilized nowadays by the

community to train deep neural networks.

Stochastic Gradient Descent

Stochastic gradient descent (SGD) is a fundamental machine learning algorithm and one of the
most important ones. It is widely used due to its simplicity and effectiveness. Many learning
algorithms used nowadays are variations built upon the SGD algorithm. The idea of SGD is
simple: Given a class of neural networks f(x;d), a training set of examples {(x1, y1), . . ., (Xn, Yn)},
and a loss function J (f(x;8), y), one examines one-by-one the samples (x;, y;) and updates the
parameters of the neural network by taking small steps towards to the opposite direction of the
gradient:

8D =8 — 1. VaJ (f(xV;87), yV). (4.2.8)
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The parameter 7 is called the learning rate and determines the size of each step. The gradient Vg
shows the direction where the function J experiences the most rapid increase in an infinitesimal
region. By analogy, the negative of the gradient shows the direction of the most rapid decrease.
This version of SGD is also referred to as online SGD, since it processes the examples one-by-one.
In practice, when training a deep neural network one iterates over all the examples of the training
set {(x1,y1),...,0xn, yn)}z, and updates the parameters at each example. Once the training set
is exhausted, the examples are shuffled and the process is repeated until a predetermined number
of epochs or a termination criterion is met. A complete pass over the training set defines an
epoch. To define the termination criterion and to evaluate the generalization performance of the
obtained model at the end of the SGD, one partitions the set of examples {(x1, y1), ..., (. Yyn)}
into three subsets; the training set Si.ain, the validation set Sy,1, and the test set Siesc. The validation
set determines the termination criterion; at the end of each epoch this set is used to evaluate the

empirical validation loss

Val Loss =

Z J(f(x;8).y). (4.2.9)

(X, Y)ESval

|Sva1|

A criterion commonly used in this case is called early stopping, which is a form of regularization.
In early stopping, one defines a maximum number of epochs N, and a number of epochs P, called
the patience. At the end of each epoch 1 < K < N, the minimum value of (4.2.9) across the epochs
1,..., K is tracked. If this value has not changed for j = P consecutive epochs the training stops.
Otherwise, if this value changes at epoch K, then j is set to 0. If the validation loss decreases
before reaching P consecutive epochs without a change the training stops at the end of the N-th
epoch. At the end, the model scoring the lowest validation loss during the training stage is the

final model. Then, to measure the generalization performance the test set Sy is used; the loss

Test Loss =

J(f(x;8), 1), (4.2.10)
Stesl (¢ presia

is an indicator on how well the final model generalizes to new unseen data. While the update rule
in (4.2.8) is the most fundamental one; it is rarely used in practice. Processing the examples one-
by-one makes the training procedure very sensitive to unrepresentative data points that might not
reflect intrinsic characteristics of the data, leading to unstable convergence. Another issue is that
this approach limits the potential for parallelization resulting to long training times. A common
approach to eliminate this problem is to process the training example in mini-batches of fixed size
M. In this setting the training set is split into |Sy.in|/M-groups of size M and the network process

each batch one-by-one instead of the individual examples. The update rule in this case is
L u
(ktl) _ gl) _ . (). g(l)y ()
8 =9 n j; Va(k)J(f(X ;8Y),y ) (4.2.11)

where k corresponds to the k™ batch {xi1, . .., X} € Sain. The update rule in (4.2.11) defines
the mini-batch stochastic gradient descent which is the predominate approach to train deep neu-

2For the moment, we only discuss the supervised setting. Later on, we will also focus on self-supervised tasks. The
theory doesn’t change that much since these problems reduce to the supervised case.
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ral networks nowadays. In 4.2.11 we described the mini-batch SGD using a fixed learning rate.
However, a common practice is to gradually decrease the learning rate at the end of each epoch by
adopting a specific learning rate schedule. From now on, we denote the learning rate at epoch k

as 1. Algorithm 4.1 describes the training procedure using the mini-batch approach.

Avrcoritim 4.1: Mini Batch Stochastic Gradient Descent

Input: Number of epochs N, batch size M.
Input: Initial parameters 8©.
Input: Starting learning rate 7o with a learning rate schedule 7.
Input: Training set Syain = (X, yV), ..., (x™, yW)).
forall n=0,...,N—-1do
Shuffle and group the training set Syain = I,f:_é{xkl, ..., X}, Where K = |Syainl /M.
forall k=0,..., K- 1do
§old) _ g(n+k)
Compute gradient estimate: J « 3; 3} Vi J (f (19, gy, y(kj))
Apply update rule: W) « g _p J

4.3 Optimizers

In this section we present variants of the SGD algorithms that are used to overcome some the
drawbacks posed by the vanilla SGD. These variants are known as optimizers and play a vital
role in deep learning as they contribute to the efficiency and effectiveness of the training process.
A study comparing the performance of some of these optimizers in deep learning can be found
in [31].

4.3.1 SGD with momentum

While stochastic gradient descent remains a popular optimization strategy, learning with it can
sometimes be slow. The method of momentum [32] is designed to accelerate learning. The mo-
mentum algorithm accumulates an exponentially decaying moving average of past gradients and
continues to move in their direction [20]. The momentum algorithm introduces a variable v, con-
taining the information of the direction of all past gradients. A hyperparameter a € [0, 1) controls
the amount of contribution of v on the calculation of the new direction. Formally, assuming 8©

are the starting parameters of the model, then v is calculated by the update rule:

M
1 , .
(new) (old) _ (k). (k)Y - (kj)
v — av n— jél Vo J (f(x ;0V), y ) 4.3.1)

The new parameters 8" are given by 8% « §©d) 4 (W) The goal of momentum is to
mitigate the problem of variance that might occur in vanilla SGD. Some updates in SGD might
lead the parameters away from low values of the loss function J due to the high variance in the
data. For example, if a batch sample consists of unrepresentative samples, then the SGD might

completely change the direction. On the other hand, the parameter v controls this behavior by
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always adding a component towards the average of the past directions. Algorithm 4.2 summarizes

the SGD with momentum.

Avrcoritam 4.2: Stochastic Gradient Descent with Momentum

Input: Number of epochs N, batch size M.
Input: Initial parameters 8©.
Input: Starting learning rate 7o with a learning rate schedule 7,,.
Input: Momentum parameter a € [0, 1).
Input: Training set Syain = {(xV, y™P), .. .. (x™, y™)).
Ol (.
forall n=0,...,N-1do
Shuffle and group the training set Siain = UI,f:_(} {Xic1, . . ., xiau ), where K = |Sirainl /M.
forall k=0,...,K-1do
Update the velocity v™") « qv©d — nn% Z}il Vol J ( (xR gy, y(kj))
Apply update rule: 8% « gl 4 gynew)

4.3.2 AdaGrad

Experiments have shown that the learning rate is one of the most crucial parameters for training
deep neural networks. Apart from various learning rate schedules that have been developed to
gradually decrease the learning rate at the end of each training epoch, several optimization algo-
rithms have been introduced that adapt the learning rates of model parameters. The first algorithm
that we introduce and falls into this category is AdaGrad. The AdaGrad algorithm individually
adapts the learning rates of all model parameters by scaling them inversely proportional to the
square root of the sum of squared values of the past gradients. In Algorithm 4.3 you can see the
update rule of AdaGrad.

Arcoritim 4.3: AdaGrad Algorithm

Input: Number of epochs N, batch size M.
Input: Initial parameters 8.
Input: Starting learning rate 7o with a learning rate schedule 7,.
Input: Small constant § ~ 1077, for numerical stability.
Input: Training set Syain = {(xM, yV), ..., (x™, yW)).
Initialize gradient accumulation variable r®%9 = 0.
forall n=0,...,N—-1do
Shuffle and group the training set Syain = U{f;(} {Xc1, - - . » Xiem }, where K = |Sipain| /M.
forall k=0,...,K—1do
Compute gradient estimate: J « ﬁ Z}Zl VaonJ ( F(xU9); 9y, y(kj)).
Accumulate squared gradient: r®") «— r©d 4 (J J).

. _ Mn .
Compute update: A9 « pgY e J

Apply update: gnew) . gnew) 4 Ag
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4.3.3 RMSProp

The RMSProp modifies the AdaGrad optimization algorithm by changing the accumulation into
an exponentially weighted moving average. A parameter p € (0, 1) is initialized at the beginning
of the algorithm, determining the rate of the decay. In this case, the update of the accumulation

variable is given by the convex combination
pr+ (1 - pxJ.J).

of the past accumulation variable r°'¥, and the new accumulation gradients (J,J). In 4.4 we

summarize the RMSProp algorithm.

Avcoritam 4.4: RMSProp Algorithm

Input: Number of epochs N, batch size M.
Input: Initial parameters 8©.
Input: Starting learning rate no with a learning rate schedule 7.
Input: Small constant § ~ 1077, for numerical stability.
Input: Training set Syain = (X, yV), ..., (x™, yW)).
Initialize gradient accumulation variable r©? = 0.
forall n=0,...,N-1do
Shuffle and group the training set Syain = Ulkté{xkl, ..., X}, where K = |Syain| /M.
forall k=0,...,K—1do
Compute gradient estimate: J « 3; 3} Vo J (f (x19); 1)y, y(kﬁ).
Accumulate squared gradient: r™") « r©d 4 (J J).

. _ Mn .
Compute update: A8 V= J

Apply update: %) « W) 4 A3,

4.3.4 Adam

Adam [33] is one of the most popular adaptive learning rate optimization algorithms and is pre-
sented in 4.5. The method computes individual adaptive learning rates for different parameters
from estimates of first and second moments of the gradients; the name Adam is derived from
adaptive moment estimation. It combines the advantages of Adagrad 4.3, which works well with

sparse gradients, and RMSProp 4.4, which works well in on-line and non-stationary settings.

43.5 LAMB

LAMB [34] is one the latest layerwise adaptive optimization algorithms designed to efficiently
train deep neural networks by employing large batch sizes without degrading the performance.
With the advent of large scale datasets, training deep neural networks, even using computationally
efficient optimization algorithms like the variants of SGD presented in the previous paragraphs, has
become particularly challenging. For instance, as reported in [34], training state-of-the-art deep
learning models like BERT and ResNet-50 takes 3 days on 16 TPUvV3 chips and 29 hours on 8
Tesla P100 GPUs respectively. These training times have lead to the development of optimization

algorithms that scale to large batch sizes, by significantly reducing the training time of deep neural
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networks. The authors in [34] managed to train BERT in 76 minutes by maintaining the same gen-
eralization performance. The term layerwise is derived from the fact that the weights of the deep
neural network are updated for each layer separately. To formulate this procedure mathematically,
suppose that the deep neural network f : RE — RN has h-layers. Let J be a loss function as
in (4.2.8). Let I be the d x d identity matrix, and let I = [I;, I, ..., I;] be its decomposition into
column submatrices. For x € R%, let x( be the block of variables corresponding to the columns
of I, i.e., XV = I[Tx € R%, for i € {1,2,..., h}. Furthermore, let ¢(z) = min {max{z, y}, y,} for
some constants y;, vy, € R. The update rule of LAMB is the same with ADAM but in its layerwise

version; 1.e.,
(1) )
i i P (‘ ’3(01‘1)”2) O(ILICW)
(1) @ _ .
Bnew) < Oty ~ ‘ ,
’ r(l) H VP@mew) + 6
2 ————

(new)

4.3.2)

(1)
r(new)

where O(new). Pmew) are calculated as in 4.5, and 8§fl)ew) refers to the block of variables corresponding

to the i-th layer of neural network for i € {1,..., h}.

Arcoritim 4.5: Adam Algorithm

Input: Number of epochs N, batch size M.
Input: Exponential decay rates for moment estimates, p; and ps in [0, 1).
Input: Small constant & used for numerical stabilization (Suggested value ~ 1079).
Input: Initial parameters 8©.
Input: Starting learning rate 7o with a learning rate schedule 7.
Input: Training set Syain = {(xM, yV), ..., (x™, yW)).
Initialize 1st and 2nd moment variables ¢°'¥ = 0, p©9 = 0,
forall n=0,...,N-1do
Shuffle and group the training set Siain = Uffz_(} {Xic1, . . ., xiu ), where K = |Sirainl /M.
forall k=0,..., K- 1do
Compute gradient estimate: J « 1 ZJI.Z 1 VaoindJ ( F(xU9); 9y, y(kj)).
Update biased first moment estimate: 6" « p;6°9 + (1 — p;)J.
Update biased second moment estimate: p < pgp°Y + (1 — py) - J O J.
Correct bias in first moment; W) « —0°

Jc+n+1 *

1-p}

1 o (new)
Correct bias in second moment: p"") « —£2

tnel -
1-p,

U(new)

Apply update: 8TV — gl 4 A9,

Compute update: A8 = —np,

4.4 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are a class of deep learning models specifically designed
for processing structured grid-like data, such as images, audio spectrograms, and 1D sequences.
They are widely used for various tasks in computer vision including image classification [35], ob-
ject detection [36], image segmentation [37], and more. Initially introduced by LeCun et al. [38],
CNNs have revolutionized the field of image analysis achieving unprecedented success. The key

idea behind CNNs is to leverage the local spatial correlations present in the input data by using
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convolutional layers. In this section we present the architecture of CNNs and describe mathemat-
ically the basic operations employed by these networks. Much of the content presented in this
section is inspired by a nice paper by Jianxin Wu [39]. The core operation of CNNs is the con-
volutional operation which acts usually on 2D objects. In our case, we will leverage the power of
CNNss for the song identification task in order to map the 2D spectrogram representations corre-
sponding to 1 sec audio fragments to a compact 1D representation that can be further indexed and

processed efficiently, as opposed to the 2D spectrogram representation.

4.4.1 The Architecture in a Nutshell

As we have already mentioned, CNNs operate on images. In the simplest case, a CNN maps
an image into a 1D feature vector. Mathematically, a CNN can be represented by a function
f : REXWXC 5 Rd where H is the height, W is the width, and C the number of channels of the
input feature. In the case of images, C = 3, where each channel corresponds to red, green, and blue
colors. In the case of spectrograms, C = 1. Therefore, the input is a 3D matrix x € RFXWXC The
input sequentially goes through a series of processing until it gets to its final vector form in R,
One processing step is usually called a layer, which could be a convolution layer, a pooling layer,
a normalization layer or a fully connected layer. We will introduce these concepts in more detail in
the next subsections . For the moment, let us give an abstract description of how the forward pass
works in the case of CNNs. We can think of the structure of a CNN with the following equation

x!s ol 5x?o o sxrtsel !t 5 Xl - e 5 zeRY (4.4.1)
Equation (4.4.1) illustrates how a CNN runs layer by layer in a forward pass. The input is x!,
which is usually a 3D matrix of size H X W X C. It goes through the processing in the first layer,
which is denoted by w!. The processing operation usually translates to a matrix operation between
the input and another matrix with parameters denoted by w!. The output of the first layer is x2,
which also acts as the input to the second processing layer. This processing proceeds until all layers
in the CNN have been exhausted, which outputs xE. One additional layer, however, is added for
backward error propagation, i.e., the calculation of the gradients of the model’s parameters. For
instance, in an image classification task, a common strategy is to output x* as a K-dimensional

1 comes from the i

vector, whose i" entry encodes the prediction (posterior probability of x
class, which could be a certain object depicted in the image). As in the case of a classification task
with MLPs, the standard way is to use the softmax function in (4.1.5). In detail, if we denote by

xI1ie{1,...,K - 1} the output of the L — 1 layer; then

1

L L—l) _ exp(x1)

x;” = softmax (xi P PRI
3t exp (%)

(4.4.2)

The calculation of the loss and the update of the parameters follow the same principles with MLPs;
i.e., an optimization algorithm is chosen, like the ones presented in section 4.3, and the calculation

of the gradients is done via the back propagation algorithm [40].
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4.4.2 The Convolution Layer

Convolution is perhaps the most notable operation in CNNs. It usually acts on 2D or 3D objects,
like RGB or grayscale images. Its goal is to extract relevant information from local positions
on the image by gradually reducing the size of the image until it becomes 1D. You can think of
the convolution layer as the linear layer in MLPs but instead of acting on 1D vectors it acts on
objects of higher dimensions. To introduce the operation we first consider the simplest case where
the input on the convolution layer is a 2D matrix x € RZXWX1  Then, one decides the size of
convolution kernel, which is usually a square matrix K € REXEX! with K < min{H, W}. In the
case where the number of channels on the input are C, the dimensions of the kernel are K X K x C.
Then, we overlap the convolution kernel K on top of the input image and we compute the product
between the numbers at the same location in the kernel and the input. The output is a single
number resulting by summing these products together. Figure 4.6 illustrates this operation with a
concrete example where a 2 X 2 kernel acts on a 3 X 4 matrix.

Figure 4.6. The convolution operation in CNNs. A 2 X 2 kernel acts on a 3 X 4 2D matrix. The
output is a 2 X 3 matrix.

In Figure 4.6, if we overlap the kernel with the top left region in the input, the convolution result
at that spatial locationis: 1 X3+ 1x4+1x 1+ 1Xx5 = 13. We then slide the kernel one pixel on
the right and get the next convolution resultas 1 x4 +1X 3+ 1X 5+ 1 X 6 = 18. This procedure
repeats until all possible locations for the kernel’s starting position have been exhausted.

Now the case where the input is a 3D object of size H X W X C the convolution operation is
defined similarly. To this end, suppose that the input in the I-th layer is an order 3 matrix with size
H!'x W!x C! In this case, the convolution kernel is also an order 3 matrix with size H x W x D'.
When we overlap the kernel on top of the input tensor at the spatial location (0, 0, 0), we compute
the products of the corresponding elements in all the D' channels and sum the HWD' products
to get the convolution result at this spatial location. Then, we move the kernel from left to right
and from top to bottom to complete the convolution. In a convolution layer, multiple convolution
kernels are usually used. Assuming D kernels are used and each of the kernel is of spatial span
H x W, then each of this kernels act on the input in the same manner to give the output result
which is of size (H' — H + 1) x (W! — W + 1) X D. As we can see, the output of this operation has
been reduced by H — 1 pixels on height, and by W — 1 pixels on width, respectively. To retain the

H-1

spatial dimensions, a technique called padding is used. With padding if one inserts [TJ rows

above the first row and [%J rows below the last row, and pad [%J columns to the left of the first
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column and [%J columns to the right of the last column of the input, the convolution output will
be H' x W! x D in size, which is the same as the input dimensions. The elements of the padded
rows and columns are usually set to 0, but other values can be used.

Stride is another important concept in convolution. In Figure 4.6 we convolve the kernel input
at every possible spatial location, which corresponds to the stride s = 1. If we use s > 1, then,
every movement of the kernel skip s — 1 pixel locations (i.e., the convolution is performed once
every s pixels both horizontally and vertically. Assuming that the parameters py, pw control the
amount padding on the vertical and horizontal side, respectively (i.e., pgy = 1 adds one column
on the left and one on the right), and the parameters sy, sy the vertical and horizontal stride,
respectively. For an input object of size H' x xW! x D' and D kernels of size H x W x D', the
output of the I-th layer is a 3D object with size H"*! x W' x D, where

H' +2py—H
HY! = ¢+1J, (4.4.3)
SH
and
W+ 2py — W
W”l—{ * Sbw 1J (4.4.4)
Sw

4.4.3 Normalization Layers

A common practice when training deep learning models is to use normalization techniques along
with the usual operations (linear operation in MLPs, convolution in CNNs). In this paragraph we
introduce two of the most common normalization techniques; Batch Normalization [41] and Layer
Normalization [42]. Normalization was introduced to address the challenges associated with train-
ing deep neural networks effectively. Some of the advantages of normalization are summarized
below.

1. Adressing Internal Covariate Shift: As neural networks become deeper, the distribution of
inputs to each layer (referred to as internal covariate shift) can change significantly during training,
which can slow down training and make convergence difficult. Batch Normalization and Layer
Normalization help stabilize and normalize the activations, mitigating this issue and leading to

faster convergence.

2. Accelerating Training: By normalizing the activations in each layer, Batch Normalization
and Layer Normalization can lead to faster training times. Normalized activations allow for more
stable gradient propagation through the network, reducing the vanishing and exploding gradient

problems. This results in quicker convergence and allows for the use of higher learning rates.

3. Reducing Sensitivity to Initialization: Traditional weight initialization methods might not
work optimally for very deep networks. Batch Normalization and Layer Normalization help make
networks less sensitive to the choice of initial weights, making training more robust and less

dependent on careful initialization.

4. Regularization Effect: Batch Normalization and Layer Normalization introduce a form of
regularization by adding noise to the activations during training. This has a similar effect to
dropout [43], which can help prevent overfitting and improve the generalization ability of the

network.
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5. Improved Gradient Flow: Normalizing activations helps maintain a more consistent range
of values throughout the network, which improves the flow of gradients during backpropagation.

This, in turn, leads to more stable and efficient training.

6. Enabling Higher Learning Rates: The normalized activations reduce the likelihood of ex-
treme values, which allows for the use of higher learning rates during optimization. Higher learn-

ing rates can help escape local minima and converge to better solutions.

As their name suggests, batch normalization involves a normalization operation along the batch
dimension whereas layer normalization involves a normalization operation for each layer input,
independently of the batch. In this paragraph we present the 2D versions of these normalization
operations, the reader may refer to the original papers [41, 42] for the 1D case. Formally, suppose
that we train a CNN with batch size M. Then, the input to the I-th layer will be a 4D object x €
RBXHXWXC Denote by x(b, h, w, c) the entries of x, where 0 < b < B,O< h< H,0 < w < W,
and O < ¢ < C. Then, in this case, batch normalization proceeds as follows: We first compute the

mean and standard deviation across the batch dimension for each channel separately:

| BlH-1w-l
Ue = —— x(b, h, w, ¢), 4.4.5)
B b=0 h=0 w=0
and
| BlH-1w-l
2= —— (x(b, h, w, ¢) — ue)? . (4.4.6)
B b=0 h=0 w=0
c€{0,...,C— 1}. Then, we normalize each channel dimension by considering
b,h,w,c) -
y(b. hw, ) = 2210 O (4.4.7)

JoZ+e

where € > 0 is a small constant used for numerical stability. A set of learnable parameters
(yc) (BC)CC o are used to allow representations that are not centered around O with unit standard

dev1at10n. Therefore, the output of a batch normalization layer in the case of CNNs is a 4D object

g c RBXHXWXC’ where

Yb w0 = y, - LW O TR (4.4.8)

VoZ+e

Now, in the case of CNNs, layer normalization calculates the same statistics (mean and standard

deviation) for each feature map independently. In detail, for every fixed 0 < b < B—1 we calculate

Up. Op by

1 H-1W-1C-1
My = T Z Z x(b, h, w, ¢), (4.4.9)
h=0 w=0 c=0
1 H-1W-1C-1
op = e (x(b, h, w, ¢) — wp)* . (4.4.10)

T
o
&
I
o
o
I
o

RHXWXC

As in the case of batch normalization, two learnable matrices y, 3 € R € are considered.
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RBXHX WxC

The output of the layer normalization is a 4D object §j € given by

b, h,w,¢) -
(b, hw, ¢) = y(h, w, c)- XL TH a1 e, (4.4.11)

2
1/Ob-l-e

4.4.4 The Pooling Layer

The purpose of pooling layers in CNNs is to reduce the dimensions of the input. In a typical
scenario, the height and width of the input feature map are halved while the channel dimension re-
mains the same. Two are the most common pooling operations; max pooling and average pooling.
As in the case of the convolution layer, one decides the size of the kernel to be used in the pooling
operations. These layers do not contain any learnable parameters and they are used to extract a
compact representation from local regions in the input feature map by reducing its size at the same

RHXWXC and the kernel has

time. In detail, suppose that the input feature map is a 3D object x €
size Ky X Ky X C. Then, both max and average pooling are performed by sliding the kernel on
the input feature map in a non-overlapping fashion and either computing the maximum or average
value, respectively, from the entries on the input feature map where the kernel is placed. Note that
the aggregations operations are performed for each channel independently. Therefore, the output

of a pooling layer is a 3D object of size H' X W’ X C where

H =

H+2 - K
PH H+1J’
Ky

and
74

w

W+2 - K
Pw W+1J’

where py, pw corresponds to the number of columns/rows (padding) added on the sides of the
feature map. To halve the dimensions of the input feature map one chooses a kernel with size
2 X 2 x C with no padding. Figure 4.7 demonstrates the max pooling operation with a kernel size
of 2 x 2.

4 -1 5 14| 4| -5
-5 9| 7 8| 2 1 9 |14 | 4
2 4| 3 1 2] 6 1417 | 8

14 8| 7 1 8| 5

Figure 4.7. Max pooling operation. A kernel of size 2 X 2 acts on a 4 X 6 matrix. The input is
halved, resulting to an output of size 2 X 3.
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Methodology: Deep Audio
Fingerprinting

In this chapter, we adopt an alternative approach to the song identification problem presented in
Section 3.5. We leverage the theory we have developed so far, spanning from the classic theory
of the Fourier Transform to the pioneering ideas of deep learning to establish an efficient music
recognition system that is entirely distinct from the one we introduced in 3.5. At an abstract level,
both of these systems exhibit similar functionality; they both extract compact representations from
the raw audio signals at the level of seconds, store these representations in a database, and during
query time, employ non-exhaustive searching techniques to retrieve the most similar segment from
the database relative to the query audio fragment. The key difference between these two systems is
that in the deep audio approach, we develop a deep neural network and train it in order to learn by
itself the latent representations of the audio fragments. This approach relieve us from the burden
of crafting sophisticated ideas to extract relevant information from the raw audio signals, instead,
we let the model to discover this representation. These ideas were first introduced by Google’s
research team in [13] where they launched an app called Now Playing, which is available on their
Google Pixel smartphone devices. Later on, these ideas were refined in [30] where the authors
used an alternative technique based on contrastive learning to train the deep neural network.

In the upcoming paragraphs we explain how one can set up a music recognition system based
on these ideas. Furthermore, we introduce the contrastive learning framework and train a CNN
neural network with the contrastive loss in order to learn compact feature representations from the
raw audio signals. We create a database with the learned representations and use techniques such
as product quantization to compress the feature representations. As in the case of dejavu, on query
time, non-exhaustive searching algorithms are employed for fast and efficient retrieval. At the end,
we compare these two music recognition systems with respect to the accuracy, time retrieval, the

size of the database, and in view of scalability.

5.1 An Overview of the Music Recognition System

In this section we provide a high level overview of the music recognition system based on the
deep audio fingerprinting approach. This section will serve as the building block for the upcoming

sections where we delve into the design details of the system. The whole process of designing
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such a system can be divided into three parts: (a) The development and training of the model,
(b) the extraction of the feature representations from the raw audio signals, and c) the creation of
the database. In Section 5.2 we explain in detail how to approach (a) and (b), and in Section 5.3
we create the database consisting of the latent representations and provide an efficient and fast
retrieval pipeline.

On an abstract level, the model is a simple CNN that maps 2D mel-spectrograms 3.3.3, ex-
tracted from the raw audio signals to 1D vectors. Mathematically, this is represented by a function
f : RFXT — RP_ where F corresponds to the number of mel-frequency bins, and T to the num-
ber of time frames on the mel-spectrogram representation. As we will see, in our case we pick
F = 256, and T = 32, resulting from the use of the STFT on audio fragments corresponding to
1 sec of total duration. Therefore, the time resolution of our seconds is of the order of 1 sec. In
addition, a normalization layer g : RP? — SP~! is added on top of f that maps the vectors in R to
the unit sphere

S ={zeRP: |z, = 1}.

RFXT — SDP-1 Figure 5.1 illustrates the sequence of trans-

Therefore, the final model is g o f :
formations from the raw audio signal to the final feature vector. The model is trained in such a
way that the feature vectors in RP exhibit robustness to high distortions. This means that the fea-
ture representation of a distorted signal is close to the original clean audio signal with respect to
cosine similarity. This is achieved by training the model using the contrastive learning framework
presented in 5.2.2. Once the model has been trained it is used to extract the feature representations
from the songs that will be added to the database. Suppose that the database consists of N songs
in total. Then, for every song i € {1,...,N} we extract a feature representation x;; € RP for
each second with an overlap corresponding to 500ms. Therefore, if the i song has D; seconds
duration, we extract d; = 2D; — 1 feature vectors in total. Hence, the database B consists of the
feature representations

N
B= U{Xil, . ,xidi}.
i=1

U
Also, a second structure tracks the indices where each song’s feature vectors start and end on
the database. This structure is utilized on retrieval time to return all the metadata related to the
matched song. In Figure 5.2 you can see a visual representation of the database after the feature

extraction.

Raw Waveform Mel Spectrogram 21

22

STFT

2D

Figure 5.1. The sequence of processing steps from the raw audio signal corresponding to 1 sec
duration to the final feature vector in SP~!.
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Songs Database Vectors

Z11
/ T12
Song 1 \ )

T1dy
Z21

Song 2 Z22

Z2d,

Figure 5.2. A representation of the database consisting of the feature representations from the
audio segments of 1 second. A second structure (on the left) keeps track of first and last index of
each song’s representations.
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Figure 5.3. A high level overview of the deep audio fingerprinting system during the retrieval
process.

Once we have established the database consisting of the feature representations and all the relevant
metadata for the songs we can use the vast theory of searching algorithms to obtain efficient and
fast retrieval capabilities. A naive approach for the retrieval process would work as follows: Sup-

pose we capture from the microphone a query audio signal of D seconds in duration. Then, we use

the STFT to extract the corresponding mel spectrogram representations {sy, ..., syp_1} € RF¥T.
We use the trained model g o f to obtain the query representations {yi,...,ysp_1} € RP. In the
naive case, we can run an exhaustive search for each of the query segments y;, 1 < i <2D-1 and
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extract the best match according to the highest cosine similarity value. Therefore, for each query

segment y; we obtain the best matching index on the database by

J, = argmax(y;, x). (5.1.1)
xeB

Utilizing the structural correspondence between the song names and the database indexes, we
convert the set of best-matching indexes {ji,...,jop-1} to the corresponding song names. The
final output of the system is the song with the most occurrences. In Figure 5.3, you can see a
high-level overview of the retrieval process. While this approach is simple and effective for small
databases, it becomes prohibitive for databases containing thousands or even millions of songs.
This is due to the fact that the exhaustive search slows down the retrieval process. We encountered
a similar problem in paragraph 3.5.1, where we adopted alternative searching techniques. In this
case, we will leverage the vast theory known as Approximate Nearest Neighbor (ANN) Search. We
introduce Product Quantization [44], a technique that compresses the feature vectors significantly,
reducing the overall memory footprint of the database. The non-exhaustive search through the
inverted file index allows us to achieve database look-ups in the order of milliseconds.

5.2 Training the Model

5.2.1 The Architecture

In this paragraph we describe the architecture of the CNN that we will train for the purposes
of the music recognition system. The operations handled by the model are similar to the ones
presented in 4.4 with slight modifications; i.e., we use separable convolutions instead of the full
convolutional operation to reduce the number of model’s parameters and gain some inference
speed. The architecture is essentially the same as in [14, 13] where it has been shown to perform
relatively well on the song identification task.

Following the notation in [14] we denote by Cz:si convolution operation with input channel
i, output channel o, kernel size 1 X k, and stride 1 X s. The k' and s’ denote rotation as k X 1
and s x 1. In any of the operations C¢_ ' or C%. L, we assume a padding equal to 0 X 1, 1 X O is

used, respectively. Therefore, C2¢ " acts on 3D objects of shape H x W X i by mapping them to
3D objects of shape H' X W’ X o, where H’ = H and

W = {W+—2_k + 1J. (5.2.1)

S

Similarly, C%%, acts on 3D objects of shape H X W X i by mapping them to 3D objects of shape

K’ xs

H' x W x o, where W = W and

H = {H+—2_k + 1J. (5.2.2)

s
Now, if we denote by ReLU the layer that applies the ReL U activation elementwise on the input,
and by LN the layer normalization as presented in 4.4.3, the separable convolution is the mapping
given by

SCY () =ReLU o LN o C,L o ReLU o LN o Ce () (5.2.3)

Icxs kxs
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With these notations, we can express the encoder part f of the model as
f() = SChSM o sCh 4 0 SCA%4 0 SCad2d 6 5C242d 6 5244 6 SCEL % 0 SCIG (), (5.2.4)

where h is the encoder’s embedding dimension, and d the final output dimension. Hence, the
encoder part f of the final model g o f takes as input a log power mel spectrogram S € RF*T and
outputs an h-dimension vector. In practice, we choose h to be a multiple of d. Now, the projection
head g is a mapping g : R" — S9!, To map the h-dimensional vector onto the unit sphere S%!
we first split the vector into m = h/d subsequent subvectors vy, . . ., U, € R%. Then, these vectors
are inserted as columns to form a 2D matrix of size 1 X 128 X m. We denote this transformation

by Splith/ 4, With this notation, g can be expressed as
g() = Ly 0 C1532 0 ELU o C325™ o Split™/4(-), (5.2.5)

where ELU is the ELU activation function 4.1.2, and Ly denotes the Ly-normalization given by
z > z/||Zlly, for z € RY. The input spectrogram is derived by 1 sec audio segments. We use a
samping rate equal to Fg = 8000 Hz. The STFT window N is equal to 1024 with a hop length
H corresponding to 256 samples. These parameters yield a spectrogram S of size 512 X 32
(frequency bins X time stamps). 256 mel frequency bins have been adopted resulting to the log
power mel spectrogram of size 256 x 32. The embedding dimension for the encoder is equal to
h = 1048, and the final output dimension of g is 128. Table 5.1 summarizes the forward pass
through the network g o f.

Table 5.1. The Forward Pass through the Network g o f.

Operation Input Output
sScgs! 256 x32x 1 128x 16X 128
scged 128X 16X 128 64 X 8 X 128
Scadd 64 x8x 128 32 x4 X256
Scad-2d 32x4x256 16X 2 X256
SCyk—2d 16 X 2 X 256 8 x 1 X512
SCy4d 8 x 1x512 4% 1x1024
SCad—ad 4x1x1024 2x1x1024
sch 2x1x1024  1x1x1024
schah 2x1x1024  1x1x1024
Split"/4 1x1x1024 1x128 %8
c32em 1x128x8 1 X128 % 32

ELU 1x128x32  1x128x32
C1*2 1x128x 32 1x128x 1

5.2.2 The Contrastive Learning Framework

In this paragraph, we introduce the concept of Contrastive Learning, which serves as the frame-
work for training the CNN presented in the previous paragraph. One of the most well-known

papers about contrastive loss is [30], in which the authors introduce the concept of contrastive
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learning — a promising self-supervised technique that facilitates the learning of discriminative vi-
sual representations. By leveraging this framework they manage to achieve state-of-the-art perfor-
mance in image classification. One of the most significant advantages of the contrastive learning
framework is that it does not require labeled data; rather, it only necessitates raw data inputs to
develop a model capable of mapping high-dimensional data points (e.g., images or spectrograms)
to low-dimensional and discriminative feature vectors in the latent space. The main idea is sim-
ple: Assuming a training dataset, whether it be images or audio fragments, we apply a series of
augmentations to the clean samples and train the model in such a way that it maps the distorted
samples as closely as possible to the clean samples in the latent space. This is achieved via the
contrastive loss. The crucial factor for learning effective representations is the choice of a series
of data augmentations. In our case, we aim for our CNN to model all the audio distortions that
may arise in a realistic scenario, where audio fragments are captured through a microphone in
reverberant and noisy environments. To achieve this, we introduce a novel augmentation pipeline
that effectively models all kinds of distortions that can arise in various environments where music
is playing in the background. Compared to the existing literature [13, 14], our approach improves
the overall performance of the system by a huge margin when music is captured through the micro-
phone, making it possible to develop promising applications. Therefore, we adopt the following

augmentations:

Background Noise: We distort the clean audio fragment of 1 second with background noise with
varying SNR (see 3.4.1) in dB. In particular, with probability p = 1/2 we add noise with an SNR
chosen uniformly from [0, 5] dB. With p = 0.3 with an SNR ~ U([5, 10]), and with p = 0.2 with
an SNR ~ U([10, 15]). The probability of applying the background noise transformation is 0.8.

Impulse Response: To simulate the effect of diverse spatial and microphone environments, mi-
crophone and room impulse responses are sequentially applied using the convolution operation as
in 3.4.2. Impulse response is added with probability equal to 1.

Time offset modulation: As we have already mentioned, the fingerprints (representations) are
extracted for each 1 sec audio segment duration with a hop size of 500ms. However, in a realistic
scenario the captured audio stream may be shifted. To this end, we shift the audio fragment with
an offset of up to 200 ms with probability p = 0.3.

Low/High Pass Filters with Decaying Energy: Low and high pass filters as introduced in 3.4.3
are utilized to model the degradation of certain frequencies when the audio is captured through
the microphone. We apply both low and high pass filters with decaying energy with probability
p = 0.4. In the low filter case, we randomly choose a threshold v, € [2000, 3000] Hz and we
decay the frequencies of each octave above that threshold with increasing fixed decibel numbers
a € {6k : k = 2,...6}. Similarly, in the high pass filter, we randomly choose a threshold
ve € [500, 1000] Hz and we decay the frequencies below that threshold in the same manner as
in case of the low pass filter. As we will see, these kind of transformations increased by a huge

margin the performance of the overall system on the microphone test.

We denote the above transformations by M(:). By this notation, M(x) corresponds to the output
of the clean audio sample x when distorted with the aforementioned transformations. The idea

of the contrastive loss is to bring as closely as possible the distorted audio sample M(x) to the
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original sample x in the latent space. This is achieved by maximizing the inner product

(gof M(x)),go f(x)).

More formally, the contrastive loss is defined as follows: Let a sample {x;, ..., xy} of clean audio
spectrograms corresponding to 1 sec and let {xy.1,...,xon} their corresponding transformations,
ie, xiny = M(xp).i=1,...,N. Then, the loss that measures how close is x; to x; on the embed-

ding space S ! is given by

90/ (x1).9of (%)) /T

8ij) = - log =55 (5.2.6)

jem1 Lizi - &(9of (x).92f (x)) /T

where T > O is a hyperparameter called the temperature. Observe that £ is not symmetric, i.e.,
(i, j) # £(j, ©). The contrastive loss is then given by

N
1
L= é[l!(k,N +1) + AN + K, k)]. (5.2.7)

Algorithm 5.1 provides a high level overview of the training pipeline with the contrastive loss. We
use the custom dataset as described in section 6.1 comprising of 26016 audio clips in total. 17
songs are hand-picked to serve as the test songs to evaluate the performance of the deep audio fin-
gerprinting approach. The results are presented in paragraph 6.3.1. We train the model according
to algorithm 5.1 for a maximum of 120 epochs. We use a large batch size equal to N = 500 since
the contrastive loss benefits from large batch sizes. We use LAMB( 4.3.5) as an optimizer since it
performs better for large batch size values. The learning rate is equal to 1073 - N/640 and decays
with a cosine function reaching a minimum of 10~7 at epoch 120. The temperature parameter
is T = 0.05. Figure 5.4 shows the training and validation curves for each training epoch. The
minimum validation loss occurred at epoch 68 reaching a value of 0.2670. Early stopping was
used with a patience corresponding to 15 epochs. The next step is to use the best model to extract
the representations (fingerprints) for the 26016 songs. We extract the audio fingerprints corre-
sponding to 1 sec duration with a hop length equal to 500 ms. This results to a total of 1973384
128-dimensional fingerprints.

Arcoritam 5.1: Training of the CNN with Contrastive Loss

Input: Even number of batch size N, temperature T > O, transformations M(-).
for each sampled mini-batch {xk}llzz %
forall ke {1,...,N/2}do
compute the transformed samples xy /o1 = M(xi).
zjc — g o f(xi).
Zn/2+k < 9 ° S (Xn/2+0)-
Create the set {z;, ..., zN/2. ZN/241, - - - » ZN)-
forall ke {1,...,N/2}
Compute (I, N/2 + k), {(N/2 + k, k).
Compute £ = £ SN2[p(1, N/2 + k) + 6(N/2 + K, k).
Update the parameters of g o f to minimize L.
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One way to verify that the model has learned useful representations is to plot the fingerprints for
two different songs. In Figure 5.5 you can see the fingerprints of two different songs: 1) "Sorry"
by Madonna, and 2) "Queen of the Night Aria" by Wolfgang Amadeus Mozart projected in the
2D plane using PCA. A 5-sec audio fragment from the Queen of the Night Aria has been distorted
with background noise to produce 9 query fingerprints.

3.0 A —— Train Loss
—— Val Loss

2.5

2.0 A

Loss

1.5 1

1.0 1

Min Val Loss: 0.2670
0.5 1

0.0 1

0 20 40 60 80
Epoch

Figure 5.4. Train and validation loss curves.

Madonna - Sorry
o * = Queen of the Night Aria
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Figure 5.5. Fingerprints of the songs "Sorry" (blue) by Madonna and "Queen of the Night Aria"
(orange) by Wolfgang Amadeus Mozart project in 2D with PCA. The green dots correspond to
fingerprints of a 5-sec audio fragment of the Queen of the Night distorted with background noise
with 0 SNR in dB.
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5.3 Creating the Database

In this section, we describe how to set up the database of fingerprints to allow for fast and effi-
cient retrievals. As stated in the previous section, 26,016 songs yield a total of 1,973,384 128-
dimensional fingerprints. Each entry of the feature vector is stored as a 32-bit floating point, re-
sulting in a total of 1.1 GB. However, approximately 25,000 of the songs correspond to 30-second
audio fragments. In a realistic scenario, assuming each song lasts about 3 minutes on average
(i.e., 180 seconds), the database will contain approximately 9 million fingerprints, with a total size
of 5 GB. Considering scalability, these numbers are prohibitive for applications that will run on
small devices requiring fast retrievals. In the next paragraph, we introduce the concept of product
quantization, a technique which significantly reduces the memory footprint of the database. To
address the challenge of searching in large databases with millions of fingerprints, we employ a
non-exhaustive search technique based on inverted file indexing. The synergy between these two
techniques enables us to establish a highly efficient recognition system capable of operating on

small devices.

5.3.1 Indexing the Database

Computing Euclidean distances, as well as other metric quantities, between high-dimensional vec-
tors is a fundamental requirement in many applications. Just like in our case, numerous recom-
mendation systems need to search for similar items represented as vectors in the database. This
paradigm it is known as nearest neighbor (NN) search. Nearest neighbor search is inherently ex-
pensive due to the curse of dimensionality [45, 46]. Our goal in NN search in R? is to find the
element NN(x), in a finite set 8 C R of n vectors, minimizing the distance to the query vector
x € R%:

NN(x) = arg min d(x, y). (5.3.1)
yeB

An obvious way to address this problem is by employing an exhaustive search on the database,
i.e., search one by one the items y € B. However, this approach is not effective when the cardinal
number of B is large. A lot of algorithms [47, 48, 49] have been invented to address this issue by
performing approximate nearest neighbor (ANN) search. On the other hand, vector quantization
methods aim to reduce the cardinality of the representation space and, thus, reduce the memory
footprint of the fingerprints to be stored in the database. A survey on quantization methods can be
found in [50]. In this paragraph, we focus on the methods presented in [44], where product quan-
tization is combined with an inverted file indexing technique to simultaneously reduce retrieval

time and the total memory footprint of the database.

Product Quantization

Quantization methods reduce the cardinality of the representations through quantizers. Formally,

a quantizer is a function g mapping a d-dimensional vector x € R? to a vector
gx)eC={c¢:iel},
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where 7 is a finite index set, e.g., 7 = {O,...,k — 1}. The reproduction values c; are called
centroids. The set of reproduction values C is the codebook of size k. The set V; of vectors

mapped to a given index i is referred to as a (Voronoi) cell, and defined as
Vi={xeR%: g(x)=c¢) (5.3.2)

The K cells of a quantizers form a partition of R, i.e. R% = ?:1 Vi,and Vi N'V; = 0 fori # j.
In the context of product quantization, the approach differs: instead of quantizing the entire vector
x € RY, we partition the vector into m subvectors u; of dimension d* = d/m, where d is a multiple
of m, and apply separate quantization to each resulting subvector. Therefore, a given vector x is

mapped as follows:

XlseoosXdtsenoos Xdedi+1s - - - » Xa P q1(U1(X)), . .., gm(um(x)), (5.3.3)
[ R —
u (x) Um(x)

where g; is a low-complexity quantizer associated with the j-th subvector. With the subquantizer g;
we associate the index 7}, the codebook C; and the corresponding reproduction values (centroids)
cji- A reproduction value of the product quantizer is identified by an element of the product index

set I =1, X --- X I . The codebook is therefore defined as the cartesian product
C=C1 X XCn,

and a centroid of this set is the concatenation of centroids of the m subquantizers. From now on,
we assume that all subquantizers have the same finite number k* of reproduction values. In that
case, the total number of centroids is given by k = (k*)™. Then, each subvector u; is associated
with a unique centroid cj;. The key part of this correspondence is that we only need to store each
centroid ¢j; once, and for each subjector u; we only need to store the index i € J; associated with
the centroid cj;. Figure 5.6 illustrates this idea with a simple example where a 16-dimensional
vector is mapped to a 4-dimensional vector with integer values. The centroids c;; are learned at a
preprocessing step via the K-means algorithm. In this way, the complexity of learning the quan-
tizer is m times the complexity of performing K-means clustering with k* centroids of dimension
d-.

U U2 us Uy

|2.4 |—1.2| 1.2|3.5 0.5|4.4|5,4|0.4 o.7|2.2 4.4|s.s 5.5|3.3|4.9|1.2|

Ca

Figure 5.6. lllustration of product quantization. A 16-dimensional vector is mapped to 4-
dimensional integer valued vector, where each entry corresponds to the index of the associated
centroid.

a7 ]s|
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To calculate the space savings achieved by this representation, we first note that since each index
set J; contains at most k™ integers, its space requirement is O(log, k*). With m index sets Ij, the
complexity of representing a single data item is m - log, k*, referred to as the code length of the
quantizer. Additionally, we need to store the mk™ centroids c;; as 32 bit floating point numbers.
Therefore, the memory footpring for a database of size n is 32mk*d+nmlog, k* bits. In practice,
k* is often chosen to be a power of 2, with k* = 256 = 28 being a reasonable choice. Table 5.2
displays the space requirements of product quantization for various values of m and the number of
songs in the database. The trade-off lies between the number of subquantizers m and the system’s
performance. Smaller values for m correspond to higher compression at the cost of accuracy in

retrieval time.

Table 5.2. Space requirements in Product Quantization (d = 128)

Songs Fingerprints (N) m n(k* = 2™ Database Size
2.7K ~ 1M 64 8 97 MB
2.7K ~ 1M 32 8 67 MB
55K ~ 2M 64 8 136 MB
27K ~ 10M 64 8 648 MB
140 K ~ 50M 64 8 3.2GB
140 K ~ BOM 8 8 400 MB

Now, on query time, the distance calculation between a query vector x € R and the quantized
database vectors q(y) = (qi1(wy), . . ., gm(um)) proceeds as follows: Denote by d(x, y) the distance
between x,y in R?, where d is the Euclidean distance. Then, d(x, y) is approximated by the
distance d(x, y) = d(x, q(y)), which is computed using the decomposition

m
— 2
d(x, q(y)) = d(x, q(y)) = JZ d (), () (5.34)
J=1
where the squared distances d(u(x), cﬁ)z, forj=1,...,mi=1,..., k" are computed prior

to the search. However, searching with product quantization still examines all elements of the
database, which can lead to a time overhead during the retrieval process. Below, we present the

inverted file index that addresses this issue.

Inverted File Index

Inverted file index introduces another quantizer q., referred to as coarse quantizer, that associates
the database items to a predetermined number of centroids ¢;, for j = 1,..., k’. The number of
centroids associated with q. typically ranges from k' = 1,000 to k' = 1,000, 000. Then, for

each item y € R in the database, the product quantizer gy, is used to encode the residual vector

r(y) = q - qc(y), (5.3.5)
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corresponding to the offset in the Voronoi cell. In this representation the vector y € R is approx-
imated by

U= qc(v) + gp(y — qc(y)). (5.3.6)

In this case, the estimator of d(x, y), where x is the query and y the database vector, is computed

as the distance d(x, y) between x and iJ:

alx y) = d(x - qe(v). gp (Y — 4e(v))).- (5.3.7)

Denoting by g, the j-th subquantizer, 5.3.7 can be calculated via

m

atey?® = > d(ux - qe). gy (4(y - aev)))

J=1

2

(5.3.8)

Similar to the case of the product quantizer strategy, for each subquantizer gy, the distances be-
tween the partial residual vector w(x — q.(y)) and all centroids c;; of gy, are preliminary computed
and stored. The product quantizer is learned on a set of residual vectors collected from a learning
set. In detail, the construction of the inverted file index system along with the product quantization
on residuals is the following: Suppose we have a finite set of database items 8 = {y;,...,yn}, a
coarse quantizer g, with k’ centroids, and a product quantizer g,. We first cluster each database
vector according to g, using K-means. This clustering yields k’ inverted lists L1, ..., L, where
each list £; stores the indexes of the database items associated with the centroid ¢;. Formally, £;
can be expressed as

Li={1<i<N: qey) = ci}. (5.3.9)

Then, a single product quantizer gp, is produced by the residuals y;—q.(y;). 1 < i < N. As opposed
to the product quantization (without the inverted file index) an additional storage of 32dk’ bits is
needed to store the k&’ centroids produced by the coarse quantizer g.. On query time, the vector
x is assigned to the closest centroid ¢; according to the encoding g.(x), and only the inverted list
L; corresponding to g.(x) is scanned. However, x and its nearest neighbor are often not quantized
to the same centroid, but to nearby ones. To address this problem, a technique called probing
is used. The query x is assigned to @ indexes instead of only one, which correspond to the @
nearest neighbors of x in the codebook of g.. Algorithms 5.2, 5.3 (as presented in [44]) describe
the indexing, and searching process in the inverted file system with product quantization.

Avrcoritam 5.2: Indexing a vector y

Input: Database items B, trained coarse quantizer g, trained product quantizer g,

1. quantize y to q.(y)

2. compute residual r(y) = y — q.(y)

3. quantize r(y) to gp(r(y)), which, for the product quantizer, amounts to assigning u;(y) to
qi(ui(y)), forj=1,...m.

4. add a new entry to the inverted list corresponding to g.(y). It contains the vector identifier and
the binary code (the product’s quantizer’s indexes).
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Arcoritam 5.3: Searching on the database

Input: Database items 8, trained coarse quantizer g, trained product quantizer g,
Input: query vector x

1. quantize x to its @ nearest neighbors in the codebook g.. Denote by r(x) the residuals associated
with these o assignments. The following steps are applied to all o assignments.

2. compute the squared distance d(u(r(x)), cﬂ)2 for each subquantizer j and each of its centroids
Gji

3. compute the squared distance between r(x) and all the indexed vectors of the inverted list.
Using the subvector-to-centroid distances computed in the previous step, this consists in summing
up m looked-up values.

4. select the K nearest neighbors of x based on the estimated distances. This is implemented
efficiently by maintaining a Maxheap structure of fixed capacity, that stores the K smallest values
seen so far. After each distance calculation, the point identifier is added to the structure only if its
distance is below the largest distance in the Maxheap.

Assuming that the database items are uniformly distributed to the centroids produced by the coarse
quantizer, the time complexity is reduced by a factor of k’ in case the probing is equal to 1. In
case where w lists have to be scanned, about n X w/k’ entries have to be parsed, which is again

significantly lower compared to the exhaustive approach.
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Chapter 6

Datasets and Experiments

In this chapter we present the experiments conducted for the purposes of the thesis. We first
begin by introducing the dataset that we used for setting up the database for both approaches,
and to train the deep neural network as well. In Section 6.2 we introduce two experiments for
evaluation the perfomance of both music recognition system. In Section 6.3 we implement by
using an open source library a music recognition system based on the ideas of Shazam’s algorithm
as described in 3.5. We evaluate the performance of this system in two different scenarios. Next, in
paragraph 6.4.1 we present the implementation details for the deep audio fingerprinting approach
and the results in the off-line evaluation. We conclude this chapter in paragraph 6.4.2 where we
compare the performance of these two system in a realistic scenario where the audio fragments
are captured through the microphone of a portable device. Furthermore, we evaluate the impact of
the augmentations on training the CNN. The results show that the music recognition system based

on the ideas of deep learning exhibits superior performance when compared to the classic method.

6.1 Dataset

For the purposes of the experiments we constructed a custom dataset consisting of 26,016 songs.
24,985 songs were obtained from the well-known FMA dataset [51]. In particular, these 24,985
audio clips correspond to 30-sec audio fragments from various music genres. Furthermore, 1,031
songs (full-length) were downloaded from YouTube with yt-dlp API! to resemble as closely as
possible a realistic scenario where the songs cannot be easily distinguished according to their
genre. Two collections of 17 songs, and 15 songs, out of the 1,031 were hand-picked accord-
ing to the author’s personal preferences to serve as the test songs to measure, and compare the
performance of the music recognition systems in the off-line evaluation, and in the microphone
evaluation protocols, respectively (see 6.2). In Tables 6.1, 6.2 you can see these songs and some
general information such as the artist’s name, duration, and genre. All songs where downsampled
to 8KHz in a mono format with FFmpeg? resulting to 16GB of total size. In addition, 100 audio
clips with various ambient noises like cars, train stations, and people talking in various places
(bars, clubs, cafeterias, etc.) were collected to simulate the background noise that these music

recognition systems may encounter in a real scenario. The total duration of the background noises

Lhttps://github.com/yt-dlp/yt-dlp
Zhttps://ffmpeg.org/documentation.html
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Chapter 6. Datasets and Experiments

is 20 hours, 42 minutes, and 8 seconds. Finally, to train the deep neural network to exhibit ro-
bustness against the reverbaration effects that may arise in a realistic scenario, 292 audio clips of

impulse responses were hand picked according to the quality to simulate these distortions®.

6.2 Evaluation Protocols

To evaluate and compare the performance of the two music recognition systems we introduce two

different evaluation protocols:

(i) An off-line evaluation protocol where the 17 test songs are distorted in an off-line manner
with background noise of fixed SNR. By an off-line manner we mean that the clean audio
signals are distorted with background noise as described in Algorithm 3.1. With this test we

are able to measure the robustness of the systems for fixed SNRs.

(i1) In a realistic scenario more distortions than the background noise arise. For that reason, we

developed an evaluation protocol that aims to capture these distortions as well.

Below we give more details about these two protocols.

6.2.1 Off-line Evaluation

In the off-line evaluation we used the songs 17 songs listed in Table 6.1. For both systems, we
performed the experiment by varing the query duration and the SNR of the background noise
relative to the clean audio fragment. We examined the performance of both systems by considering
all possible combinations of SNRs and query durations from the sets {0, 5, 10, 15} (in dB) and
{1.2,3,4,5, 10} (in seconds) for the SNR, and query duration, respectively. Usually in these
tasks, one is not only interested in determining which song is being played, but also finding the
exact time position of the query with respect to the original audio recording. To this end, one
introduces the Top-1 hit rate (%), which is equivalent to recall with the extra requirement that the
true positives not only correspond to the correct identification of the query audio fragment but also

determining the time position within an acceptance tolerance corresponding to 500 ms. Formally,

Top-1 hit rate is defined as follows: Suppose we have a finite sequence of queries Qi . . ., Qu, and
the respective output predictions Py, . . ., Py of the system. Furthermore, denote by q, . . ., g the
time position relative to the original audio fragment of the queries Q;, ... Qy, and by p1, ..., pu,
the respective time positions of the output predictions Py, . .., Py. Then, Top-1 hit rate is given by

M

Lg=p - Lig-pl<05

100 x — = 6.2.1
le o (6.2.1)

where 1 4 is the indicator function on the set A.

6.2.2 Microphone Evaluation

For the microphone evaluation experiment*, 15 songs from various genres were carefully selected

to simulate a diverse range of audio sounds. These songs were normalized to achieve equal energy

3see [52] and https://micirp.blogspot.com
4Many thanks to Antonia, the creator of this experiment. GitHub: https://github.com/apetrogianni.
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6.2.2  Microphone Evaluation

levels and then concatenated to create a single audio recording lasting 52 minutes. Similarly, an
audio recording of the same duration, containing a variety of background noises, was generated.
Subsequently, the recording containing the clean songs was played through a laptop device.
Meanwhile, a smartphone was connected to a bluetooth speaker, with the noisy recording
starting to play alongside the query recording. The resulting sound was captured by the laptop’s
microphone. The speaker was positioned in three different locations relative to the laptop’s po-
sition. As a result, three recordings (namely, low.wav, mid.wav, high.wav) were obtained, each
exhibiting increasing distortions based on the position of the speaker. The high.wav recording
corresponds to the closest position of the speaker, while the low.wav recording corresponds to the
farthest position. We evaluate the performance of both systems by varying the query duration in
the set {2, 5, 10, 15}. We report the accuracy of each system and evaluate the importance of ap-
plying the low/high pass filters on the neural network. As it is evident from the results presented
in the upcoming sections, this augmentation improves the performance of the deep audio system

by a huge margin, making it ideal for real-time applications.

Table 6.1. Test Songs in Off-line Evaluation

Song Artist Duration Genre
Buffalo Soldier Bob Marley 4:21 Reggae
Bad Like Jesse James John Lee Hooker 5:21 Blues
On Melancholy Hill Gorillaz 4:13 New wave, Synth-pop
The Promide You Made Cock Robin 3:52 Jazz
Girls Like You Maroon 5 3:52 Pop
Blinding Lights The Weeknd 3:19 New wave, Synth-pop
Sorry Madonna 4:41 Pop
Neglect Mr. Kitty 3:35 Synth-pop, Darkwave
Running Up That Hill Kate Bush 4:53 New Wave, Synth-pop
Set Fire to the Rain Adele 4:02 Pop
‘Otav oe elda Eava Tagp Adbog 4:50 Greek Hip-Hop
dilo Me Zropuatng Kpaovvakng 3:10 Greek Entechno
ZpNoe to PeyydpL Anuitpng Mntpomavog 4:01 Greek Laiko
ZuyyopnTpLo Avvo, Bioon 5:09 Greek Laiko, Entechno
Dike £ho OTTOPE TOV TOVAW I'avyng Iovidmovhog 3:21 Greek Laiko
Avio6medn Ntioko Pan Pan 4:06 Electro-pop
Queen of the Night Aria Wolfgang Amadeus Mozart 3:10 Classical
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Table 6.2. Test Songs in Microphone Evaluation

Song Artist Duration Genre
Viva La Vida Coldplay 4:02 Baroque Pop
Lookin Out My Back Door Creedence Clearwater Revival 2:35 Country Rock
We Danced Brad Paisley 3:46 Country
How Do You Sleep? Sam Smith 3:22 Pop
The Four Seasons - Spring- Allegro Antonio Vivaldi 3:15 Classical
It Must Have Been Love Roxette 4:15 Pop
Love of a Lifetime Fireouse 4:47 Glam metal
I've got you under my skin Frank Sinatra 3:46 Jazz
You and your hand Pink 3:33 Pop
Rude boy Rihanna 3:44 Pop
Sweet Nothin’s Brenda Lee 2:20 Country
I don’t wanna live without your love Chicago 3:57 Soft Rock
A bird in the hand Ice Cube 2:20 Hip-hop/rap
Summer is crazy Alexia 4:21 Eurodance
Bad guy Billie Eilish 3:14 electro-pop

6.3 dejavu: An Open Source Library for Shazam’s Algorithm

In this section, we set up a music recognition system that make use of the fingerprinting method
described in Section 3.5 to recognize short audio fragments captured in noisy and reverberant
environments. To implement the audio fingerprinting system we use dejavu’, an open source
library which is written in Python. The code including all the experiments conducted for the

purposes of the thesis is available on a public GitHub repository.°

6.3.1 Creating the Database

To setup the database we used the 26,016 songs as discussed in 6.1. These songs yielded a total
of 58,659,291 fingerprints. The database corresponding to the audio fingerprints is represented by
two MySQL tables. The first table, named SONGS, is created to keep track of all the necessary
metadata related to the songs in the database, and the second table, named FINGERPRINTS, keeps

the fingerprint hashes of the songs. Below, we describe these two tables in more detail.

(1) SONGS: The first table keeps track of all the relative metadata of the songs in database.
The fields of this table are:

(1) song_id: A unique non-negative integer value serving as the primary key of the table..

(2) song_name: A string representing the name of the song.

Shttps://github.com/worldveil/dejavu
®https://github.com/ChrisNick92/deep-audio-fingerprinting
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6.3.1 Creating the Database

() file_shal: A 10-byte binary string, represented in hexadecimal form, indicating the

hash value of the file from which the fingerprints are extracted for the song.

(4) total_hashes: A non-negative integer value representing the total number of hashes
stored in the database for the song..

(5) date_created: A date indicating when the song was added to the database.
(6) date_modified: A date indicating the most recent modification date for the song.
(i)) FINGERPRINTS: The second table corresponds to the audio representation of the database.
It stores all the hashes that are extracted from the songs. Dejavu follows the method of Wang

described in 3.5.3, where the hashes are generated by the triplets (ko, k1, n; — ng) as defined
in (3.5.9). The table consists of the following fields:

(1) hash: A 10-byte binary string represented in hexadecimal form, corresponding to the
hash resulting from the triplet (ko, k1, n; — np).

(2) song_id: A non-negative integer value corresponding to the foreign key resulting from
a one-to-many relationship with the SONGS table.

(3) offset: A non-negative integer corresponding to the time frame on the spectrogram
in which the triplet (I, k1, iy — ng) belongs. This index is important since we can

retrieve the time stamp of the query, i.e., the time offset of the query.
(4) data_created: A date indicating when the fingerprint was added to the database.

(5) date_modified: A date indicating the most recent modification date for the fingerprint.

Figure 6.1 provides a graphical representation of Dejavu’s database schema, and Table 6.3 the

hyperparameters used to create the database with Dejavu.

dejavu database

S Fingerprints

1. song id o hash
e 2. song id
3. file sha1 Bl g
4. total hases 3. offset

. 4. data created
5. data created b
6. data modified .

Figure 6.1. Dejavu Database Schema.
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As we can see from Table 6.3, the requirements of Dejavu with respect to required storage space
are quite expensive since the size of the database is 6,7 GB for a total audio duration of 275
hours, 36 minutes, and 26 seconds. This requirement is not easily scalable to larger databases, and
the implementation of such systems requires moving from a single device to multiple devices by
setting up large clusters on the cloud. Tables 6.4 & 6.6 show some rows from these two MySql
tables.

136

Table 6.3. Hyperparameters and Statistics of Dejavu Database.

Sampling Rate Fs = 8000
Window length N = 4096
Hop length H = 2048(50%)
Size of local maximum neighborhood 10 x 10 (cell)
Fan value F =5
Number of songs 26016
Number of fingerprints 58659291
Database size 6786.7 (MB)

Table 6.4. Table FINGERPRINTS.

hash sond_id offset
0x0000FB78C9A4DBF91A15 1 1
0x07B98 A2 AF4EOBOE92045 1 1
0x08DBAS5S0DSFB57DB 14077 1 1
0x0BB512C2AD06356FEBES 1 1
0x0C9BFDB024CC4EAE4C4F 1 1
0xODFA37209D0902C33E85 1 1
0x0F81A32E220163D9EF73 1 1

Table 6.5. Table SONGS.

song_id song_name total_hashes
1 Kool & The Gang - Tonight (12”) 14550
2 New Kids On The Block - I'll Be Loving You 13678
3 Levert - Casanova 13966
4 Teena Marie - Lover Girl 20606
5 Bob Seger - Fire Lake 11646
6 Cyndi Lauper - Time After Time 12854
7 Hall & Oates - You’ve Lost That Lovin’ Feelin’ 14422
8 Tina Turner - Better Be Good To Me 12898
9 Rick Springfield - Don’t Talk To Strangers 10330
10 Wham - Careless Whisper 19306
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6.3.2 Performance in the Off-line scenario

To evaluate the performance of the music recognition system based on dejavu we perform the oft-
line evaluation as described in subsection 6.2.1. The best matching part of the database is the one
with the highest score in Ag(m) as defined in (3.5.7). Dejavu uses the term "input confidence" for
Ag(m). Figure 6.2 shows how the input confidence varies with respect to the background noise
with fixed SNR.

02004 ¢ Correct
e Wrong

0.175 1

0.150 1

e
-
N
o

Input confidence
e
.
o
o

0.075 1

0.050 4

0.025 4

0.000

T T T T T T T T T
-5.0 =25 0.0 2.5 5.0 7.5 10.0 125 15.0
SNR (dB)

Figure 6.2. Input confidence vs SNR in Dejavu. The query corresponds to 10 sec from the chorus
of Blinding Lights by The Weeknd. Green dots correspond to correct predictions, and red dots to
false predictions.

As we can see, Dejavu is quite robust to high signal distortions as it correctly matches the audio
fragment even in SNRs below 0. We can see that Dejavu correctly classified 34/40 queries, yield-
ing a total of 85% accuracy in the song identification. However, usually in these tasks, one is not
only interested in determining which song is being played, but also finding the exact time position
of the query with respect to the original audio recording. To this end, we use Top-1-hit-rate as
defined in 6.2.1 to evaluate the performance in the off-line scenario. Table 6.6 summarizes the

results.
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Table 6.6. Performance of dejavu in the Off-line Evaluation.

Metrics Query length (s) 0dB 5 dB 10dB 15dB
Accuracy 391% 591% 784 % 887 %
F1 score 1 6.86% 11.01% 14.12% 15.92%
Top-1 hit rate 339% 472% 6.89%  7.30%
Accuracy 28.06% 36.66% 42.45% 48.23&
F1 score 2 41.05% 52.94% 59.06% 64.61%
Top-1 hit rate 24.27% 33.32% 38.48% 44.02%
Accuracy 41.38% 60.70% 68.10% 73.78&
F1 score 3 57.36% 74.53% 80.50%  84.54%
Top-1 hit rate 38.65% 56.82% 63.79% 69.32%
Accuracy 52.06% 7191% 81.30% 86.77&
F1 score 4 66.22% 82.83% 89.19%  92.79%
Top-1 hit rate 48.32% 67.11% 75.84% 81.59%
Accuracy 60.02% 79.83% 87.52% 91.60&
F1 score 5 7331% 88.38% 93.23%  95.39%
Top-1 hit rate 55.22% 7515% 82.11% 86.55%
Accuracy 82.85% 94.69% 98.07% 98.79&
F1 score 10 90.08%  97.25%  99.05%  99.40%
Top-1 hit rate 77.78% 90.34% 93.48% 94.44%

Table 6.6 shows that dejavu is quite sensitive to short queries (less than 4 seconds), scoring less
than 50% for low SNRs. However, for 10-second queries, we observe that dejavu exhibits robust
performance with a score of 77% even at 0 SNR. As the query duration increases, dejavu’s perfor-
mance undergoes dramatic changes, achieving very high scores. However, these long queries are

impractical for real-time applications, where users expect results in just a few seconds.

6.4 Comparing the Music Recognition Systems

In this section, we compare the two music recognition systems in terms of their performance and
scalability. We first present the results of the deep audio fingerprinting approach in the off-line
evaluation, along with some implementation details. In the last subsection, we compare dejavu
with the deep audio fingerprinting approach in the microphone evaluation, a test that better sim-
ulates real-world conditions. Additionally, we demonstrate that augmentations related to low and
high pass filters are crucial for the deep neural network to achieve robust performance in scenarios

where users capture the audio fragments from their portable devices.

6.4.1 Deep Audio Fingerprinting Performance in the Off-line Evaluation

The code that was produced for the purposes of this thesis is publicly available on GitHub’. The

code is written in Python, and the deep learning framework that we used for the deep audio finger-

https://github.com/ChrisNick92/deep-audio-fingerprinting
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6.4.1 Deep Audio Fingerprinting Performance in the Off-line Evaluation

printing approach is PyTorch®. For the training part, we used the custom dataset as presented in
Section 6.1. We split the dataset in 80-20 manner for the training, and validation sets, respectively.
The 17 songs used for the off-line evaluation protocol (see 6.2.1) are excluded from these sets. For
the data augmentations, Audiomentations” API was used. To create of the database of fingerprints
based on the inverted file structured along with the product quantization we used faiss'®, an open
source library developed by Meta Al In detail, we create an IVFPQ (inverted file + product quanti-
zation) index as described in paragraph 5.3.1. The number of coarse centroids is equal to k’ = 20,
and the number of subquantizers is equal to m = 64. A total of 28 = 256 centroids is chosen for
each subquantizer. We extract a total of 1,973,384 fingerprints. For each song, we extract 1 finger-
print for each second with a hop size equal to 500 ms. This yield a total of 1,973,384 fingerprints.
The database size is 137 MB. Furthermore, an additional structure represented as a Python dictio-
nary keeps track of the correspondence between song names and their corresponding fingerprints
in the faiss index. The size of this dictionary is 556 KB. Therefore, the size requirement of this
approach is roughly 137 MB, significantly lower compared to dejavu, where the database size was
6.7 GB for the same dataset comprising 26,016 songs. Table 6.7 summarizes some of the most

important hyperparameters and some statistics of the resulting database.

Table 6.7. Hyperparameters and statistics in the deep audio fingerprinting approach

Parameter Value (N)
Sampling Rate 8000
STFT window function Hann
STFT window and hop 1024, 256
STFT spectrogram size F X T 512 X T(T = 32)
low-power Mel-spectrogram size F’ X T 256 X T(T = 32)
Fingerprint {window length, hop} {1s, 0.5s}
Fingerprint dimension d 128
Network parameter embedding size h 1024
Batch Size 512
Number of songs 26,016
Number of Fingerprints 1,973,384
Number of subquantizers m 64
Number coarse centroids k’ 20
Number of bits n 8

At query time, the first 5 coarse centroids out of 20 are scanned and first 4 nearest neighbors are
returned. We measure the distance based on the inner product. This means, that higher distance
values correspond to points closest to the query. We employ the same searching technique as
introduced in [14], referred to as sequence search to determine the starting position of the query
audio fragment with a time tolerance of +500 ms. More formally, for a query sequence {xl-}l.L:O

consisting of L consecutive segments: We first gather the top k segment-level search results indices

8https://pytorch.org
“https://github.com/iver56/audiomentations
1Ohttps://github.com/facebookresearch/faiss
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I; from the database, for each query segment x;. The offset is then compensated by I/ = I; — i. The
set of candidates indices ¢ € C is determined by taking unique elements of U{;O I]. The sequence-
level similarity score is the sum of all segment-level similarities from the segment index range
[c, ¢ + L], and the index with the highest score is the output of the system. The name of song is
returned using the python dictionary. To test the performance, we use the 17 songs from Table 6.1.

In Table 6.8 you can see the performance of the system for varying SNR values and query lengths.

Table 6.8. Performance of Deep Audio Fingerprinting System.

Metrics Query length (s) 0 dB 5 dB 10dB 15dB
Accuracy 56.80% 81.19% 91.73 % 94.78 %
F1 score 1 70.79% 88.73% 95.10% 96.84%
Top-1 hit rate 45.30% 66.52% 78.33% 84.48 %
Accuracy 78.11% 92.54 % 97.56 % 98.61 &
F1 score 2 86.80 % 95.54 % 98.43 % 99.06 %
Top-1 hit rate 63.77 % 78.35 % 87.09 % 89.63 %
Accuracy 83.41 % 96.12 % 98.49 % 99.07 &
F1 score 3 90.25 % 97.55 % 99.04 % 99.33 %
Top-1 hit rate 69.25 % 83.41 % 89.44 % 92.82 %
Accuracy 87.73 % 97.32 % 98.75 % 98.95 &
F1 score 4 92.92 % 98.39 % 99.20 % 99.29 %
Top-1 hit rate 73.44 % 85.52 % 91.75 % 92.62 %
Accuracy 89.32 % 97.48 % 98.56 % 99.16 &
F1 score 5 93.58 % 98.35 % 99.07 % 99.39 %
Top-1 hit rate 75.99 % 85.52 % 89.68 % 93.88 %
Accuracy 95.65 % 98.07 % 98.55 % 98.31 &
F1 score 10 97.27 % 98.86 % 99.06 % 98.97 %
Top-1 hit rate 78.50 % 84.30 % 88.89 % 92.51 %

As we can observe, the deep audio approach surpasses dejavu by a substantial margin, particularly
for short queries of length less than 10 seconds. As the query length increases, the performance
of dejavu significantly improves compared to the deep audio fingerprinting system. However, this
becomes impractical for real-time applications where the retrieval process needs to be as fast as
possible. Table 6.9 shows the inference time through the model, the query time to search on the

database for the best matching index, and the total time required to return the output.

Table 6.9. Inference, Query, and Total time

Query length (sec) 1 2 3 4 5 10
Inference time (ms) 138.13 18538  226.59 26243  300.15 502.24
Query time (ms) 3.85 5.07 8.18 10.39 13.05 24.11
Total retrieval time (ms) 14198 19046 23477  272.83 31320  526.35
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6.4.2 Deep Audio vs. Dejavu in Microphone Evaluation

Up to this point, we have evaluated the performance of the music recognition systems by intro-
ducing background noise to the clean audio signals. However, in a realistic scenario where the
query signal is captured in noisy environments, additional distortions may also occur. Further-
more, these music recognition systems typically operate on portable devices, meaning that query
audio fragments are captured through the devices’ microphones. Therefore, it is necessary to test
the performance of both systems in conditions that reflect these real-world scenarios. To accom-
plish this, in this subsection, we compare the performance of the music recognition systems using
the microphone evaluation, as presented in 6.2.2. Additionally, we test the performance of the
deep audio approach, and examine whether the augmentations with regard to the high/low pass

filters improve the accuracy of the model. Table 6.10 summarizes the results of the experiment.

Table 6.10. Performance (Accuracy) of the Music Recognition Systems on Microphone Experi-
ment.

Maetrics Query length (s) low mid high
Deep Audio 85.03% 62.65% 41.92%
Deep Audio (No Filters) 2 67.22% 49.02% 19.47%
Dejavu 12.63% 6.50% 10.73%
Deep Audio 92.66 % 80.06 % 62.52%
Deep Audio (No Filters) 5 80.38% 65.39% 31.10%
Dejavu 59.21% 40.94% 47.24%
Deep Audio 94.52% 90.32% 74.19%
Deep Audio (No Filters) 10 84.19% 78.39% 41.29%
Dejavu 83.60% 70.98% 71.29%
Deep Audio 97.56 % 90.24 % 80.98%
Deep Audio (No Filters) 15 86.34% 80.98% 48.29%
Dejavu 93.33% 77.14% 83.33%
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Chapter 7

Conclusions

In this thesis, we have presented the basic theory and techniques used in audio signal process-
ing. We focused on the task of song identification and developed two different music recognition
systems. The first music recognition system is based on the well-established Shazam’s algorithm,
representing the traditional approach to song identification. In contrast, the second approach lever-
ages recent advances in deep learning by training a deep neural network to exhibit robust perfor-
mance against signal distortions.

We presented the underlying theory of each system and compared their performance through
a series of experiments. One major drawback of the classic fingerprinting approach is the rapid
expansion of the database as more songs are added to the system. Specifically, we found that
the database size of dejavu was 6.7 GB for a total of 26,016 songs. In the case of the deep
audio fingerprinting approach, we achieved a database size of 137 MB for the same number of
songs by employing product quantization techniques. This reduction is possible because the vector
representation extracted from the raw audio signals by the model benefits from the extensive theory
of Approximate Nearest Neighbor search.

Furthermore, we observed that by applying suitable augmentations to the model, the deep
audio approach can outperform the classic approach, especially for short queries, making it well-
suited for real-time applications. On the positive side, music recognition systems using the classic
fingerprinting approach maintain consistent performance regardless of the distortions that may
be present. In contrast, if the model is not specifically trained to handle certain distortions, its
performance can significantly deteriorate when those distortions are encountered in a real-world
scenario.

However, with the growth in computational power and advancements in deep learning, ap-
proaches that leverage these aspects tend to outperform classic methods by a substantial margin
in various domains, including music information retrieval. For future directions in the song iden-
tification task, an interesting paper to consider is Self-supervised Product Quantization for Deep
Unsupervised Image Retrieval [53], in which the authors present an end-to-end system that jointly
trains a deep neural network to learn both the latent feature representations of images and the bi-
nary codes of product quantization. In their paper, they develop an efficient image retrieval system

that achieves state-of-the-art performance when compared to existing systems.
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