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Arnayopebeton n aviypagt, anodrixeuon xou Slovopr] Tne tapovoag epyactag, €€ oAoxhipou Y TUAUITOS AUTAS, Yid
eunopd oxond. Emtpéneton 1 avatinwot), amodixeuct) xou Siovour| Yol oxomd U xepdooxomuxd, EXTOUEVTIXAC
1) EEELYNTXAC PUOTC, UTO TNY TEoUTOVEST Vo avapépeTal 1) TYY) TPOEAEUOTC %ol VL BLTNEELTOL TO THPOV UAVUUAL.
Epwtiuata mou agopolv 1t yerion tne epyaociog yio xepdooxomxd oxond npénel vo aneudivoviol Teog Tov
CLUYYPAPEA.

Ou amderc xa o CUUTEPAOUATO TTOU TEPLEYOVTOL GE AUTO TO EYYRUPO EXPRELOUY TOV CUYYEAUPEX Xou EV TRETEL
va epunvevdel 6Tt avuinpoownedouy Ti¢ enionueg Yéocig Tou Edvixod Metodfiou IToduteyvelou.



ITepiindm

H Anocaghvion Onuxav Evvoidv (Visual Word Sense Disambiguation - VWSD) efvou évar xawvolpio medBinua
pe mohhéc mpoxAfoels, mou unopel vo tonodetndel oty tou peta€d Tou TEOBAAUNTOS ATOCUPTVIONG YAWO-
OOV EVVOLWV X0l TOU TEOPBAAUATOC avdXTNong EOVey and xeyevixés meplypopés. Me auth 1 el Yo
EMLYELENIOOVUE €V TEWTO OLUCLUC TG BAUC TEOEC TNV AVULYVMELOT] XAl AVTHIETOTLOT TOU VEOU aUTOV TEofBARUITOC,
eapuélovtog éva euph alvoho pedddwy. O tpdogates e€ehifelc xou xouvotoplec otov touén Twv Ontixoyiwo-
oxédv Metaoynuatiotdv (VL Transformers) nopousiolouv vlonowioels ye evioppuvtind amoteléoyarto, To
onola wotdo0o unoctNeilovue 6Tl Propoly va evicyudoly nepoutépw. o To Adyo autd, mpotelvoupe xdmoleg
TEYVIXES EVIoYUONG YVWONE TOU €Y0UV GXOTO Vo BEATIOCOUY TNV anddocT) avdxTnone Twv OnTixoyAwooixmy
Metaoynuatiotédv pe xpfion Meydhwv Mwoowxdv Movtéhwy (Large Language Models - LLMs) «¢ Bdoewg
I'vooewy. Iho cuyxexpyéva, entyelpo0Ue TNV avdxTnon e Yvoone mou eivon anodnxeuuévn adopuPa ota Bden
TV ONT0YAWOOXOY METAGY NUATIO TOY, EMEPWTMVTAS T UE XATIAANAES PEACELS, TTOU XANOVUE TPOTPOTES, O
ouvifxeg undevixnc pldmong- ywelc T xerom xdmotag Saduxaciog TEOEXTABEVONE 1 XATOWY AVTITPOCKTEU-
TIXoV xatevuvthplwy topadetyudtwy. Emmiéov, yeletdue to mpéBinua tng Anocagrivione Ontixody Evvounv
elte and v oty evég mpoPhiuatoc Avixtnone Ewdvev and Ewdvee, elte evéoc npoPAfuatog Avdxtnong
Kewévou and Kelpevou €10l doTte Vo SleUpeUVACOUNE TATIPWS TIC BUVATOTNTES TWV TLO CUYYPOVLV XAUVOTOUWY
HOVTEAWY TOU YENOWOTOUVTOL Yol TNV eniAucT Twv TEoBANudtwy aut®y. Erudiouda, exmoudebouue €va
Movtého Expdidnone Koatdtagng pe oxomd vo cuvBudoouye Tig SLopopetixés tpooeyY(oelc uag, emTuyydvovTog
LV TOULY OVLO TIXEL ATOTEAECUALTAL.

Emnpdoveta, yeatpénovpe to npoinua Anocaprviong Ontixey Evvoldv oe éva opyedg YAwooxd medBinuo
Epdtnone-Andvinong, dewpdvtag tig mopoyoueves Aeldvtes twv LTOPAPLOY EMOVOV ¢ UTOPRPIES amavTh-
OEl¢ TOMATATC ETAOYAC. LTEATNYINES YPNONE TEOTEOTOY YE UNBeVIXT) BOAA-Y0RIC TNV EVOWUATWOT) EVOELXTILV
TOEOOELYPETWV- 1) TOMATAY, BOAT-UE EVOWUATOOT HEPIXDY EVOEXTIXWY TUPUdELYUATOV- TpocTidevTon oTa TElpd-
HOTE, HOlG TTPOXELLEVOL VoL EEEPEVVHCOUNE TAPWS TN BUVITOTNTA EVOC TETOLOU PETACYNUATIOUOD Ylot TO TedBANUL
autd. IHoapdhhnha, 1 yeron npotpon®dv AACIBWTAC-ExEPNG pe UNdevixr-BoAr) pag anoxahOTTEL To ECWTERIX
Briuarta culhoyioTixic mou axoloudel éva Meydho Mwoowxd Movtého yior va emhéZel Ty xotdhAnhn urodr-
(Lo EXOVOL.  LUVOMXE, 1 TeoGEYYLon Tou mapoucialouue elval 1 TEMTN TOU AvohDEL TOL TAEOVEXTAUATA TNG
a€lonoinong yvoong nou Peloxeton anodnxevuévn ota Meydha [Mhwoowxd Movtéha ye Blapopetinolic tpémoug
yioe TV enthuom tou mpofifuatog tng Anocagriviong Ontxdv Evvouoy.

A€Zeig-xhedid — Anocoagrvion Ontxedv Evvowdyv, Iohuvtpominyy Avdxtnon Ewodvac-Kewévou, Om-
TwoyAlwowol Metaoynuatiotée, Meydio I'hwoowxd Movtéha, Meydha I'hwoowxd Movtéla we Bdoeg I'vdoewy,
Sulhoyiotin Awdixacio oe Meydha [hwoowxd Movtéha






Abstract

Visual Word Sense Disambiguation (VWSD) is a challenging task that lies at the intersection of linguistic
sense disambiguation and fine-grained mulitmodal retrieval. In this task, the goal is to retrieve the appropriate
image from a set of competitive candidates, given a word within a given context. In this thesis, we aim to
make a substantial step towards unveiling this interesting task. As a starting point, we propose some recent
state-of-the-art visiolinguistic (VL) transformers with promising baseline performance. We suggest the use
of Large Language Models (LLMs) as Knowledge Bases, which could better the retrieval performance of
VL transformers via knowledge-enhancement, in order to improve these baselines. Specifically, we utilise
appropriate prompts to query the LLMs and retrieve the knowledge which is stored in their weights, thereby
accomplishing performance improvements. We also study VWSD as a unimodal problem by converting
to text-to-text and image-to-image retrieval, in order to thoroughly investigate the capabilities of relevant
models. To combine our various modules, we train a learn-to-rank (LTR) model on a dataset derived by
combining the features of the aforementioned techniques.

Moreover, we transform VWSD into a text-only question-and-answer (QA) problem. To achieve this, we
designate each image with a generated caption and use the captions as potential multiple-choice textual
answers. To reveal the potential of such a transformation, we employ zero-shot and few-shot strategies, as
well as Chain-of-Thought (CoT) prompting in the zero-shot setting, in order to evoke the internal reasoning
steps an LLM employs to select the most suitable candidate and to provide internal explanations for this
selection. Overall, this thesis is the first one that attempts to analyse the merits of leveraging knowledge
stored in LLMs in various ways to solve VWSD.

Keywords — Visual Word Sense Disambiguation, Multimodal Retrieval, VL. Transformers, Large Lan-
guage Models, Language Models as Knowledge Bases, Reasoning in Large Language Models
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Euyaplotieg

Oo fideha va Toviow 6Tl To €pyo auTé dev Yo ftay duvatd ywelc TNy LTooTAELEN TOANGY avipdnwy. Oa Hieia
Vo eLyaploTRoW Witepa Tov emPBAénovTa pou, x. Utduou I'ewpyto, yio v mohdTurn xadodiynorn Tou otny
exmovnon autic e dtmhwpatixrc, xadde xou v Mogla Avpnepaiov yio T otev cuvepyaoia, TNy LTooTHELEN
xo TNV xodoplotx?) ouuBoln Tng oty epyaoio aUTY.

IToAd onuoavTixd yior uéva HTay oxXoUd 1) CUVALCONUATIXG CUVELGQORE TNG OXOYEVELNG XAl TWY QIAWY Yo Tou
Hou mopelyoy orydmy, othelEn xan YéAo. Idwadtepa, Yo el vo euyoploTHow XL Tov adeppo wou AlovioT Ue Tov
0m0{0 UEAOTA HOLPUOTHAXOPE Xot AUTO TO oxadNuoind Tto&idt amd Ty opy uéyptl To TéAoc xou Byrxape vixntéc.

Koewdapovha Avactacio, OxtodBene 2023
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1.1 Oewentixd YTroBadeo

H Anocagririon Ortikdv Evvody (Visual Word Sense Disambiguation - VWSD) etvou évor xawvolpto medBinua
HE OPXETEC TIPOXANOELS. 2%0To¢ Tou Tpofiruatog autol elvon Soleicag wiog Supopoluevng AéEnc-otdyou evide
EVOC XEWEVOU, IOV EXEL TO POAO evOLOMOYLXOL TAatclou, var avaxTndel 1 xatdAANAN exdva and Tig unodrigleg,
7 omola avTiTpocwneVEl xahiTeEpa TNy évvola e Aénc-otoyov[67]. T napdderyua, n gpdon To dévtpo av-
Spopéda mepLéyel v appionun hEn-otdyo avdpopéda cuvodeuduevn and to xelpevo-thoiolo 6évtpo To omolo
xat TNy anocapnvilel. Metad twv 10 vtodmeliny exdvenv tou tapouvsilovtan otny edéva 1.1.1, éva abhotnua
oyedlaouévo yio TV enthuor tou TeoPBAfuatog Amocagphvione Ontxwy Evvoudv emiyeipel vo avaxtrosl vy
ELXOVA EXEIVY) TTIOL OVOTAPLE TE TO BEVTPO YVWOTO WS avdpouéda, 1 omola emtonuelmveton Ye pol mhaioto.

Full phrase: Andromeda tree
L

target word context

Candidate Images

Figure 1.1.1: Iopddelyuo tou npofrfuatoc Anocagrivione Ontixwy Evvoldy

Iopdtt 1o npdéPAnua tne Anocagrivione Ontixwv Evvoldy elvan ovolaoctixnd éva toAutpomixd npbBAinuo ovdx-
mone Ewévac-Kewévou, undpyouv xdnoteg Yepehiidoeis Srapopéc. T'ia mapddetypo mapotneddvtag tic unodrigies
ebvee oty eméva 1.1.1, o onole e xdmolo tpdmo eivan oyetinés pe v opplonun MEn avdpouéda (unopel va
elvan elte aoteplopde, elte eldoc Poplol, dévtpou, epmetol xTA), €vol ETTUYNUEVO GUOTNUO OVAXTNONG TIEETEL VoL
elvon Aemtouepéc xou Wialtepa evaloinTto otny Tonodétnomn e auplonung AéEng-otdyou 6To EVVOLOAOY I TThai-
olo. Xe auTh TNV TEpInTwoT, To TAUCLO 0€VTPo TEENEL VoL ElVOIL AEXETE EPUPAVES -and TNV OTTIXH TOU GUC THUATOC
avéxnTnone- npoxelwévou va unopel vo anocagnvioel ) évvola. IlapddAnia dpwe, autd to oboTnua avixTnong
dev mpénel vo Bacileton anoxeloTIXd 0TO EVVOLOAOYIXO TACLO 8€rTpo: oTNV TERITTWOT AUTY EXOVES TOV TiER-
€y 0uv AouhoUdLa Xt TEdotvo Yeaoidl elodyouy xdmoto avadevouevr puepoindio oty dadixacio avdxtnone, xou
ME aUTOV TOV TE6TO (oW emheyVel 1 exdva mou €yel TN ueyuAlTeEn THAVOTNTA Vo TEQIEYEL €val O€VTPO, Y-
vohvtog Ty augionun évvolo avdpopéda. Puowxd, elvor mdovo xaL To CEVAPLO TO UOVTENO AVAXTNONG VoL YNy
€xel exnoudeutel ToTé pe TNV apelonurn €vvola: 1) oTAVIOTNTA TWV EVVOLKOY Tou Yapaxtnellel To Ae&ihoYlo Twv
MZewv-0Toywy auidvel Ty miavdtnta To UoTNUA avdxTnoNne Vo BacloTel anoxAeloTiXd 0T0 YVWoTtd o8 auTo
EVVOLOMOYIXO TAACLO, UE AMOTEAECUA TNV ELCUYWYY) ONUOVTIXAC TUYLOTNTAUSC XoTd TN Stodxacior emhoync. Lo
T0 AoYOo a6, 1 a€lomotion Tne Anocagrivione Ontixdv Evvoudv anotehel éva xplowo onueio, auédvovtog v
avéyxn ylo eneEnyfoelg xatd T diadxacio emhoyhc xou enthuong.

Avuty) 1 Swatplfn mepthauBdver éva cbvolo tpooeyyloewy yia To nEdPAnua tng Anocagpiviong Ontixwyv Evvouoy.
MetaZl autdv tepihopPdvetar 1 yeron obyypovwy Metaoynuoatiotdy Ewxévac-Kewévou (VL Transformers)
WS CLCTNUATWY avdxTnone, N xefhon Meydhwyv Thwoowdy Moviéhwv (LLMs) we Bdocwv yvodone yio tny
anocaphvion TNe AéEng-otdyou xodwe xan 1 petotpony) tou mpofifuatoc oe mpoBinua Eedtnonc-Andvinong
puoLXTic YAWOOUC -eEGYOVTUC XEWEVIXES TEQLYPAUPES Yol TIC UTOPpLeg exxoves- o 1 yerion AhucldwTtod Luk-
hoylopoU yia Ty ene€Aynon TwV AnavIRoEwy.



1.2 Ilpotewodueveg llpeceyyioelg

1.2.1 Xuvewcpopd
Ot ouvelopopéc autric Tne dimhwuatxnc epyasiag elvon ToANamhéc umopoly va cuvoloTtoly we e€hc:

o Afiomoolpe to Mhwwowxd Movtéha (LLMs) we Bdoeic yvoone yio va eunhoutioovye tic dodeloes @pd-
OELG, EVOWUATOVOVTIG TEPUUTERL EVVOLAOYIXO TEQIEYOUEVO UE OXOTO 1) AEEN-OTOYOC VA OmMOCUPNVICTEL,
v TETWR(LOVTAC UE AUTOV TOV TPOTO X0 TEPLTTAOCELC ToV 1) apionun AEEN elvor dyvwotn 6To cloTNUA
avdxTnong.

o Metatpénouye 1o npofBinua Anocaphvione Ontixdy Evvoldv oe yovotpomind mpdBinua, dnhadr amox-
el TiXd YAwoouxo 1 anoxhelo tixd ontnd tedPinue. o cuyxexpéva, ot npofinua Avixtnong Ewdvag
om6 Ewéva, Avixtnong Kewévou and Kelyevo, xadde xon mpdBinpo Epddtnonc-Andvinong pe oxomnd va
e€EPEUVAOOLUE TARPWCS TLC BUOVTOTNTES TOL TAL CYETIXA LOVTENN UTOPOVUY VO TPOCPELOUV.

o XpNOWOTOLOUUE To YAUPAXTNELOTIXE IOV EEdYOUUE amd Tig TpoavapepVeloes TEXVIXES Yol VoL EXTTAULOEVCOUYE
évo povtého Expdidinone Katdraine (LTR), enttuyydvoviac avtaywioTixd anoTeAEoUaTo avaxTnong.

e Evonuotovoupe tov Aluodwtd Lulhoyioud oto nedfinua Epdtnonc-Andvinong ue oxond tnv xoteu-
YUVOUEVT] TRy WYT) AMAVTACEWY, EVE ToEoLGLELoupE Ta eVOLdUESA Bruato GUANOYIGUOD TOU AELTOURYOLY
w¢ eneényfoeic e dwadixaoiog avdxtnorng.

1.2.2 30Ovolo Acdopévwy

To clvoho dedopévwy yia to TedBinue tne Anocagprivione Ontixdv Evvolwdy mou agopd tnv ayyAxr YAwooo
amotelelton and 12869 delyuata exnaideuong xan 463 delypota doxiung. Kdde Seiyuo amotereltan and 10 uvnodhn-
plec ewxdveg. To urixoc tne dodeioog ppdone napouctdlel apeAntées dlapopéc Pe TN cuVTELTTXY TAeloPnpla Twv
pedoewy va arotehobvton and 2 Aéec. To chvolo dedopévmy xat ol enlonuot Sy wplopol uropotv va Beetolv
oto https://raganato.github.io/vwsd/. Ta cuvolxd ctatioTxd Tou cuvohou dedopévey tapovotdlovTal GTov
axohovdo Tivoa:

Awayoptopde | #Aelypota M¥xoc gpdone

1 word 2 MéEeic 3 Né€ewc 4 NéEeic
Exnaidevon 12869 0 12868 0 0
Ao 463 1 445 17 1

Table 1.1: Ytatiotnd Luvorou Aedouévwy

1.2.3 M¢édo0doc¢

Axoloudolue 6 teyvinéc yia va e€epeuviicouye to TedBAnua tne Anocoaghvions Ontixey Evvoldy and apxetéc
dlapopeTinéc ontés yovie. ‘Ohec oL teyvixée Hoc €xouv SoxaoTEL ATOXAELOTIXE TNV ay YA YAOCGo.

Avdaxtnon Ewdvac-Kewpévou pe VL Transformers wg Eninedo Avagopdc

Thomowjooye €va amhd GUOTARN AVEXTNONG EUOVIC-XEWEVOLU ©G ETITEDO avaPORdS Yiot VoL 0ELONOYTICOUPE TS
BUVATOTNTES TWV UTdpyovIwV tpoexnadeupévey VL transformers oto mpéBinua tng Anocogprivione Ontixdv
Evvoudv. Ou VL transformers mpoBdhhouv 1600 Tic eixdveg i 600 xou TS YAWOOWES Ppdoels ¢ otov (Blo
pardnuatied yweo. H avdxtnon tng xatodknhotepne emodvae ¢ pe Bdorn tn dodeloa yhwoowx gedon t ylvetal ue
Bdon Tov axdroudo Podud opotdtnTag:

score(t, i) = max(sim(t, 7)) (1.2.1)
Ylal TOV UTOAOYLoUS TOU OTOlOU EMAEYOUUE VoL YENOWOTOLACOUNE TNY OUOLOTNTA GUVNULTOVOU.

Ou VL Transformers nou ypnouwonototye omoptduodval mopaxdto:

e CLIP[65], ue to ViT-base[15] we xwdixonomth


https://raganato.github.io/vwsd/

e CLIP, pe o ViT-large w¢ xwdixomount, ocupfBoiiletar ye CLIP-L
CLIPLaron, exnowdevyévo oto LAION-2B ayyhxé unocivoro tou LAION-5B
ALIGN|25]

BLIP[41], ye to ViT-base w¢ xwdixonowmnt, exnaudevuévo oto COCO[45], cupPoriletar we BLIP
e BLIP, ye to ViT-large w¢ xwdixononth, exnoudevuévo oto COCO, cuuBorileton wg BLIP-Le

e BLIP, pe 1o ViT-base w¢ xwdixonowty, extoudeupévo oto Flickr30k[93], cupfoliletar we BLIP
e BLIP, ye to ViT-large w¢ xwdixomointy], exnoudevpévo oto Flickr30k, cupforileton we BLIP-Lp

Emniéov, tepopatillOUaoTe Pe TNy eVonudtnot evée cuvieeoth) mowic p(i), 6mwe tepypdypeton oto [11] étou
(OOTE VO TPOCUPUOGOUPE TNV TROTIUNGT AVEXTNONG TWV EXOVKY Tou Topouctdlouyv umAd Badud ouoldtntog
sim(t,3) pe moléc gpdoeic t. H mowr vnoloyiletar yia xdde emdva we o pésoc dpoc opotdtnrac etadld
NG EXOVUC XAl OAWY TWV YAWCOXDY PEACEWY GTO GUVOAO BEBOUEVKV XAVOVIXOTIOLNUEVOS Amd T GLUYVOTNTA
EUPAVIONE TNS EWOVOC CUUPOVA PE ToV axdrovdo TUTO:

p(i) = <|;,| 3 sim(tk,i)> : card(i) (1.2.2)

= max;,, ercard(im)

omou T elvon 10 6UVORO GhwY TwV Qpdoewy, I elvan t0 Glvolo GAwV Twv exdvwy, xou to card(i) ovtioTouyel
ooV aptdud twv delyudtwy ota onola eygavileton 1 ewxdva 1.

e outh) Ty mepintwon, o Badude oyodtnTag naipvel Ty oaxdioudn Lopp:

score(t, i) = sim(t,i) — p(i) (1.2.3)

LLMs vyt ToV ELTAOUTIOWO TOU EVVOLOAOYLX0U TtAauciov

Eméyoupe va doxwdoouue éva olvoho amé LLMs wg Bdoeic yvdone yia va egmhouticoupe Tic oOVTOUES
pedoelg t pe mepLoodTEREC AeTouépeleg ot Uiar pLUWOT undevixic Boifg-ywpelc TV EVOWUATWOT EVOEXTIXMY
TOPABELYUETWY-, TOPdYOVTUC EUTAOUTIOUEVES POEACELS Te, XL OTY CUVEYELN OELOTOLOVUE TO GUCTNUA AVAXTNONG
ELXOVAC-XEWEVOU TIOU TERLYPAPTNXE GTNY TEONYOVUEVT Tapdypapo. Emmhéov, emyelpolue xaL TEAL VO EVOWHUAT)-
COLUE TOV GUVTEAES T TOWVAS P(i) XaTd To 6Tddlo TS avdxTnong, aluwva Ue Tov axéhoudo Badud opoldtnrag,
€YOVTUS EVOWHUATMOOEL TOV EUTAOUTIOUS YVWOTNC:

score(te, 1) = sim(te, 1) — p(i) (1.2.4)
‘Okec ov mpotponée (prompts) ue Tic onoleg emepwtdye ta LLMs elvon oyedioouéves pe Bdomn yewpoxivita

XAUTOOXEVUCUEVA TPOTUTIY, Baciopéva otn dlalolnom ot To va {ntdg and 1o Yovtého TAnpopopleg Ue TN Loph
odnyudy et anodeydel weého [30].

Ot TpoTEOTEC TIOU YPENOLLOTOLOVUE TOPOUCLALOVTOL THPUXATE:

Prompt name Prompt template
exact “<phrase> "
what _is “What is <phrase>?7”
meaning_of “What is the meaning of <phrase>?”
describe “Describe <phrase>.”
write_description “Write a description of <phrase>.”
to_describe “To describe <phrase> I would say that ”
could _describe “I could describe <phrase> as”

Table 1.2: TIpotponég yio eumAOUTIONS TOL EVVOLOAOYLXOU TAcuciou uéow LLMs

Ou duvatédtnree twv LLMs eivar avdhoyeg pe to péyedoc toug, unootnpilovtog 4Tt to poviéha mépa and o
OUYXEXEPWEVY XAlwaxal HTopolV VoL TEPLEYOLY TLo TEONYUEVES YVioels. EZetdlouue edv o toyuppog autdc elivor



eniong evoTadhC Yo Yol TOV EUTAOUTIONS YVOONS, TEelpopotilopevol Ue yovtéha péypet xou 13 dioexatoupupicv
TEAUETEWY, 6pL0 TO OTolo AVTLOTOLYEl OTO 6PLO TWV UTOAOYLOTIXWY ToOpwY Tou dardétouue, xadde xan LLMs
Téewv peyédouc peyahitepa (175 dioexatoppipla tapapétpouc) Sidéoywy yéow dnpociowy APISs, ta onolo xou
TOPOVGLEALOVUE TAEAUXATE:

o GPT-3[9] (text-davinci-003) pe 175 dioexatoupipelor mopauéteous & GPT-3.5-turbo
o GPT2-XL[64] pe 1.5 dioexatoupdplo Topauétpous

e BLOOMZ-1.7B & BLOOMZ-3b [58]

OPT-2.7B & OPT-6.7B [97]

LLAMA-7B [83]

Vicuna-7B & Vicuna-13B [99]

Galactica-6.7B [80]

EZaywyh Keipevixdv IIepiypagpov and tic Euxdveg yia Avdxtnor Keipévou and Kelpevo

Evowpatdvoupe Tic Yetpiéc evoc LovoTpomxhc avdxtnone (amoxhelo tixd YAwooAc ¥ OTTKAS), EXUETIANEVS-
pevol oUyypovoug transformers yio vor uetotpéouUe TIC EXOVES § OE XEWEVIXES TERLYPapES ¢;. 1o ouyxexpiuéva
To povtéla (captioning transformers) mou yenowwonolovpe yio To oxond autd elvou:

e BLIP Captions [41] pe to ViT-base[15] w¢ xwdixonomn

e BLIP Captions pe to ViT-large ¢ xwdwonoumnty) cuuBoiileton wg BLIP-L

e GiT [88] ye to ViT-base w¢ xwdixononts

e GiT pe 7o ViT-large w¢ xwdixomountd, cupforiCetar ye GiT-L

e ViT-GPT?2 [34], to onolo yenotponoiel 1o ViT-base we xwdixonomtd xou 1o GPT-2[64] w¢ anoxwdixonol-
nm

T 6how tar Topamdve povtéla, entyelpolue T6c0 avalfhtnon déounc (beam search) moluwvuuxhc dSerypotol-
ndloc pe 5 déopec v va e€dyoupe k=10 mepiypagpéc avd exdva i, xodde xou dminotn avalhtnon (greedy
search). Suufohilouye pe cf tnv k-00TH Teptypagph Tne emévaC i, 6Te¢ TpoxinTeL and TNV avalftnon déounc (1
drinotn avaltnon emoTeépel wa U6vo TEPLYpapT avd exdva). Ltny nepintwon e avalhmone déoung, ot 10
neptypapéc unodilovtan enlong oe wia emmiéov eneepyacio, xoddc oplopéves amd ouTég efval TOVOUOLOTUTES
1} UTOGUUBOAOCELRES UEYONDTERWY.

E&epeuvoiye 500 eMAOYES Yiot TNV OMOXTNOY TOV BLOVUCUATIXGY OVUTUQUC TAOEWY TWY TEPLYRUPWY C; X TGV
pedoewy t. LNy mpdTn neplntwot), ol dlavuouatixéc avanapaotdoel e€dyovtal Ye yenor towv diwv VL Trans-
formers 6nw¢ oty moAutpoTy avdxTnom. XNy Seltepn NERINTWOT), XENOLOTOWUUE £Val GOVOAO OO OULYMS
yAwoowoUg transformers npotdoewy, ol omolol €y0uV EXTAUBEUTEl TEPAUTERL OTNV ONUACLOAOYIXY OUOLOTN T
[68]. Autol anoprdpodvTon Topaxdtw:

e distilroberta-base & xlm-r-distilroberta-paraphrase

e stsb-roberta-base, stsb-distilroberta-base & stsb-mpnet-base
e all-MiniLM-L6, all-MiniLM-L12 & all-mpnet-base

e multi-qa-distilbert-cos & multi-qa-MiniLLM-L6-cos

e sentence-t5-base, sentence-t5-large, gtr-t5-base & gtr-t5-large

‘Eneita, xot oTic 300 MEPITTMOELS, YENOWLOTOLOUUE OPOLOTNTA CUVNULTOVOU 1 euxAidela/ manhattan andotoon
Y10 Tov UTOAOYLOWG Tou score(t, ck), avotdvTac étol To o buoto (Ye TNV o PEYdAT opodTRTA 1 avtioToly o
pxen andotaon) Sudvuoua Teptypaghc Yo xdde didvuoua gedone. AeZdyouue mepduata 1600 ywpelc 660 X
HE TOV EUTAOUTIONO TWV QRAcEWY Ue Yehor Twv I'hwooixwy Movtélwy.



Wikipedia & Wikidata yia Avédxtnon Ewxxovog and Ewuxdva

H Avdxtnon Ewévae and Ewdva eivor évog axduo tponog mpocéyyions tou npoifuoatos Arnocaghvione Omn-
v Evwoldv péow nohutpomuxdv avoamapaotdoewy. T 1o oxond autd, axohovdmvtoe vy déa tou [11]
yenowornolovue to Wikipedia API yio var avaxticoude opyd 6ha tor oyetixd pe tn dodeioa ppdon ¢ dpdpa,
X0 OTY) CUVEYELL XPAUTOUE TNV TEWTUPYIXY EXOVA Ty, Yial xadéva amd autd. ‘Eneita, encéepyaldyoacte o avox-
TNUEvo olVoAO edvev Yewpwvtag éva Yéyioto and k = 10 Wikipedia eixdveg yio xdde gpdon t. Try Bl
droduxaoio enavohauBdovpe xou yioe to Wikidata[85]. Tt tnv e€orywyr) SLovuSUOTIXGDY AvVATUpao TUCEDY Y10 TIS
OVIXTNUEVES ELXOVES Ty, XDOEC %OU YLOL TLS UTOPHPIES EXOVES 4, Ypmotuonolovue Toug (Bloug VL Transformers pe
Vv nohutpotuxt) avdxtnor. Téhog, avalnrolue Tig avanapuo Tdoel Tou Bploxovtol To xoVTd UETAED TOUS GTOV
BLovuoUaTIG YWOpO (YEPNOHLOTOWVTAS OUoLdTNT cuVNULTOVOL B euxAeidia/ manhattan andoToom) GOUPLVOL YE
10 Padud opoldtntog score(iy, ).

Movtéio Expddnone Katdtadng

Mapodyota pe to [11], vhonotoue éva povtého expdinone xotdtadng Tou adlomolel YopoxtneloTixd tou e&dydnxay
and Ta dixd poc mpoavaepdévta melpduata. ¢ povtého expdinone xatdtalne yenowonotovue tov LGBM-
Ranker ye 1o lambdarank objective!, vhornoinuévo méve oto gradient boosting framework|[29).

Ta emheyuéva yapaxtnelotixd yiot To govtého Exudidnone Kotdtaéne avomaplotodv oyéoelc petall xdde do-
Yeloac gpdong xou TV utodAPLwy edVLY, 6mwe auvtéc e&dyovton xdlde @opd and xdde wa and ¢ 4 npo-
nyovueves texvixéc. Iho ouyxexpyéva, ta oxdhouda Buata (a)-(e) éxouv emheydel yia tn dnwovpyio yopon-
TNELO TIXWY OV AVTLOTOLY0UY OTNY TERPIMTWOY ovopopdc:

(67

B

~) mean(score(t,i))

difference a-p

() score(t, i)

(8) maa(scorelt, i)
(
(9)
(e) difference a-y

Me nopbpoto tpémo, to BAuata (a)-(g) enavorapBdvovta yio toug Badpole: score(te, ) (eunhovtionds ppdoenmv
e ypfon LLMs), score(t,cF) (avéxtnon Kewévou onéd Kelpevo pe eloywyh meplypapdy ond Tic EGVES),
score(te, cF) (avéxnon Kewpévou and Kelpevo pe eEayomyh Teplypapdy and Tic EXOVES %ol ERTAOUTIONS PEAGERY
péow LLMs) xou score(iy, ) (avixtnon Ewévag and Ewxdva). Exnoudedouye to povtého exudinone xotdtodng
o€ dEXETOUC GUYBLAOUOUE OUTOY TWV XopoXTNElo TixY. Emmiéov, yetall autdy TV cUVBUNOUMY ETLYELROVUE
VOL YPNOLHLOTIOLOVUE OUOLOTITA GUYNUITOVOU ot euxheldia/ manhattan andotaon we PeTpXES opoldTNTOC, EVE) oL
OAOYOUPE X0 TN CLVELTPOPS ToL cuvtereo T Towc p(1) (e€iowon 1.2.3) téoo otny Booixt| TepinTwon avapopds
600 %Ol GTNV TOAUTPOTUXY] AVEXTNON HE EUTAOUTIONS TOU EVVOLAOYXoU TAouciov péow LLMs. Ilpoxewévou, vo
EVIOYUCOUUE TEQUTERW TNV ANODOCT| TOU UOVTEAOU, ETULYELPOUUE ETONE VoL CUVBUACOUUE YoRAXTNELO TIXE TWV
EUTAOUTIOUEVLY PRACEWY TROERYOUEVLY amd dlagopetixd LLMs 1 npotpoméc.

ITe6BAnpa Epdtnong-Andvinong xouw AAucidwtég LuAloyiowog

Metatpénoupe to medBAnua Anocaghviong Ontixedv Evvoudy oe éva mpdBinua Epodtnonc-Andvinong, avtio-
Touy(Covtag Tig xewwevinés exppdoels t oe epwthoels Q olupwva Ue BAoT YELPOXIVN T XATACXEVUCUEVA TEOTUTA
npotponmyv (Ilivoxac 1.3).

Ta mewpdpatd pog tepthopBdvouy téco phduiorn undevixric Boing, 600 xar pdiuion tolamhwy Boidyv. Ko ota
800 oevdpta, Ta LLMs nov enepotdvron elvon to Vicuna-13B[99] xou to GPT-3.5-turbo ye 175 Sioexatoppdpta
nopopéteous. Kadoe ta LLMs npo¢ 1o ntapdyv umopolv vor BlaryetploToly OVO EWWEVIXES XaL OYL XOU OTTXES
el06d0oug, TEETEL VoL UETOPBOVUE OE UMOXAELOTING XEEVIXEC AVATUPACTICELS TOCO YL TIC EXOVEC ¢ 6CO oL Ylot
Tic @pdoeic t. ot 10 AOY0 auTd EVOWUATOVOUUE Xol AL TEXVIXEC EEAYWYHC TEPLYPUPAOY OmO ELXOVES YLOL VO

IL.GBMRanker docs


https://lightgbm.readthedocs.io/en/latest/pythonapi/lightgbm.LGBMRanker.html

Prompt Prompt template

name

think (greedy) “Q: What is the most appropriate caption for the <context>? Answer choices: (A) <caption
for image 1> (B) <caption for image 2> ... A: Let’s think step by step. ”

think (beam) “Q: What is the most appropriate group of captions for the <context>? Answer choices:
(A) <captions for image 1 (separated with comma)> (B) <captions for image 2> ... A:
Let’s think step by step. ”

CoT “<think prompt> <response of llm with think prompt> Therefore, among A through J,
the answer is ”

no_CoT “Q: What is the most appropriate caption for the <context>? Answer choices: (A) <caption

(greedy) for image 1> (B) <caption for image 2> ... A:”

no_ CoT (beam) | “Q: What is the most appropriate group of captions for the <context>? Answer choices:

(A) <captions for image 1> (B) <captions for image 2> ... A:”

choose no_CoT | You have ten images, (A) to (J), which are given to you in the form of captions.(A) <caption
(greedy) for image 1>...(J) <caption for image 10> You should choose the image, and therefore the
caption that could better represent the <phrase>. What image do you choose?

choose no CoT You have ten images, (A) to (J), which are given to you in the form of captions.(A) <cap-
(beam) tions for image 1 (separated with comma)>...(J) <captions for image 10 (separated with
comma)> You should choose the image, and therefore the set of captions that could better
represent the <phrase>. What image do you choose?

choose CoT | You have ten images, (A) to (J), which are given to you in the form of captions. (A)
(greedy) <caption for image 1> ... (J) <caption for image 10> You should choose the image, and
therefore the caption that could better represent the <phrase>.

Use the following format: Question: What image do you choose? Thought: you should
always think about what you choose. Result: the result of your thought Final Answer: the
image that you choose.

Begin! Question: What image do you choose?

choose CoT | You have ten images, (A) to (J), which are given to you in the form of a set of captions. (A)
(beam) captions for image 1 (separated with comma) ... (J) captions for image 10 (separated with
comma) You should choose the image, and therefore the set of captions that could better
represent the <phrase>.

Use the following format: Question: What image do you choose? Thought: you should
always think about what you choose Result: the result of your thought Final Answer: the
image that you choose

Begin! Question: What image do you choose?

Table 1.3: Ilpotponéc Epdtnonc-Andvinone 1 ywpeic AAuodnté Luhhoyiopo.

EMTUYOUME TO UETACYNUATIOUS QUTO, TOREYOVTAUC TEPLYPUPES ¢; Yo xdde umodrpla ecdva . To povtéha mou
eTAEYOUPE YLar TNV e€ay Wy TV TEpLYpapiv and Tic etxdves eivon to GIT-L[88] BLIP-L[41]., to onolo xou tor dUo
aroteholvtan and to ViT-large[15] we xwdixonomnt, xou VIT-GPT2[34], to onolo ypnowonotel to ViT-base
wc¢ xwdworount xou To GPT-2[64] w¢ anoxwdixonowmnty.

Ou oulhoyiotinée wavdtntes twv LLMs pnopodv va Eexhedwiolv yeod tou heydpevou Ahuodnmtol Buiho-
yiopol [30, 89], xatd tov omolo ta LLMs {nteiton vo napdZouv pio oetpd and evildueso culhoyLoTixd Bhuoto
mou odnyel hoyixd otnv teAixy| Toug andvinon. Ilapdt o Alucbwtde Lulhoyiouds €xel yenowwomomdel we
e to mhelotov oe mpoPBAfuoaTa Ye mohhamhd Bruotar cuANoYlouoU, uropel eniong vo mapéyel XATAVONTES Yidl
eudc emeénynoes oyeTixd Ye Ty emhoyn tne xatolknhotepne vrodriglag exdvoc ¢ yio xdde @edorn t. o to
oxond autd to 5 medTa TedTuTa Tov Tivaxa 1.3 mou éyouv uodetnidel and to [30], anotelolvton and pa Tpo-
tport) "oulhoyiopol" ("Let’s think step by step/think mpotponéc and tov Hivoxa 1.3) avaxtd to sUANOYLE TG
povorndtt mou Beloxeton anodnxevuévo oto LLM, xou éneita pa mpotpon "andvinonc" ("Therefore, among A
through J, the answer is " mpotpom| tou Iivaxa 1.3) mou emotpégel Ty telx andvinon oe o emduunty
popen. O undhoinee npotpomée (Tpotponéc pe To dvopa "choose") elvar epmvevopéveg and Tic TpoTEonéS TOU
LangChain[35].

ITpotponég undevixnc Borfg. e phduion pndevixic Bolrg, Elodyoude Ui ETLAEYUEVT TROTEOTY OO TOV
Iivaxa 1.3 oto LLM (eite 1o Vicuna-13B eite to GPT-3.5-turbo), to onolo xou napdyet tny andvinon A pali pe
wo ene€nynon e emAoyhc avtic. H napayoduevn andvinon A unopel va efvon elte puo and Tig TEPLYPAUPES TWV
unodnelwy exdvev A-J éite wa Shhwon ot 8 pmopel vor oplotel andvinon: oe xdle nepintwon, N napaydUeVn
andvtnon A ouyxelveton TNV TEPLYPAUPY TNG EXOVAS TOL TpoyUatxd avtiotolyel otn doldeloa @pdon yio vo



xataAEOUPE €4V 1) oTpaTNYXY TPoTEOTYE undevixiic Bokfc odnyel oe emtuyla 1 armotuyia.

ITpotponég moAAanAwy BoAwv. Emnpdcleta, neipauatilogacte pe tn pOUUon TEOTEOTAC TOANATAGY
Borov ot Béon g plduone undevixnic Bolric mou meplypdoayue mponyouuéveng. Ltny nepintworn autr emhé-
youue k no_ CoT mpotponéc (Tlivaxag 4.3), suvodeudueves pali ue tnv ok oandvinor toug A, oynpotilovtog
pe awT6 Tov TROT0 QA in-context mapadetyuara. O apripdc Twv in-context napadelypdtwy k anogacileton and
T0 Yehotn. Xyedidloupe 3 BiapopeTixols TeoTOUS emAOYTC Twv k in-context mopoderyudtov. Xt Pooixn
neplnTwon avagopds, To k mapadelyuato emAéyovtal Tuyaio omd To clvolo dedopévwy exnaidevone. §2oT6c0,
dedopévou GTL 1 cUVAPELE TV ETAEYUEVLY Tapodelyudtwy ot oyéon pe 1o dodéy delypa efvor onuavtixd|46]
o0 xou 1) oelpd TeV TopadelypdTev[53], oyedidloupe dVo TexVixéc emhoYhc TapadElYUdTLY BACIOUEVES OTNY
ouoloTNTa, TG onoleg xohoVUE top xau inverse-top. Kou or 800 teyvixée emhoyng yenoyronololy Tic dlavuo-
HOLTIXES OVOTUPOLO THOELS TWYV PEAcEWY t Tou cuunepthopfdvovtor otic QA npotponée, xou npoihdoay ue ypromn tou
ALIGNI25] VL Transformer. To k xovtwvétepo Stavioupata ye to didvuoya tng dodeicoag gpdone t avaxtdvtan
anoteleopatind we T Bordela g opodTnToc ouvnuitévou xon e BBhodxne FAISS[27]. Xt ouvéyela, 7
TEY VXY ovopaTL top TonoVeTel TO O OYETIXG THPABELYUO TPWTO, axoloudoluevo and To 20 o oyeTxd, UEYEL
%o T0 k-00T6 Mo oyetnd nopddetypa otny k-ooth] B€on. And tnv dhAn mAeupd, 1 inv-top TEY VXY AVTIC TREQEL
T oepd auTH TOTOVETOVTIC To To oYETXO Tapdderyuo oty k-ooth Véon. H emhoyy tou k mowxidier petald
TV JLAPOpwY TELRUUATOVY, AVIAOYA UE TO UNXOS TNG TPOTPOTNG XUl TOUS MEPLOPLOUOUE AOYW TwV Blodéoiuwy
UTIOAOYLO TIXWY TopwY, xoi opileton otov Ilivaa 1.4.

Captioner Model Captioner Strategy | k
GiT-L / BLIP-L / ViT-GPT2 greedy 5
GiT-L beam 2

BLIP-L beam 1
ViT-GPT2 beam 2

Table 1.4: Emloyn tng napauéteou k



1.3 Ileipopotind Meépog

Ly evotnTa auTH ToeoUCLECOUPE TOL ATOTEAEGHOTA EXTETUUEVWV TELRUUATLY oL Sledorydyope oTa TAdioLL TWY
6 TEXVIXOY TIOU BOXYACHUE TEOXEWEVOL Vo BlEpeLUVHGOUUE TAfIpwS To TEORBANU e Anocaghiviong Ontixdy
Evvoudv. To tnv a€lohdynon tov anoteiecpdtonv Pactlloyacte ot axohovdee petpwés: Accuracy xan Mean
Reciprocal Rank (MRR).

1.3.1 LLMs yia TOV ELTAOUTICUO TOL EVVOLOAOYLXOU TAdLciou

Yroug Iivaxeg 1.5 xou 1.6 Topouctdloupe Tol AnOTEAECUATO TOU TROXUTTOUY Ol TNV TOAUTROTIXY| OVEXTNOT| UE
xehon VL Transformers, pe f ywelc v evowudtwon tou cuvteheot nowhc p(i) avtiotoya. Ta Baselines
OVAUPEEOVTOL OTIE TEPLTTWOELS AVaPOpdS, dnhad mohutpomxic avdxtnong puéow VL Transformers ywpeic tov
EUTAOUTIONO TWV Ppdoewy and to LLMs.

Table 1.5: Anoteléopata TOANTEOTXAG AVAXTNONG HE THY EVOWUETWAT Tou ouvteleoth mowng p(4). To
oNUELLPEVE YE @OT avTIOTOLYOUY GTA XUADTERH OMOTEAEGUATO AV UETELXT], EVE) TOL TOL ONUELWUEVO UE EVTOVT)
YOOUUATOOELRS oTa XaAUTER amoTeAEoUoTa Yol xdde LLM.

CLIP CLIP-L CLIPLAaiON ALIGN BLIP ¢ BLIP-L¢ BLIPr BLIP-Lr

acc. MRR acc. MRR acc. MRR | acc. MRRH acc. MRR acc. MRR acc. MRR| acc. MRR

Baseline 63.28 76.27| 62.85 76.24| 71.06 81.50 68.90 80.00| 60.91 74.33| 64.58 77.51| 60.48 73.87| 69.76 80.42
exact 53.88 69.51| 56.32 T71.12| 57.45 72.53 53.35 69.57| 47.52 63.67| 47.95 64.49| 41.90 59.79| 50.54 66.96

o what _is 61.22 74.89| 61.44 75.83| 64.58 77.61 63.93 76.33| 57.02 70.42| 57.67 T71.78| 51.62 67.78| 61.34 74.42
>§ meaning of 60.82 75.00| 65.58 77.55| 65.23 78.04 | 64.15 76.65| 58.75 72.64| 59.18 73.27| 52.92 68.27| 63.07 75.96
a describe 57.58 72.38| 60.82 74.82| 65.01 77.17 58.10 72.67| 54.43 68.78| 53.78 69.38| 47.73 65.08| 57.24 71.80
?.5 write description 58.90 72.87| 62.42 75.63| 63.28 77.11 60.26 74.37| 50.76 67.19| 54.21 69.57| 48.60 65.12| 60.04 73.43
to_describe 59.74 73.86| 62.34 75.55| 63.50 76.40 59.40 73.46| 52.92 67.80| 53.35 68.86| 48.16 64.47| 55.94 70.67
could _describe 57.08 T71.87| 59.26 73.23| 65.01 76.87 58.10 72.49| 52.05 68.22| 55.08 70.18| 46.87 64.44| 57.02 72.03

N exact 61.44 74.50| 64.92 77.42| 66.52 78.50 65.87 T77.60| 64.58 76.28| 65.66 T77.13| 59.18 72.70| 67.39 78.67
2 | what_is 63.71 76.41| 66.74 78.92| 69.98 80.67 65.44 T7.65| 63.28 75.95| 65.23 77.68| 58.32 72.06| 66.52 78.30
N | meaning of 62.63 76.38| 65.01 78.17| 69.33 80.69 66.74 78.27| 63.50 76.44| 65.44 78.29| 58.53 7T72.50| 68.25 79.74
g describe 64.72 77.21| 64.07 77.47| 69.98 81.40 | 68.90 80.28| 61.34 75.61| 64.36 77.45| 58.53 72.41| 66.74 78.81
O | write_description 62.61 76.00| 65.93 78.07| 68.90 80.13 68.68 79.70| 60.04 73.52| 64.58 77.13| 57.02 71.19| 67.17 78.66
E to describe 63.20 76.36| 66.45 78.20| 69.11 80.13 70.41 80.70| 64.15 76.77| 66.95 78.66| 57.88 72.20| 68.25 79.81
could describe 64.86 77.13| 63.99 77.10| 66.95 79.11 69.33 79.96| 62.42 75.65| 65.87 78.17| 58.10 72.47| 68.47 79.89
exact 62.85 76.00| 62.85 75.93| 71.06 81.46 | 68.68 79.89| 61.12 74.46| 64.58 77.41| 60.26 73.73| 69.76 80.36

0 what_is 60.98 74.85| 66.30 78.10| 66.95 78.99 63.28 75.95| 60.91 74.43| 66.31 77.86| 57.24 T1.15| 67.70 78.58
; meaning _of 62.15 75.60| 65.25 77.45| 69.11 80.56 65.66 77.54| 61.99 75.35| 63.93 76.88| 58.32 T71.65| 65.44 77.69
g | describe 61.05 74.75| 66.08 78.14| 68.03 79.89 64.79 T77.62| 61.77 7T4.73| 66.31 T7.57| 57.67 71.48| 68.03 79.03
%‘ write description 56.44 71.82| 63.37 76.52| 68.03 80.34 65.44 T7.68| 61.99 74.65| 62.42 75.29| 54.64 69.49| 64.79 76.70
to_describe 62.53 76.07| 65.17 78.02| 68.03 79.77 64.15 76.92| 63.07 75.22| 61.99 74.91| 57.02 70.74| 65.44 77.33
could describe 59.83 73.70| 56.99 72.31| 67.39 79.06 68.68 80.41| 65.23 77.44| 66.09 77.44| 57.45 7T71.88| 68.25 79.57
exact 61.26 74.59| 62.99 76.18| 67.82 79.31 66.52 78.36| 60.48 73.13| 63.28 76.00| 57.02 71.23| 65.66 77.49

£ what_is 64.36 76.82| 68.25 79.82| 71.92 81.78 | 67.39 78.72| 61.34 74.94| 66.95 78.47| 59.61 73.35| 68.47 79.58
N meaning of 65.58 T77.96| 67.32 78.76| 70.63 81.47 68.47 79.14| 63.71 76.52| 66.31 78.55| 59.40 73.60| 68.03 79.26
CED describe 62.01 75.38| 65.28 78.07| 70.84 81.11 66.09 78.60| 62.85 75.65| 67.39 T78.71| 57.24 T71.72| 67.82 79.20
8 write description 65.73 77.16| 66.81 79.16| 68.90 79.86 68.68 80.07| 62.85 76.23| 64.36 T77.61| 58.53 72.21| 67.39 79.17
A | to_describe 64.79 77.49| 68.03 79.21| 68.68 79.94 70.19 80.66| 65.23 77.45| 66.31 78.16| 60.69 73.92| 68.68 79.81
could _describe 65.23 77.40| 65.66 78.09| 69.33 80.80 69.11 79.87| 65.23 77.38| 67.17 78.75| 61.34 73.87| 69.33 80.18
exact 62.63 75.84| 62.20 75.54| 70.63 81.15 67.82 79.24| 60.91 74.23| 64.79 77.58| 59.83 73.40| 69.11 79.94

M what _is 61.79 75.70| 64.63 T77.68| 68.03 79.41 64.79 77.23| 61.77 75.01| 63.07 76.16| 57.88 T71.79| 65.87 T7.77
g meaning of 62.17 75.84| 63.61 77.19| 69.55 80.79 66.74 78.47| 63.28 75.93| 65.44 77.43| 59.83 72.96| 68.03 78.75
g | describe 64.43 76.91| 65.73 78.24| 70.84 81.19 | 65.23 77.89| 61.12 74.67| 63.93 77.07| 56.16 71.30| 66.09 78.38
% write_description| 60.38 74.46| 60.61 75.19| 69.76 80.90 64.58 77.04| 57.02 71.13| 61.34 74.24| 53.13 68.91| 64.58 76.70
to describe 63.98 76.77| 61.14 75.49| 66.31 78.74 68.03 78.95| 61.77 74.73| 60.26 74.38| 55.51 70.23| 65.87 77.70



could_describe | 58.59 73.21| 61.45 74.60| 66.31 78.27 | 65.44 77.76| 63.07 75.34| 64.36 76.09| 58.32 71.86| 65.23 77.28
exact 49.66 66.59| 56.24 71.44| 55.72 T1.25 | 52.48 68.45| 43.21 60.82| 50.32 66.95| 41.90 59.68| 54.00 70.23

E what_is 60.13 74.40| 62.78 76.11| 65.66 77.73 | 62.63 75.50| 57.88 72.62| 61.12 74.59| 53.56 68.73| 64.79 76.81
Qi meaning_of 60.09 74.69| 62.20 74.80| 68.68 80.24 | 60.32 75.04| 61.56 74.57| 61.34 74.99| 52.27 68.02| 61.99 75.49
& | describe 59.61 74.04| 60.48 75.13| 63.93 77.78 | 62.20 75.80| 55.51 70.74| 56.59 T71.25| 52.92 68.13| 58.96 73.49
_8 write _description 58.54 73.10| 60.75 74.93| 65.01 77.73 | 57.88 72.64| 55.72 70.27| 56.16 70.83| 49.24 64.97| 60.91 74.25
ch to_ describe 57.78 73.32| 59.75 74.52| 63.28 76.21 | 56.16 71.45| 55.29 70.42| 55.72 70.92| 51.19 66.89| 60.26 74.05
could _describe | 62.45 75.98| 63.97 76.62| 67.60 79.44 | 58.10 72.89| 55.51 70.00| 56.59 71.38| 49.24 66.15| 60.48 74.29
exact 55.08 70.70| 57.45 72.23| 62.20 76.04 | 60.48 74.10| 52.92 68.76| 54.00 69.51| 48.81 65.54| 58.10 72.33

g what_is 64.92 77.26| 67.10 78.93| 68.90 79.07 | 66.55 80.48| 68.03 68.03| 66.95 78.48| 58.75 73.29| 70.84 80.84
<« | meaning_of 61.76 76.12| 62.90 76.53| 67.82 80.11 | 65.66 78.49| 60.26 74.40| 62.42 75.71| 54.00 69.84| 65.87 78.19
= | describe 64.21 76.80| 66.81 79.04| 72.14 82.02 | 69.76 80.34| 64.79 76.58| 66.09 77.99| 58.53 72.44| 69.11 80.15
5 write _description 62.28 76.00| 63.84 76.77| 71.27 81.62 | 69.76 80.59| 67.17 77.86| 65.87 77.80| 59.40 73.34| 68.47 79.55
. to_describe 65.54 77.80| 66.32 79.24| 68.68 79.93 | 60.91 74.71| 61.34 74.32| 61.77 74.77| 54.00 69.65| 63.07 75.97
could _describe | 60.34 74.16| 65.02 76.30| 64.15 76.40 | 61.56 74.36| 54.00 68.67| 57.45 T1.65| 52.27 67.00| 61.34 74.50
exact 58.10 72.46| 59.18 73.62| 61.99 74.95 | 64.58 77.20| 55.94 70.98| 59.83 73.52| 53.56 69.18| 62.20 75.68

£ | what_is 66.02 77.82| 69.05 80.16| 68.25 79.76 | 69.76 80.49| 66.74 78.00| 69.33 80.00| 61.34 74.61| 70.84 81.00
< meaning_ of 65.14 77.85| 67.76 79.49| 69.76 80.25 | 70.41 81.13| 65.87 77.84| 66.31 78.43| 62.20 74.73| 68.03 79.40
% describe 65.44 78.01| 68.47 79.97| 70.41 81.18 | 72.79 82.26| 68.25 79.09| 70.41 80.85| 62.20 75.09| 73.43 82.45
QO | write_description 63.83 76.61| 67.32 79.40| 68.47 80.24 | 72.14 81.17| 65.23 77.36| 67.39 79.05| 58.53 73.03| 70.63 80.73
” | to_describe 64.47 77.04| 68.20 79.61| 67.82 79.40 | 69.98 81.07| 63.93 76.32| 64.15 76.84| 57.88 72.27| 68.03 79.26
could_describe | 65.44 77.46| 65.23 77.83| 68.25 79.69 | 72.14 82.16| 63.93 76.32| 65.01 76.84| 57.67 72.27| 68.90 79.26
exact 60.61 74.49| 62.12 75.60| 64.15 77.10 | 67.60 79.48| 60.69 73.98| 65.01 77.46| 54.86 69.91| 66.74 78.74

'cg what_is 65.44 77.63| 69.98 80.58| 70.84 81.05 | 72.14 81.69| 67.82 79.01| 69.11 79.87| 59.18 73.48| 73.43 82.91
<« | meaning_of 65.43 78.25| 68.26 79.83| 70.63 81.03 | 70.63 81.33| 67.82 78.70| 69.76 80.66| 61.99 75.08| 71.71 81.80
Z | describe 64.36 77.01| 63.28 76.85| 66.74 78.64 | 69.98 80.70| 61.12 74.73| 66.95 78.57| 56.16 71.10| 67.17 79.11
8 write _description 65.35 77.71| 66.45 78.70| 70.41 81.60 | 71.71 82.01| 66.31 77.95| 67.39 78.74| 61.34 74.70| 69.98 80.87
S to_ describe 65.86 78.12| 69.58 80.49| 70.19 80.88 | 71.27 81.32| 63.71 76.04| 65.01 77.12| 58.32 72.17| 68.68 79.42
could _describe | 63.08 76.10| 63.30 76.87| 68.03 79.26 | 66.74 78.98| 63.28 75.26| 63.93 76.57| 55.94 69.90| 66.74 78.28

19 | exact 58.86 72.09| 60.18 72.73| 64.36 75.38 | 62.42 74.43| 57.02 70.78| 59.18 72.32| 52.92 67.40| 63.07 74.65
E what_is 66.52 78.81| 69.35 80.51| 70.63 81.46 | 70.41 81.42| 67.60 78.56| 68.47 79.67| 60.91 74.30| 71.71 82.02
A& | meaning of 67.76 79.76| 69.06 80.55| 73.65 82.71 | 70.41 81.38| 66.52 78.59| 66.52 79.16| 58.53 73.31| 69.98 81.46
© describe 67.32 78.95| 69.28 80.31| 73.22 82.50 | 73.22 82.73| 69.33 79.90| 70.41 80.80| 59.83 73.65| 70.63 81.29
o | exact 61.98 74.90| 64.07 76.58| 68.03 78.41 | 66.52 78.37| 60.48 73.99| 64.15 76.58| 59.61 72.91| 65.23 77.06
B | what is 67.92 79.27| 70.73 81.57| 72.35 82.19 | 71.71 82.27| 68.25 78.93| 68.90 79.91| 60.48 74.24| 69.11 80.25
?5 meaning_ of 68.07 80.08| 69.84 81.56| 73.65 83.52 | 74.95 84.09 66.74 78.37| 71.71 81.55| 62.63 75.55| 72.35 82.28
describe 68.25 79.40| 68.72 80.26| 70.63 81.05 | 72.57 82.52| 64.58 76.75| 68.25 79.35| 61.34 74.03| 69.33 80.47

Table 1.6: AnoteMéopata TOATPOTUXAC AvdXTNONC Ywelc TV eEvowudtmon Tou cuvieieot towAc p(i). Ta
oNUELPEVE UE POT AVTIOTOLYOUY GTo XUAUTEPX ATOTEAEGUOTA OVEL UETELXY], EVE) TOL TOL ONUELWUEVE UE EVTOVT
YEUUPATOOELRE GTa XAAUTERA amoTeEAéopaTa Yo xdde LLM.
CLIP CLIP-L CLIPLar0N ALIGN BLIPc BLIP-L¢ BLIPr BLIP-Lr

acc. MRR acc. MRR acc. MRR | acc. MRR acc. MRR acc. MRR acc. MRRH acc. MRR

Baseline 59.18 72.94| 60.69 74.42| 67.82 79.50 | 65.66 77.48| 57.24 60.91| 61.34 64.58| 57.67 60.48| 65.01 69.76
exact 49.45 66.24| 53.66 69.09| 54.64 70.54 | 51.19 67.22| 44.28 61.19| 45.57 62.60| 35.85 55.50| 47.52 64.43

o | what_is 58.61 72.59| 58.61 73.62| 63.28 76.56 | 60.91 74.25| 54.21 68.22| 53.56 69.03| 46.00 64.08| 55.94 70.71
® | meaning_of 58.44 72.97| 62.55 75.60| 64.58 77.08 | 61.56 72.54| 55.08 70.24| 54.64 70.76| 50.32 66.74| 57.02 72.54
a describe 54.76 70.24| 56.49 72.14| 62.20 75.37 | 55.94 70.55| 50.97 66.20| 50.11 66.62| 44.71 62.21| 55.51 70.07
% write_ description 54.51 69.99| 59.34 73.54| 62.20 75.99 | 57.45 T71.77| 47.52 64.76| 48.16 65.10| 45.36 62.79| 56.16 70.50
to_describe 54.11 70.00| 59.52 73.81| 61.77 74.84 | 57.02 71.67| 50.32 65.60| 49.89 66.08| 42.33 60.39| 53.56 68.46
could _describe | 51.85 68.28| 55.77 70.84| 62.42 74.97 | 54.64 69.73| 48.81 65.20| 51.19 66.97| 42.76 61.44| 53.13 68.74




- exact 58.82 72.23| 61.66 75.05| 63.71 76.53 | 63.28 75.56| 59.18 72.96| 62.85 74.99| 56.37 70.60| 63.50 76.20
2 | what_is 62.42 75.30| 65.01 77.33| 67.60 79.04 | 63.07 75.58| 59.40 73.50| 62.85 76.00| 56.16 70.54| 65.23 77.26
N | meaning of 58.75 T73.78| 64.15 77.03| 66.52 78.70 | 64.36 76.44| 60.48 74.34| 61.99 76.13| 56.16 70.61| 65.01 77.89
CED describe 60.82 74.68| 62.99 76.05| 67.60 79.54 | 66.52 78.51| 59.83 74.59| 62.63 76.47| 53.56 69.84| 63.71 77.06
O | write_description 59.29 73.49| 64.82 77.08| 67.82 78.85 | 66.31 77.86| 57.67 71.61| 61.34 74.76| 52.48 68.47| 64.36 76.72
E to_ describe 59.96 73.99| 63.64 76.37| 67.82 78.96 | 68.03 78.94| 61.56 74.87| 64.79 77.09| 55.94 70.84| 66.31 78.34
could _describe | 60.74 74.63| 60.52 74.64| 66.95 78.72 | 67.17 78.20| 60.69 74.14| 63.50 76.46| 55.72 70.94| 66.31 78.54
exact 58.96 72.77| 60.26 74.15| 67.82 79.47 | 65.66 77.48| 57.45 72.19| 61.12 75.77| 57.24 71.68| 65.01 77.90
m | What_is 58.31 72.91| 62.75 75.47| 65.44 77.60 | 61.12 73.94| 59.83 73.13| 61.12 74.54| 53.35 68.71| 63.50 76.22
; meaning_of 58.19 72.97| 62.99 75.79| 67.60 79.28 | 64.58 76.48| 59.18 73.38| 60.26 74.70| 54.86 69.43| 62.42 75.86
g | describe 59.08 72.95| 63.89 76.31| 65.87 78.09 | 62.20 75.80| 59.83 73.28| 62.20 75.17| 54.43 69.86| 63.28 76.28
% write description| 54.95 70.44| 59.16 73.87| 66.31 78.85 | 63.50 76.13| 56.80 71.49| 59.83 73.35| 50.76 66.97| 63.07 75.67
to_ describe 61.21 74/61 62.27 75.92| 65.01 77.78 | 60.69 74.45| 58.75 72.16| 58.75 72.69| 53.56 68.09| 61.56 75.02
could describe | 56.77 71.43| 54.37 69.93| 66.74 78.42 | 66.74 78.48| 61.56 75.25| 62.42 75.56| 54.43 69.98| 65.01 77.61
exact 56.93 T71.53| 59.52 73.78| 64.15 76.98 | 63.93 76.15| 58.10 71.77| 59.61 74.06| 54.86 69.66| 61.12 74.99
= | what_is 62.20 75.39| 65.66 77.88| 69.11 80.03 | 62.85 75.51| 61.34 74.35| 65.01 77.32| 57.24 71.85| 68.03 79.12
N meaning_of 61.69 75.51| 64.94 77.17| 68.25 79.73 | 66.31 77.62| 61.77 74.92| 62.42 76.27| 57.02 71.79| 65.23 77.21
% describe 60.04 73.83| 62.88 76.11| 68.68 79.47 | 63.50 76.35| 60.48 73.87| 62.85 76.06| 54.86 70.48| 65.66 77.64
8 write _description 62.26 74.85| 63.56 77.02| 67.39 78.64 | 65.87 77.75| 60.91 74.43| 62.42 75.68| 55.51 70.35| 65.01 77.40
A | to_describe 61.34 74.87| 64.15 76.57| 65.66 T77.92 | 66.95 78.53| 62.20 75.50| 63.28 76.23| 56.80 71.73| 65.23 77.70
could describe | 61.56 74.96| 61.77 75.50| 68.03 79.62 | 66.95 78.10| 62.85 75.85| 65.23 77.25| 57.24 71.49| 67.82 79.06
exact 58.75 72.63| 59.61 73.86| 67.60 79.33 | 64.15 76.57| 57.24 71.96| 61.12 75.83| 56.80 71.40| 64.79 77.66
g | What_is 60.48 74.10| 62.45 75.89| 66.95 78.61 | 61.77 75.18| 57.88 72.27| 61.77 7T4.89| 52.92 68.83| 61.99 75.23
; meaning_of 59.28 73.77| 62.17 76.04| 68.03 79.61 | 63.71 76.31| 52.92 74.37| 61.99 75.47| 55.94 70.67| 65.01 77.27
g | describe 60.74 74.28| 63.12 76.19| 69.55 79.99 | 63.28 76.26| 59.40 73.03| 58.96 73.86| 52.92 69.18| 62.63 76.13
% write_description| 56.60 71.61| 57.31 72.84| 67.39 79.14 | 62.85 75.52| 55.08 69.45| 58.32 71.93| 49.68 66.35| 60.48 74.51
to_ describe 60.90 74.51| 58.29 73.30| 65.87 78.12 | 65.87 77.33| 60.26 73.65| 57.24 72.50| 54.21 69.13| 60.69 74.78
could describe | 55.29 70.73| 59.25 72.95| 65.44 77.56 | 62.20 75.18| 60.04 73.27| 59.83 73.50| 52.70 68.52| 60.26 74.46
exact 45.35 63.57| 53.97 69.58| 54.21 69.84 | 49.89 66.30| 38.66 57.14| 47.08 64.40| 38.01 56.83| 50.76 67.94
E what_is 56.61 71.74| 59.91 73.82| 64.79 76.92 | 60.91 74.12| 55.72 70.32| 58.75 72.82| 52.27 67.77| 61.77 74.84
Qi meaning _of 56.69 72.21| 56.24 72.63| 65.44 78.46 | 58.96 72.64| 55.72 70.79| 56.37 71.65| 50.11 66.57| 58.32 72.90
& | describe 56.80 71.45| 58.53 73.31| 61.56 75.76 | 59.61 73.85| 53.56 69.03| 51.40 67.91| 50.97 66.30| 54.43 70.60
Es write description| 55.65 71.09| 57.21 72.40| 62.85 76.12 | 54.64 70.47| 50.11 66.71| 51.62 67.61| 43.84 61.69| 57.88 72.33
{g to_ describe 54.32 70.73| 56.30 72.15| 60.69 74.35 | 52.05 68.27| 51.40 67.87| 50.97 67.77| 46.87 63.77| 54.21 70.28
could describe | 60.26 74.07| 62.23 75.20| 65.23 77.64 | 54.86 69.99| 54.21 68.60| 54.21 69.24| 45.57 63.44| 58.32 72.09
exact 53.13 68.98| 56.16 70.76| 60.91 74.66 | 56.80 71.06| 52.05 67.33| 50.54 66.81| 47.86 64.17| 54.86 69.66
2 what_is 63.18 75.98| 64.71 77.31| 67.60 79.19 | 66.31 78.23| 64.36 76.30| 64.36 77.00| 56.37 71.90| 68.47 79.43
<« | meaning_of 57.24 72.84| 60.41 74.79| 62.85 76.63 | 66.09 78.60| 58.75 72.70| 58.53 73.12| 52.70 68.03| 62.42 76.07
2 | describe 61.39 74.97| 63.77 76.99| 70.41 81.20 | 66.74 78.84| 64.15 76.25| 63.50 76.40| 58.10 72.58| 68.25 79.36
i write_ description| 58.71 73.22| 61.61 74.97| 70.19 80.72 | 66.09 78.63| 64.15 76.09| 62.20 75.74| 56.16 71.16| 67.17 78.73
. to_ describe 60.62 74.88| 63.99 77.52| 66.52 78.42 | 58.96 73.13| 59.18 72.83| 58.32 72.59| 51.62 67.48| 59.83 74.11
could describe | 57.39 72.11| 61.58 74.15| 63.28 75.49 | 59.61 72.67| 52.02 66.83| 52.92 68.56| 49.03 64.34| 58.32 72.55
exact 54.86 70.07| 57.45 71.92| 61.99 75.30 | 58.96 72.68| 52.70 68.00| 56.16 71.28| 50.32 66.75| 60.04 74.04
£ | what_is 64.94 76.70| 65.58 77.93| 68.47 79.28 | 64.58 77.37| 64.79 76.50| 66.52 78.11| 57.88 72.77| 67.17 78.98
< meaning_of 61.66 75.77| 65.80 78.11| 69.11 80.13 | 68.25 79.18| 63.28 75.79| 63.07 75.96| 59.18 72.88| 64.36 77.09
% describe 63.07 76.16| 65.87 77.91| 71.06 81.17 | 68.25 79.74| 66.09 77.78| 68.90 79.63| 60.69 73.97| 70.19 80.69
QO | write_description 61.22 74.95| 66.01 78.02| 68.90 80.11 | 66.74 78.81| 63.28 76.12| 63.71 76.43| 55.29 70.78| 69.11 79.45
” | to_describe 62.06 75.24| 65.79 77.99| 67.60 79.55 | 65.44 7T7.85| 62.85 75.44| 62.63 75.72| 54.86 70.73| 63.28 76.48
could _describe | 62.20 75.40| 63.07 76.10| 71.06 81.24 | 65.66 77.86| 60.69 73.94| 61.56 74.99| 57.24 71.41| 65.87 77.58
exact 56.93 71.67| 58.44 73.10| 65.23 77.73 | 61.56 74.91| 58.60 71.48| 60.69 74.43| 51.19 66.95| 63.28 76.68
'cz; what_is 62.85 75.51| 66.74 78.55| 70.63 80.71 | 68.68 79.42| 65.44 7T7.22| 68.47 79.14| 58.96 73.22| 68.90 80.27
<« | meaning_of 63.70 76.64| 65.87 78.38| 68.90 80.18 | 67.60 78.99| 65.66 77.62| 66.31 78.31| 58.96 73.19| 68.03 79.64
% describe 60.48 75.75| 60.69 74.88| 67.82 79.14 | 64.58 77.12| 57.67 72.47| 62.20 75.75| 52.27 68.72| 63.50 76.66
O write_description| 62.72 75.84| 64.47 77.04| 69.55 80.57 | 68.03 79.55| 64.15 76.37| 65.23 77.18| 57.02 72.32| 66.31 78.85
>



to_ describe 63.89 76.59| 66.74 78.50| 68.25 79.41 | 68.68 79.50| 61.99 74.95| 62.63 75.40| 56.59 71.33| 65.23 77.50

could describe | 60.66 74.35| 61.32 75.06| 64.58 77.33 | 65.01 76.99| 59.40 72.74| 61.77 74.81| 53.78 69.16| 65.44 76.81
19 | exact 56.89 69.85| 57.11 70.36| 62.20 73.38 | 60.48 72.15| 54.43 68.33| 56.80 70.42| 51.50 65.68| 58.32 71.11
E what_is 65.00 77.11| 65.87 78.11| 69.55 80.51 | 67.82 79.52| 64.15 75.91| 65.87 77.78| 58.10 72.32| 68.03 79.36
A | meaning of 65.14 77.61| 67.10 79.07| 72.57 82.05 | 68.47 79.87| 63.93 77.05| 65.66 78.33| 63.93 72.23| 68.25 80.17
C describe 65.80 77.26| 66.67 78.42| 72.57 81.78 | 70.84 81.16| 65.44 T7.57| 69.11 80.20| 58.96 72.66| 67.60 79.47
o | exact 59.88 73.38| 61.68 74.91| 66.74 77.22 | 64.79 76.27| 58.96 71.92| 60.48 74.02| 55.72 70.34| 62.42 75.04
B | what is 66.51 77.62| 68.15 79.38| 71.06 81.12 | 69.55 80.22| 63.28 75.56| 65.01 77.40| 56.59 71.54| 67.82 79.03
?5 meaning_of 66.52 78.32| 68.96 80.26| 73.00 82.89 | 72.57 82.29| 65.87 7T7.56| 69.55 80.26| 60.26 74.26| 70.41 81.09

describe 67.30 78.50| 68.25 79.81| 69.55 80.15 | 71.27 81.21| 63.93 75.81| 66.31 77.74| 58.96 72.62| 67.17 78.93

Iopatnpolye 6T 0 eumAouTIoUdC TOU eVVoLoAOYLXOU TAatclou pe yerion twv LLMs Bondd otnyv unépBacn tou ac-
curacy xot Tou MRR avogopdc 6tav yenotponolodvto xatdhAANAes TpOTEONES, AVEEAQTNTO U0 TNV EVOWUATWOT)
Tou ouvteheo T mowhc p(i). ‘Ocov agopd TV ETAOYH TV TEOTEOTMY, TAPUTNEOVUE Wi EVOLUQEPOUTH Bi-
o OUOVOY) OYETXE HE TO TOLEC TEOTEOTES 08N YOUV GE XUAVTEQH UMOTEAECUITA EUTAOUTIOUOU, UE DLOPORETIXES
TPOTEOTES VoL EYOUV XOAUTERN 1) YEWOTEEY amddoon UeTalld Twv diapopetixwy LLMs. Autd emBefoucdvel tov
LoYUELOWO OTL oL TtpoTEoTéC dev elvor petafiBdotues, BNAadY ULo TPOTEOTY) TTOL EXEL XAUAY| ATOBOGCT GE GUVBUAGUS UE
éva oLy xexpLévo LovTtélo dev elvan amapaltnTo 6Tl o amodidel To (Blo xahd 6tay yenowonowndel oe xdnoto dhho
povtého. H mpotpomn "exact" qalveton va ebvan pdihov 1 mo adlvoun we mpog TNV exyoleuon TS andpaitnTng
YVAOONE TOL UTopel VoL EVIGYUOEL TEPAULTEPE TNV TOAUTLOTIXT| AVAXTNOT), XAHMC OE UEXETES TEPLTTWOELS Ol HETEY-
OELG TIOU OVTLOTOLY 00V OE PPACELS EUTAOUTIOUEVES UE XPNON TNE TEOTEOTAS AUTAHS TaEOUGLALOUY 0XOUA XoU TUES
XATE Ano TG UETPNOELG avopopds. And tny dhkn mheupd, 1 npotpont] "meaning  of" gaivetan vo amotelel Ty
O LoYLEY TEoTEoT! nou emlyeleinxe, odnydviac ot aloonUelnTES BEATIOOELS ANOBOONS CUYXELTXA YE TNV
aAnOBOCT AVAPORAS OTLC TEPLOCOTERES MERLTTWOELS. XUVORLXA, 0 CUVBLAOUOSC TOU EUTAOUTIONOU PEACEWY UECK
tou GPT-3 pall ye to CLIPLsron (UE eVooUaTtwuévo to cuvTeheoTh TowvAc p(i)) WS TOATEOTUIXG LOVTENO
avéxtnone e€aopolilet Ta Bértiota anoteAéopaTa.

Emunpéoleta, pa evdiogpépouoa mopathienon eivan 6Tt ta povtéha Vicuna-7/13B anodidouv ouyxpiowo pe ta
povtéha GPT-3/3.5 napd to yeyovoe bt eivon téEeic peyédoug wixpdtepa. Autod elvar evioppuvtind anotéheoua
TIOU UTOONAGVEL OTL 0 EUTAOUTIONOS Ppdoewy Wéow LLMs iows vo unopel vo exteheotel ye emtuyla xan Ye o
ehagpld LLMs. Qotéoo, oTi¢ tepioodtepe nepintaoelg mou toe LLMs pe moAhd uxpdtepn xhluoxa Yenoulonotovy-
TOL YLOL EUTAOUTIONS UE VEX YVMOT), TO AMOTEAECUATO AVAXTNONG BUCXOAEDOVTOL EXETE VO AVTAYWVIGTOVY Tl
amoTENEUAT avVapopds, Ywelc TEoaUXn YVhoNg, amOXUAUTTOVTOG Uiot U oueAnTéa oyéon Uetald Tng xhi-
poog xou Twv duvatothtwy Pehtinong yvoone. Ta mopddelyua o eumhovtioudc yéow tou OPT-6.7B odnyel o
ATOTEAEGUOTA EAAPEWE YOUNAOTERA AT Tl ATMOTEAECUOTA AVOPOREE Ywpelc EMTEOcVETY YVMOT OTIC TEPLOCOTERES
TEPLTTAOCELS, AVEEGOTNTA Altd TNV EVOWPETWOT Tou cuvieheo T nowvhc. Ta wxpdtepa poviéha GPT2-XL (1.5B)
ot BLOOMZ-1.7B nopouctdlouv oplopéves BEATUOOELS GE 6UYXELOT UE To avTioTOLY o ATOTENEGUATA AVAPOPES
6Ty BeV YENOWOTOLELTAL O GUVTEAECTAC TOWVAC, UE TOL GYETIXA AMOTEAECUATO WOTOCO VAL TOQUUEVOLY YOUNAL OE
oUYXPLON UE AUTY TWV UEYURITERWY YAWOOIXWOY HOVTEAWY.

1.3.2 Eaywyr Kewpevixov Ilepiypapoy and tic Ewdveg yio Avdxtnom
Keiwpévou and Kelpevo

Hopordtey Topouctdlouye T ATOTEAEUATO TTOU TPOXVUTTOUY HETUTRENOVTAS TO TRdBANUa e Atocaugprviong Orn-
v Evvoldy oe mpdPinua Avixtnone Kewévou and Kelyevo peto€d twv e€ayuévwy mepiypapoy ond Tig
unohigiec edveg ¢; xon Twv dodéviwy gpdocwy t. Xtoug mivoxeg 1.7 xou 1.8 nopoucidlovye ta amotehéo-
HOTOL UE TLG DLUVUOUATIXES XEWEVIXES AVATOPAUO TAOELC TTOU TpoxUTTouy pe yerion Twv VL Transformers xou twv
LY oS YAwwowxdy transformers exmoudeupévwy oty onpaciohoyr opotdtnto. To No-LLM avagépeton otny
TeplnToN Tou B YENOWOTOLOVUE EUTAOUTIONO TV PEACEWY, EVEM Ol UTOAOLTES TEPLTTWOELS AVTIOTOLYOUY OF
eUTAOUTIONEVES PpdoELC PE Yprion TRoTPOTY Tou napouctdlovtat otov Iivaxa 1.2. e oha to anoteAéopota
Tou mapoustdlovton To LLM mou enepwtdran etvon to GPT-3, xaddc nopousioce tnv avatepn anddoon xotd tev
EUTAOUTIONS PPAcE®Y. AV XL WC UETEIXEC OPOLOTNTAS EYOUUE YENOWOTOACEL TOGO TNV OYOLOTNTO CUVNULTOVOU
600 xai TNy euxAeldio xou manhattan ando ooy, nopaxdte THpEOUCLILoVUE ATOTENECUATA UE YEY\OT) AMOXAELC TIXG
¢ andéotaone manhattan, xodde @dvnxe va efacparilel Ty xahltepn anddoorn oty mhewodmelio Twv TepLT-
TOoEOY. (AVOAUTXG amoTENEOUATA %ol UE TIC UTONOLTES HETPIXEC opoldtntac napovoidlovior otny Evétnta



5.2.2).

Table 1.7: AnoteMéopata and tnv avéxtnon Kewpévou and Kelpevo (ue ¥ ywelc tov gunhoutioud gpdoewy
péow tou GPT-3) pe ypfon e andotaone manhattan o¢ petpws opotdtnrog, yio o dapopetind VL

UOVTERAL.
BLIP BLIP-L GiT GiT-L ViT-GPT2
acc. MRR | acc. MRR | acc. MRR | acc. MRR | acc. MRR
Greedy Search
No-LLM 13.61 32.89 | 1490 34.00 | 15.55 34.67 | 18.57 36.70 | 14.47  33.37
exact 10.80 30.16 | 12.31 31.88 | 9.94 29.31 | 11.88 30.58 | 11.02  29.46
what _is 10.58 29.79 | 13.17 32.38 | 11.02 30.07 | 11.23 30.70 | 10.15  29.05
describe 9.94 29.26 | 12.31 31.22 | 10.58 29.67 | 11.66 30.51 | 10.58 29.89
E meaning of 10.58  30.02 | 12.96  32.07 | 9.29 28.91 | 9.94 30.14 | 10.37  29.60
m Beam Search
No-LLM 14.04 33.24 | 1577 35.19 | 16.63 35.70 | 17.71 36.52 | 14.47 33.91
exact 10.80  30.57 | 10.37 29.76 | 10.37 30.04 | 10.15 30.46 | 12.74 31.75
what _is 13.39 32.60 | 10.15 30.31 | 12.74 32.00 | 10.37 30.47 | 11.66 31.02
describe 11.45 31.15 | 11.02 30.22 | 11.23 30.41 | 10.58 30.61 | 12.31  31.40
meaning_of 10.37  30.96 | 10.37  30.10 | 9.72 30.16 | 10.80 30.74 | 13.17  33.08
Greedy Search
No-LLM 36.50 56.58 | 41.25 58.18 | 36.93 55.57 | 39.09 56.98 | 26.78 46.51
exact 4521  63.28 | 47.60 63.26 | 43.41 60.58 | 45.51 62.14 | 25.75  46.00
what _is 4496 63.88 | 46.60 63.48 | 48.01 63.91 | 48.24 64.68 | 34.43 52.81
describe 47.87 65.46 | 48.82 64.84 | 4834 64.90 | 53.08 67.90 | 28.44 49.29
E meaning of 46.78 64.70 | 46.56 63.47 | 44.35 62.07 | 48.34 64.99 | 33.48 5248
) Beam Search
No-LLM 41.04 5845 | 44.71 61.70 | 41.68 59.16 | 43.84 60.14 | 29.59  49.30
exact 4790 64.16 | 50.60 67.08 | 48.20 63.93 | 49.10 64.70 | 32.63 52.13
what _is 49.18 65.23 | 55.04 70.18 | 51.05 66.74 | 49.18 65.81 | 36.77 55.08
describe 46.92 64.50 | 57.35 71.63 | 54.03 68.52 | 54.98 69.84 | 35.55  55.07
meaning of 46.56  64.01 | 52.55 68.57 | 49.00 65.45 | 50.55 66.27 | 37.47  55.65
Greedy Search
No-LLM 38.01 5795 | 41.90 60.49 | 3996 57.78 | 45.36 62.24 | 28.94 48.00
H | exact 44.61  62.07 | 45.21 62.40 | 43.11 60.71 | 46.11 63.33 | 28.74 47.68
= what _is 43.09 61.97 | 4731 64.83 | 44.73 62.32 | 50.59 66.57 | 31.62 50.46
s describe 4597 63.01 | 48.34 65.36 | 46.45 63.40 | 49.29 65.05 | 27.49 48.35
meaning of 45.01 63.42 | 4745 64.70 | 45.01 63.42 | 50.33 67.02 | 31.49 50.19
Beam Search
No-LLM 4212  60.12 | 47.52 6543 | 43.11 61.85 | 45.36 62.95 | 27.65 48.12
exact 48.80 64.89 | 51.20 67.12 | 43.11 61.85 | 49.70 65.13 | 32.04 50.97
what _is 49.41 65.88 | 54.10 70.17 | 49.18 65.85 | 51.05 67.35 | 35.83 54.31
describe 46.45 63.57 | 54.50 70.82 | 48.82 65.37 | 52.61 68.64 | 36.02 54.45
meaning of 47.89  65.37 | 52.55 69.29 | 45.90 64.44 | 51.22 67.35 | 32.82 52.16
Greedy Search
No-LLM 40.82 5947 | 46.22 63.72 | 38.88 57.00 | 43.84 61.74 | 32.18 51.15
exact 40.82  58.17 | 43.20 60.76 | 39.52 56.45 | 41.47 59.42 | 33.26 51.29
. what _is 42,12 60.14 | 45.79 63.26 | 42.33 59.32 | 45.57 63.02 | 35.85 53.45
O | describe 42.55  60.55 | 46.00 63.22 | 39.09 58.00 | 45.36 62.68 | 32.04 52.06
3 | meaning_of 46.65 63.01 | 47.30 64.27 | 39.31 5791 | 46.22 63.41 | 35.21 52.77
& Beam Search
S No-LLM 46.00 62.43 | 47.30 65.14 | 43.20 60.20 | 46.65 63.66 | 32.83 52.24
exact 44.06 60.97 | 47.08 63.31 | 41.90 58.63 | 46.65 62.78 | 29.37  50.28
what _is 4730 63.86 | 51.62 67.12 | 44.28 60.67 | 49.24 65.24 | 33.05 53.42
describe 46.00 62.80 | 51.84 67.54 | 45.14 61.11 | 49.24 65.52 | 31.32 52.51




all all stsb stsb-dis stsb distil-

all

multi-qa

meaning of 47.08 63.66 | 51.62 67.47 | 45.57 61.61 | 48.38 65.09 | 33.05 53.44
Greedy Search
No-LLM 40.60 59.82 | 48.38 64.71 4492  62.19 | 48.60 65.30 | 28.29 48.73
exact 44.06 61.16 | 50.32 64.51 45.14  61.40 | 50.76 65.63 | 28.29  48.05
what _is 47.73  64.65 | 50.32 66.29 | 47.95 64.32 54.64  69.27 | 34.77 53.33
z describe 47.08 64.31 51.40 66.87 | 46.87 63.98 | 54.43 69.11 31.97  51.27
’C_‘D meaning _of 50.54 66.93 | 53.78 68.79 | 50.54 66.38 | 57.02 70.92 | 33.48 51.96
= Beam Search
< No-LLM 46.65 63.48 | 54.64 69.92 | 45.36 62.87 | 54.00 68.47 | 33.05 52.52
exact 46.87 63.94 | 53.13 68.22 | 46.22 62.88 | 53.35 67.79 | 33.91 52.33
what _is 49.68 66.77 | 61.12 74.14 | 51.40 66.93 | 57.67 71.49 | 37.15 55.86
describe 52.48 67.89 | 59.83 73.42 | 52.27 68.00 | 58.75 72.02 | 33.26 53.84
meaning of 49.89 67.42 | 6242 75.67 | 55.51 69.99 | 59.61 73.21 | 36.72 55.98

Table 1.8: Anoteréopata and v avéxtnorn Kewwévou and Keipevo (pe tov eunhoutiond @pdoeny yéow tov
GPT-3) e ypfion e anéotaone manhattan we YeTpIX) OLOLOTATAS, Y10 T JIAPOPETIXE YAWWOOIXA LOVTEN,
EXTUDEUPEVA OTNY ONUACLOAOYIXY| OUOLOTNTAL.

Greedy Beam
BLIP BLIP-L GiT GiT-L BLIP BLIP-L GiT GiT-L

acc. MRR| acc. MRR| acc. MRR| acc. MRR| acc. MRR| acc. MRR| acc. MRR| acc. MRR

- exact 38.66 56.78 | 38.88 57.05| 36.93 54.85| 42.33 59.19| 42.55 59.35| 42.98 60.78 | 41.04 58.83| 48.16 63.82
"5 o what_is 41.68 58.96 | 39.09 57.36| 41.68 58.12| 43.20 60.53 | 44.92 62.06| 45.36 63.27| 42.12 59.99 | 50.11 65.65
'g @ | describe 39.96 58.52| 4298 59.69| 41.04 58.48| 45.57 62.19| 43.41 60.34 | 46.44 63.53 | 44.06 61.57| 48.60 64.99
=4 meaning_of | 41.47 59.13| 41.04 59.03| 39.96 57.64| 44.28 62.26 | 44.49 61.76 | 47.73 64.63 | 45.57 62.30 | 53.13 67.83
- exact 38.88 56.84| 40.39 58.95| 42.33 59.11| 40.39 58.95| 40.17 57.47| 45.36 61.89| 43.20 59.87| 45.36 61.95
E o what_is 40.60 58.51| 44.06 61.87| 39.74 58.31| 44.06 61.87| 42.98 59.92| 44.71 63.28 | 44.06 61.24 | 47.73 64.56
'8 @ | describe 42.55 60.03 | 40.17 57.58 | 42.12 59.63 | 45.14 62.17| 42.98 60.04| 47.95 65.14| 45.14 62.48 | 47.73 64.66
i meaning of | 45.14 61.37| 40.17 58.30| 41.04 59.02| 46.65 63.33 | 43.63 61.02| 49.46 66.34| 43.20 61.61| 49.89 66.24
8 exact 36.50 54.82| 38.88 56.45| 39.52 57.27| 36.93 56.61| 38.23 56.15| 46.00 62.39| 41.47 58.30| 41.68 58.72
E what _is 37.58 56.76 | 38.88 57.49| 40.39 57.71| 42.33 59.96 | 40.17 58.15| 46.65 64.31 | 41.68 59.28 | 44.49 61.41
g % describe 36.93 56.10 | 42.55 59.51| 39.96 57.50| 43.41 60.55| 41.47 58.89 | 47.73 64.76 | 41.90 60.25| 47.73 63.33
i) meaning_of | 37.80 56.97| 41.68 59.40| 40.39 57.80| 43.41 60.67| 39.74 58.31| 49.89 66.33 | 43.84 60.83 | 46.00 63.03
exact 36.50 56.07| 41.04 58.82| 41.25 59.10| 43.63 60.66 | 40.60 58.75| 46.87 64.34 | 43.41 61.26| 46.00 62.31

EJ o what_is 40.39 58.92| 42.33 60.80 | 42.55 60.90| 45.14 62.40| 43.41 61.05| 49.68 66.47| 45.14 62.24 | 49.46 65.19
5_‘3 describe 42.12 60.14| 43.41 60.90 | 44.06 61.67| 49.89 65.66| 43.20 61.66 | 47.08 65.61| 47.52 64.19| 50.11 66.02
meaning_of | 41.25 59.56 | 43.84 62.06| 44.49 62.28| 50.76 66.00 | 44.06 61.86| 50.11 67.09| 47.52 64.08| 50.76 66.71

S exact 42.55 59.89| 45.36 62.33 | 41.04 59.53 | 45.14 61.81| 42.98 60.78| 49.24 65.45| 43.41 61.58 | 49.24 64.92
% what _is 44.49 61.49| 44.71 62.44| 45.79 62.51 | 46.22 63.57| 42.55 61.10| 48.60 66.17| 47.52 64.16 | 50.76 66.74
g 3 describe 43.41 61.08| 44.49 62.29| 41.04 59.91| 49.03 65.22| 43.63 61.43| 50.11 66.96 | 42.55 61.56 | 49.24 66.29
meaning_of | 42.12 60.09 | 45.79 63.28 | 44.92 62.26 | 45.57 63.12| 43.84 61.46| 49.03 66.81 | 45.79 63.37| 51.84 67.58

S exact 39.52 57.99| 46.22 62.19| 40.60 59.30| 42.98 60.83 | 41.04 60.16 | 48.81 65.19| 42.55 60.67 | 48.60 64.91
% what_is 40.39 59.02| 43.63 61.88| 41.68 60.14| 46.00 63.36 | 42.76 61.36 | 48.81 66.42| 44.71 61.97| 49.46 66.10
'g E describe 40.60 59.33 | 44.28 61.94| 41.90 60.48 | 47.73 64.36 | 42.12 61.47| 48.38 66.11| 44.49 62.40| 51.40 67.73
meaning_of | 40.60 59.37| 43.41 62.00| 43.20 61.37| 47.52 64.20 | 42.76 61.46 | 50.54 67.42| 46.44 63.33| 49.46 66.37

exact 42.55 60.63 | 44.71 62.80| 42.98 61.06 | 46.22 63.00| 42.98 61.72| 50.76 66.84 | 47.08 63.90 | 50.32 66.39

"é o what _is 42.55 61.56 | 46.22 64.69 | 45.79 63.20| 49.24 66.13| 43.41 62.80| 54.43 70.45| 46.65 64.33 | 50.97 67.57
g_‘é describe 42.76 61.40| 46.00 64.07| 43.63 61.87| 48.60 65.58 | 44.06 62.54| 52.70 68.71| 45.36 63.52 | 52.27 68.36
meaning of | 43.84 62.12| 49.03 66.06 | 45.57 62.82| 48.81 65.87| 44.92 63.55| 54.43 70.37| 48.38 65.30| 50.54 67.68

+ exact 40.60 59.86 | 43.41 60.81| 42.33 60.13 | 42.55 60.73 | 42.98 61.53 | 49.03 65.71| 42.98 61.51| 49.24 65.35
§ what_is 41.47 60.90| 44.06 62.50 | 47.52 63.33 | 46.22 64.01 | 44.71 63.42| 50.11 67.47| 47.73 64.83| 49.46 66.49
:-5 2 describe 4190 60.71| 42.76 61.00 | 47.73 63.65| 46.65 63.76 | 42.55 61.81 | 49.24 66.61 | 46.87 64.17| 50.11 66.96
T O | meaning of | 42.55 61.11| 44.71 62.70| 45.79 62.61| 46.65 64.59 | 45.57 63.70| 50.97 68.08 | 45.57 63.66 | 50.76 67.46




multi-qa

sentence MinLM

sentence

gtr-t5

gtr-t5

exact 39.09 57.37| 40.60 58.07| 40.39 58.64| 41.25 ©59.06 | 42.55 60.68| 47.52 64.10| 39.96 58.96 | 44.06 61.66
@ | what_is 40.82 59.40| 42.76 60.14| 40.82 59.49| 43.84 61.65| 44.28 62.08 | 49.24 66.57 | 41.90 61.13 | 46.87 64.42
g describe 38.23 57.35| 42.33 59.58| 39.74 58.84| 45.14 62.05| 41.68 60.51 | 48.38 65.32| 40.82 59.65| 47.30 64.50
A | meaning of | 40.39 59.04| 42.33 60.46 | 41.68 60.05| 45.57 62.92 | 42.33 61.35| 48.60 65.93| 42.33 61.26| 49.89 66.55
o | exact 39.74 59.01| 41.68 60.16 | 39.52 58.88| 42.76 60.50 | 42.98 60.79| 47.30 64.34| 41.90 59.86
E what_is 41.25 59.57| 45.57 62.66 | 41.47 59.73| 45.36 63.04 | 44.49 62.61| 52.92 68.35| 44.71 62.50
& | describe 42.12 60.87| 47.52 63.63| 42.98 61.17| 49.03 65.37| 44.06 62.14| 52.92 68.66 | 46.00 63.14
_._, meaning_of | 44.28 62.02| 45.36 63.02 | 42.76 60.73 | 47.52 64.92| 44.49 62.61| 53.35 69.15| 45.79 63.18
o | exact 40.60 58.94| 42.76 60.61| 40.17 58.41| 46.65 63.08 | 43.84 61.44| 48.81 65.22| 44.06 61.32
%f what_is 41.47 60.24 | 4795 63.77| 40.60 59.06 | 47.95 64.69| 46.65 63.26 | 53.56 69.46 | 48.60 64.63
& | describe 42.33 60.99| 47.30 64.14| 40.82 59.82| 52.27 67.49| 46.22 63.25| 51.84 68.13 | 47.08 64.22
” meaning_of | 44.71 62.40| 48.30 64.94| 43.20 60.32 | 51.84 67.44| 49.46 65.12| 52.92 69.43| 46.87 64.17
exact 4471 61.47| 44.28 62.11| 42.33 60.17| 47.08 63.21 | 45.57 62.99| 49.03 66.35| 46.22 63.08
o | what_is 43.41 61.73| 45.14 62.86| 44.49 62.20| 47.30 63.85| 47.52 64.23| 49.46 67.20| 47.30 64.22
ﬁ describe 44.28 61.99| 46.65 63.36 | 45.14 62.44| 49.24 65.32 | 47.52 64.42| 52.70 68.95| 46.65 63.60
meaning_of | 44.06 62.08| 45.57 62.88 | 41.90 60.55| 47.52 64.25| 46.65 64.27| 51.84 68.64| 47.08 64.17
exact 41.68 60.12 | 44.49 61.76 | 41.47 59.94| 47.73 64.05| 44.92 62.17| 52.70 68.39 | 48.16 64.31
o | what is 44.28 62.55| 46.00 64.00| 45.79 62.64| 48.38 64.98 | 46.65 64.35| 53.35 69.95| 49.24 65.79
%} describe 46.00 63.91| 45.79 63.78| 46.65 63.57| 51.40 67.31| 48.38 65.20| 54.00 70.30| 51.19 66.46
™ | meaning of | 44.28 62.59| 45.36 63.76 | 44.49 61.82| 49.03 65.61 | 49.03 65.69 | 55.29 70.96 | 48.38 65.58

Iopatpolue 6Tl 0 euMAOUTIONSS TWV Ppdoewy e Yprion LLMs evioylel tnv anddoor tng avéxtnong Kewwévou
and Kelgevo, cuyxpvouevn e tnv avtiotolyn neplntwon avopopdc-yweic t xehon LLMs- otnv mheodnela tev
nepintdoeny. Tlapdha autd napapével mlow and v xoldteen enidoor mou €youue emTUYEL UEYPL OTUYUAC UE
TOV oUYBLAOUS TOAUTEOTUXAC AVAXTNONG XL EUTAOUTIONO) TV @pdocwy uéow tou GPT-3. YTrodétouye 6T
aUTO OPELAETAL GTNY AMWAELL TANEOPOPLMY TOL TEOXAUAELTOL UE T UETEBooN and onTxY| OE XEWEVIXY) TANPOQOopla
%ot TV €€y WYY TERLYPAUPMY YLl TIG ELXOVEG.

Tevixd, 1 thetovétnto twv VL Transformers (extéc tou BLIP 1o omolo goiveton vo duoxoledeton apxetd vo
evtonioel oyéoelc YETOHED TWY PRECEWY -EUTAOUTICUEVWV 1) U X0l TWV TEPLYPUPHY TWV edVwyY) arnod{Bouv
XOADTEQO OTNY TAPAY WYY BLUVUGHATIXDY OVOTHPAC TACEWY YOl TO XEWEVOL CUYXELTIXA UE TOUG OULY®S YAWO-
owol¢ transformers, nopdti ol teheutalol €youv exmoudeutel EnTd exmoudeutel TN ONUACIONOYIXY OUOLOTN T
petall xewévwy. Edwdtepa, 1o ALIGN emtuyydvel accuracy 62.42% Zenepdvtag 1o BEATIOTO accuracy Tou
EMTUYYSVOUV oL oy Yhwoowol transformers, xou ouyxexpiéva to gtr-t5-large xatd 7% (55.29%).

1.3.3 Wikipedia & Wikidata yia Avdxtnon Ewxovog and Ewxdva

Yrov Iivaxa 1.9 topouctdlovpe ta anoTeEAEoUATo TOU TEOXOTTOLY and avéxtnon Ewdvac and Ewdva, dnhady
NS AVaXTNONS TV UTOYNPIWY EXOVWY § UE BACT) TIC OYETIXES EMOVEC Gy, TOU €YOLUE EVTOTIOEL 0 TO BLadixTVO.
Ané 7o 463 delypota Tou cuvérou doxuric, to Wikipedia API xow to Wikidata API emiotpépouv anoteréoporta
yia 460 xou 324 @pdoeic avtioTolyo.

CLIP ALIGN

Similarity Image source acc. MRR acc. MRR
Cosine Wikidata Images 34.26 50.13 31.11 47.84
Wikipedia Images 53.26 68.14 53.26 68.44

Wikidata Images 33.64 49.24 30.83 47.52

Euclidean Wikipedia Images 52.17 66.95 53.48 68.40
Wikidata Images 33.02 48.75 31.11 47.66

Manhattan Wikipedia Images 52.82 67.25 53.26 68.27

Table 1.9: Anoteréopata and tnv avdxtnon Ewdvoc ond Ewxdva

IMopatnpodue 6Tt oxdpa xou Tor xoAUTEPA amoTeAéopaTa TNe avdxtnone Ewdvac and Ewdva dev elvon ixovd
VO AVTOYWVLOTOUY QUTE TWV TEONYOUUEVWY TeEXVXGY. YTmodétouye 6T awtd ogeiletar 6To YeYOVOS OTL OL



OTOXAELOTIXG OTUTIXES OVATOPAUOTAOELS OEV Elvol OPXETA EXPPUCTIXES Yial Vo Sloxplvouv Aemtouépelec UeTol
ONUACLONOYINE GYETY LTOPMPieV.

1.3.4 Movtéro Expadnone Katataing

Yrov nivaxa 1.10 nopouotdlovpe anoTeAEoHATO And TO UOVTEAD eXUEUNONC XoTdTadng, YEMNOWOTOIWMVTAS TO
ALIGN w¢ povtého avixtnone. Ilepiocdtepa amoteréopota tou Loviéhou expdinong xatdtadng ue yeron
tou ALIGN, ahhd xou tou CLIP w¢ yovtéhou avixtnong napovatdlovion avolutixd otny evétnta 5.2.4. Ot

cLVBLACUOL YEAXTNELETIXWY Tou Topouctdlovta tepthauBdvouy to axdrouvda:

Baseline| LLM-enhance Text retrieval features Image retrieval feat. Metrics
p(4) Prompt p(7) Captioner Embedding Similarity Phrase Embedding Similarity | Acc. MRR
- - - - - - - - - 63.93 76.33
v - - - - - - - - 68.90 80.04
v meaning of - - - - - - - 73.22  82.79
v meaning of v - - - - - - 75.16 84.13
v exact v - - - - - - 70.41 81.10
v what _is v - - - - - - 71.71 81.52
v describe v - - - - - - 73.00 82.84
v all prompts v - - - - - - 73.87 83.96
v all-except v - - - - - - 74.30 83.80

exact
v meaning of Vv - - - - - - 74.30 83.86
+ describe
v all-except v - - - - ALIGN manhattan | 76.09 85.36
exact
v all-except v - - - - ALIGN cosine 76.52 85.29
exact
v all prompts v - - - - ALIGN cosine 76.52 85.70
v all prompts vV BLIP-L-beam ALIGN cosine t ALIGN cosine 77.61 85.90
v all prompts v BLIP-L-beam ALIGN cosine all te + ¢ ALIGN cosine 77.17 86.08
v all prompts v BLIP-L-beam ALIGN cosine tmeaning_of | ALIGN cosine 76.52 85.63
v all prompts v | BLIP-L-greedy ALIGN cosine all te + ¢ ALIGN cosine 78.48 86.65
v all prompts v GiT-L-greedy ALIGN cosine t ALIGN cosine 77.83 86.30
v all prompts v GiT-L-greedy ALIGN cosine tmeaning_of ALIGN cosine 77.39 85.92
v all prompts v GiT-L-greedy ALIGN cosine all te + ¢ ALIGN cosine 79.35 87.23
v all prompts v GiT-L-greedy ALIGN cosine all te + ¢ ALIGN euclidean | 76.96 85.85
v all prompts v GiT-L-greedy ALIGN cosine all te + ¢ ALIGN manhattan | 76.96 86.00
v all prompts vV GiT-L-beam ALIGN cosine all te +¢ ALIGN cosine 76.96 85.92
LTR of [11] (best results) 77.97 85.88
SemEval organizers’ baseline 60.48 73.87

Table 1.10: Anoteréopata tou Movtéhou Exudidnone Katdragng, ye yerion tov ALIGN w¢ povtéhou
Exudinone Kotdrane. Ta emonueiwpéva ye ol avTioTolyoly ot XUADTER ATOTEAECUATA, EVE) TO
EMONUELWUEVA UE EVTOVT] YROUUATOOELPd OVTLOTOLY 00V OE OnOTEAECUATA TOU EEMepvoly To XohlTERa
arotehéopata tou [11].

1. Baowd Xapaxtnpiotikd: emhoyh yia evowpdtonon (1 6xt) touv cuviehesth nowhc p(i) oto score(t,i) yio
TNV TOAUTEOTUXT AvdXTNOT

2. Xapaktnpiotikd ané tov eumdovnioud pe xprion LLMs: mpoTpomh yio TNV TopaywyT) ELTAOUTIOUEVWY
ppdoewy te () éva GUVORO N TPOTEOTMY TOL 0ONYEL o TOANATNG te) %ot ETMAOYY Yl EvowpdTtwon (1 dyt)
ToU oLVTEAEDTY| TOWHC p(i) oto score(te, )

3. Xapaktnpiotikd ané tny avdxtnon Kepévov and Keilpero: woviélo Yoo TNy eEoywYT] TV TEQLYRUPAOY C;
and TG EXOVES, OE GUVOUOOMO UE TO HOVTENO TOU YENOWOTOLE(TAL Yot THY EEAYWYTH TWV BLUVUCUATIXDY
OVUTIOPOIOTACEWY TOV XEWEVMV XOL TN LETEXY odotdTNTaS (oUotdTNnTo cuvnuttdvou, euxheldio/manhattan



omooTdoels), xodde xaL 1 @pdon Tou yenoiwonotelton (TpwtdTumn ¢, i EUTAOUTIOUEVT te, T éVal GUVORO
EUTNOUTIOUEVWY PpdoenY t. eZayuévey ue dlagopetixd LLMs 1 npotponéc)

4. Xapaxtnprotikd and tny avdktnon Eikévag and Eucova: yovtého yio TNy oy Y1) TWV SLAVUOUATIXDY oVo-
TOPOG TACEWY TV EXOVOY Xl UETELXY olotdTNTaS (ogotdTnTa cuvnuitévou, euxheldio/manhattan aroo-
TdoELS)

Io dha tor metpdportar tou Iivaxa 1.10 yenowwonoiooue tic axdhoudeg unepmapopétpous: n_estimators: 500,
early stopping: 100, learning rate: 0.03, feature fraction: 0.25, max bin: 100, min_child samples:
50 and reg alpha: 0.05. Emniéov, yenowonofinxe €vag OSayweiopdc 80-20 oto oUvoho ex-
nofdevone/emxdpwong, tontodetdvtog 2514 delypoto 610 GOVOAO ETXVEWONG.

Fevixd, 1 evowpdtwon tou epnhoutiogod gedoewv ye Yeron LLMs qatvetan va elvon e€onpetind wpéhun, e€ao-
poilovtoc BéATiote eMBOOELS OE GUYXELON UE TOUS UTOAOLTOUSC GUVBUAGHOVES YOROXTNELOTIXGY 1) Ti UTOAOLTES
TEYVIXEC TIOU €YOUUE TUPOUCLACEL. XUvolxd, ta xahbtepa anoteréoparta e€aoporilel 1 yeron touv ALIGN w¢
HOVTEAOU TOAUTROTIXAC AVAXTNONG £XOVTUS EVOOUATOGEL GAOUC TOUS GUVBVAGHOVS YoeaxXTNElo Ty, Auth el-
VoL Lol EVOLapEPOLCA TaRATHENOT LOLETERA €4V aVaAOYIo TOUHE OTL 1) awTtovour avdxtnon Kewévou and Keluevo
xon Ewdvae and Ewova dev e€aocpoiilouy Blaltepa aviaywvioind anoteréopata. Eminpdoieta, o cuvduaoudc
TOMNATADY Y OEaX TNELO TNV Qaiveton var elvon apxeTd w@éhpos. Autd golveton 1600 610 cuVBUUOUS SLopope-
TIXOV TPOTPOTAOV (T.Y. 1 enhoyh all prompts cuvdudlel Ta YopoxTNELO TS ard T1 YERoT OAWY TV TEOTPOTHOVY
tezact; twhat—iss tdescribetmeaning—of ); O00 X0 OTO GUYSUUOUS TWV YUPAXTNELOTIXWY amd BLopopeTiXés exBoyéc
¢ avéxtnone Kewévou anéd Keluyevo (n.y. nemhoyn all to+1t avapépeton 610 GUVBLAOUS YARUXTNELO TIXADY omd
N XENOT TWV EUTAOUTIOUEVLY Qpdoewy xou Pe Tic 4 mpoavagepieioes mpotponée, ouv TNy tpwtdTuny dodeioa

ppdon t).

1.3.5 IIp6BAnpa Epwtnong-Andvinong xow AALUCLwTOg LUANOYLOWOS

Ytov Ilivaxo 1.11 mapoucidlouye To accuracy TOU ETUTUYYAVOUUE UE TN HETATEOTY Tou TEoPBAAuaToq
Anocagprivione Ontdv Evvowdvy oe éva pdfinua Epdtnonc-Andvimone (ue ¥ yowplc ) xefon AAwolBwtold
Tulhoyiopot (CoT)), eite oe pidmon undevixric-Borfic (zero-shot) A modhammv-Lordv (few-shot).

Captioner Zero-shot Few-shot Few-shot Few-shot
(random) (top) (inv.top)
no CoT CoT choose no CoT  choose CoT ‘ no_CoT ‘ no_CoT ‘ no_ CoT
GPT-3.5-turbo
GiT-L (greedy) 44.49 47.30 51.84 52.27 51.19 51.40 53.56
GiT-L (beam) 40.82 36.50 50.54 49.68 46.12 47.83 45.61
BLIP-L (greedy) 47.95 43.84 49.46 44.06 48.16 48.81 50.32
BLIP-L (beam) 38.01 34.13 50.97 50.97 40.91 40.49 40.49
ViT-GPT2 (greedy) 28.94 25.05 32.40 29.81 31.32 31.45 28.91
ViT-GPT2 (beam) 30.24 25.92 32.83 33.05 32.03 28.73 23.64
Vicuna-13B
GiT-L (greedy) 34.34 27.65 20.52 20.52 31.89 33.63 36.30
GiT-L (beam) 11.02 7.91 19.44 11.23 <2 <2 <2
BLIP-L (greedy) 30.02 23.76 20.95 21.81 35.56 36.08 36.48
BLIP-L (beam) 9.41 6.27 12.74 8.64 <2 <2 <2
ViT-GPT2 (greedy) 21.60 21.17 17.49 15.33 24.83 24.94 26.11
ViT-GPT2 (beam) 11.45 6.91 16.85 12.74 2.81 3.89 4.75

Table 1.11: Accuracy oné ) petatpony| tou npoPAfuatoc Anocagprivione Ontixav Evvoldy oe npdBinua
Epdtnone-Andvinone.

Fevixd, umdpyet yior eppavig diapopd otny anddoon tou GPT-3.5-turbo ue to Vicua-13B, unoypapuilovtac to
pého mou mawlel 1 xhipoxa Tou YOVTENOL OGNV TEP(TTWaON aUTYH, o8 cUyYXpEloN PE TIC mponyolueves. EBG ta
UXEOTEPX YAWOOWE YOVTENX QofveTal var un SladéTouy TNV amapalTnTy YVOOT 1§ CUANOYIO TIXES IXAVOTNTES YLt
™y eEaywyh TNe owoThc andvtnone, aveldptnta and v emhoyR e mpotpomic K TN pUUWon undevixhc 1
TOMOTAGV-BoAdY.  Autéd oupgovel pe v mapathenon tou [30] 6t oL culhoyloTxée xavdTntee twv LLMs



avadlovTal cURPLve Ue TV xApaxd toug. Emmnpdoleta, dev undpyer xdmoto Eexddapo potifo yio to gdv 1
dminotn avaltnon 1 n avalhtnon déoung xatd Ty eEoywyy) TWY TERLYPAPAOY TWY EMOVKV E(VOL TLO OTOTEAEC-
porti yioe Ty exgaieuon g xatdhhning yvoong and to LLM: otny nepintwon twv GiT-L xow BLIP-L undpyet
wo xadopn) unepoy) TS dnAnotng avalytnong étav autd cuvdudloviar e g CoT xaw no_ CoT mpotpoméc.
Ewduwd yio to Vicuna-13B auty| 1) unepoyn elvon mohd yopax Tnelo Tixy| ETBUXVEIOVTIC GNHAVTIXY TTWCT anb6d00Ng
otav N avalAtnon déounc maipvel ™ Véomn tne dninotne avalhtnone. otédoo, v to VIT-GPT2 woylel to
avtideto. IIdvtweg 1 anddoorn ye ypron avalhtnone déounc gaiveton va napouctdlel afloonuelwt ntohon dtav
ouvdudleton pe pOiuLon tolhamiodv-Bordyv. Tavtdyeova, obte ot "choose" npotponéc galvetar vo tapovatdlouv
xdmolo Eeywetotd potifo dtay cuvduaoToly Ye T Bvo uedddoug avalhtnone. Luvolwxd, to GiT-L galveton
VoL EIVOIL TO TILO UTIOOYOUEVO OVIPORIXE UE TLS DUVATOTNTES TOU OTNY EENYWYT TEQLYQUPWY UTO TIC ELXOVEC GTNY
mhelodngpio twv anoteheoudtwy tou Iivoxa 1.11, evédy to BLIP-L (ue dnhnotn avalftnon) @oiveton vo eivor o
wové oe phon TorhamAdV-Bokdy o cuvduaoud pe to Vicuna-13B.



1.4 Xvunepdopata

[apovoidooue pior Yepehddn avdhuon Ue extevh mepduato yio To medBinua tne Anocagrvione Ontixdv
Evvowdv. Lo cuyxexpluéva Yenoylonolooue opxeTd amd To TO €TTUYNUEVA LOVTEAN TNG €MOYAS W Ylo
TOAUTEOTUXY| OVIXTNOY], VETOVTOC LoYUEd AMOTEAECUATO OVOPORES, TOPOUCLICHUE TO TAEOVEXTAUATO TOU EU-
TAOUTIOUO) TwV opplonuwy @edoewy pe eEntepixy) YVoho), arodnxeupévn ota Bden twv LLMs xou emitdyoue
AVTAY WVIO TIXE. ATOTEAECUOTA EXTALOEVOVTAS €V EAAPEY UOVTEND AVAXTNONG YPNOUWOTOIWVTAS YUPAUXTNELO TIXY
mou e€dyaue omd Tor aveldptnto mepduato mou dieldyaue. Ilio ocuyxexpéva, N Teéyouca epyaoio elvon 1
TeedTn mou odlonolel Ty mAolota Yvoon nou eivon amodnxevuévn ot LLMs péow tng ypnong SlapopeTindy
npotpony. Axohouvdwvtag To Tapddelyua Tou LLM-as-KB xotagpépope va evioydoouue Ty anddoan avapopds
TV HoVTEAWY avogopds. Emnpdoldeta, e€etdooye Ty ambdd0o0om TNg AnoxAElo Tixd XEWEVIXNEC 1) OTTIXAS ovex-
™ong, xadde xou TNV amdd0oT TG YETATEOTNG Tou TpofBifuatos e Anocaghvione Ontixdv Evvoldv oe éva
oLy e xeyevixol mpoBhuatoc Epdtnone-Andvinong, ota mhalolo Tou onolou avuxatacticape Tic urtodriges
eoveg Ue xeyevixée meptypapéc. Télog, puéow mpotpondy AAucdwtold Yuhhoyiopol EEBIMAOCUUIE TN GUANO-
yiowxy diadixacio twv LLMs nlow and to npdfBinua e Anocagriviong Ontixdy Evvoldv xou tovicaue Tig
gpunveLoiueS and tov dvipwrto Tttuyéc enelnynone oxetxd ye T Sadlaxoio e€oywyhc yvoong and ta LLMs.
Suvolxd, 1 avaAueT] pag amoxahOTTEL TN onuocio TNG XALoXAS VS YAWOOWwoD WOVTEAOU Yio TNV eXTEAECT) €p-
YOOLDY OYETXOV UE TNV eEoy YT YVHong xou cuhhoyloud. Ta anoteréopatd poc Eenepvoly apxetéc olYYpOVES
UAOTIOLNOELG %Ol TOL EYLX AMOTEAECUOTA AVAPORES, EVE DIVOUV TO EVOUCHA YLOl XUVOTOUES UAOTIOLACELS.

Khelvovtag auvth ) Bt Yo déhape va mpotelvoupe pepixée xoteudivoels yia mepautépw Behtiwon avtic
e epyaoioc mou lowe eunvedoouy xan Yoo evOlapEpouoes dlagopetinég mpooeyyioes. Apywxd, do uropoloe
va Sieeuvniel 1 yerjon soft prompting yio v nepantépw Bedtinon xou eunioutiond e Srtéoung yvoorng.
Iopddina, o prnopoloay vo doxiac tolv xou VBEWLXES Tpooeyyioels cuvdudlovtac LLMs pe peydhne xhpoxos
Yedpoug Yvmoewy tou Yo urnogoloay va fonifcouy otny nepattépw amocapnivion Twy opglonuwy @edocwy. Em-
TAéov, TTUYEC OYETES PE TNV ene€Nynon Tou teoPAfuatog Anocaghiviong Ontixdv Evvoudy Ya yropodoay va
anoteAécouv véa medla €peuvac. AvaugiBola, uia oe Bdloc avdluoT TwV ATOTUYLOV AVEXTNONE TOU TUEOUGLA:-
Couv ol melpaatioyol Yo uropolcay Vo Seeouy EVBLAPECOUCES TANEOPORIES Xal VoL 081 YICOUY GTO BEdUo YLo THV
Behtiwon xa enthuon avtddv. Téhog, Baowd neploptond, mou perhovuxd do unopoloe vo Eenepaotel, anotele!
X0l O TELQUHATIOUOS XOL UE TIC UTOAOLES YAWOGES TOU GUVOAOU DEBOUEVLV, TV LTAALXWY XUl TV TEPCIXWY,
mépal amd ToL oy YA, 0Tl OTold ETXEVTPWUNNOUE GTN CUYXEXEUIEVY) BLorTelBT).






Chapter 2

Introduction

Visual Word Sense Disambiguation (VWSD) is a recently proposed challenging task. In this task, the goal is
to identify the correct image from a set of competing candidates, given an ambiguous target word within a
given context [67]. For instance, the phrase andromeda tree contains the ambiguous target word andromeda
accompanied by the context tree which clarifies this ambiguity. Among the 10 candidates presented in Fig.
2.0.1, a VWSD framework attempts to retrieve the ground truth image, denoted with colored border.

Full phrase: Andromeda tree
L]

target word context

Candidate Images

Figure 2.0.1: An example of the VWSD task.

Even though VWSD can be classified as a text-image retrieval task, there are certain inherent distinctions.
For instance, upon examing the candidates presented in Fig. 2.0.1, which are somehow associated with
the ambiguous word andromeda (which can refer to either a constellation, fish species, tree, reptile etc),
an effective retrieval system should possess a high level of granularity and be exceptionally sensitive to the
contextualization of the ambiguous target word. In this example, it is important for the context word tree to
be sufficiently visible, as viewed from the perspective of the retrieval module, in order to effectively resolve
any misunderstanding. Simultaneously, it is important for the retrieval module to avoid over-reliance on the
tree context. This is because images that feature flowers and green grass can introduce a visual bias that
influences the retrieval process. Consequently, the image with the highest likelihood of containing a tree
may be chosen, disregarding the potentially ambiguous andromeda attribute. It is worth considering that
there may be instances where a retrieval model has not been trained on a particular ambiguous word. In
such cases, the infrequency of the concepts associated with the target word vocabulary raises the likelihood
of solely depending on the context word, leading to a notable level of unpredictability during the selection
process. To this end, the trustworthiness of VWSD also emerges as a pivotal aspect, hence necessitating the
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development of solutions that can be effectively explained.

In this thesis, a comprehensive range of implementations for Visual Word Sense Disambiguation (VWSD) is
presented. Several experiments were undertaken for each of the proposed methods, resulting in one of the
initial comprehensive contributions to this intriguing task:

e We exploit Large Language Models (LLMs) as knowledge bases to enrich given full phrases, so that the
target word is disambiguated by incorporating more context, addressing even cases that the ambiguous
word is unknown to the retrieval module.

e We convert VWSD to a unimodal problem: retrieval (text-to-text and image-to-image) and question-
answering (QA) to fully explore the capabilities related models have to offer.

e Features extracted from the aforementioned techniques are used to train a learning to rank model,
achieving competitive retrieval results.

e Chain-of-Thought (CoT) prompting is leveraged to guide answer generation, while revealing interme-
diate reasoning steps that act as explanations for retrieval.

Parts of the approaches and experiments presented in this dissertation are also published in [31] and [32].
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3.1 Large Language Models (LLMs)

3.1.1 Background

Language Models (LMs) are computational models that have the capability to understand and generate
human language. More specifically, a language model is a probability distribution over word sequences,
having the ability to predict the likelihood of these sequences or generate new text based on a given input.

The fundamental methodology for probabilistic language modeling since 1980’s has been n-grams models.
These models are grounded on the Markov chain rule, assuming that the probability of the coming word in a
word sequence depends only on a fixed size window of previous words. Hence a bigram model considers one
previous word, a trigram two, and in general a n-gram n-1 previous words.

For example a bigram language model models the probability of the sequence wy,ws, ... w, as:

P(wi,ws, ... wy) = P(wz,wr) - P(ws|w2) - - - P(wn|wn—1) (3.1.1)

where the conditional probability P(wg|wy_1) can be estimated the proportion of occurrences of the word
wy—1 followed by the word wy, in the corpora. The estimation of these probabilities constitutes the training
of an n-gram model on text corpora in one or more languages. However, given that a language can be used
to express an infinite variety of valid sentences, an n-gram model struggles to assign non-zero probabilities to
word sequences that may never be encountered in the training corpora. To address this problem, a variety
of smoothing techniques has been proposed over the years.

Subsequently, the advancements in the development of neural networks suggest the neural language models,
which was first introduced with simple feedforward neural language models by [7]. A feedforward neural
language model is a simple feedforward network that takes a sequence of previous words as input and gives
a probability distribution over possible next words as output. Therefore, similarly to a n-gram LM, the
feedforward neural LM is trained to predict the probability of a word considering the n-1 previous words.

A major difference between n-grams and feedforward neural language models is found in the way the two
models represent the sequence of input words. An n-gram model assigns the word identity ¢ to each word
w; included in the prior word sequence which should be represented. On the contrary, a feedforward neural
language model mainly uses an embedding vector for each word. Thus, the latter generalizes better to unseen
word sequences of the test set.

While feedforward language model introduced many of the important concepts of neural language modeling,
modern neural language models use more powerful architectures like the recurrent networks or transformers
networks.

Recurrent neural network (RNN) language models [56] analyse input sequences in a sequential man-
ner, analyzing one word at a time. The aim to predict the subsequent word by considering the current word
and the previous hidden state. Consequently, RNNs do not face the limited context problem observed in
n-gram models, nor do they suffer from the fixed context constraint found in feedforward language models,
since the hidden state can in principle represent information about all of the previous words all the way back
to the begging of the sequence.

All of the aforementioned models are examples of conventional supervised learning systems for NLP, in which
a word sequence z is used as an input and a text output y is predicted using the the conditional probability
P(y|x). In order to estimate this conditional probability we train a model using a dataset with pairs of inputs
and outputs. However, in this way it becomes necessary for any task to have supervised data, which for many
of them is extremely difficult to be found in large amounts. To address this, the standard evolved to pre-train
and fine-tune, in which a fixed architecture is pre-trained as a language model, predicting the probability of
observed textual data. Because the raw textual data required to train LMs is abundant, these LMs can be
trained on enormous datasets, acquiring robust general-purpose properties of the language they modeling.
Then, the pre-trained LMs will be modified to various downstream tasks by introducing new parameters
and fine-tuning them with task-specific objective functions. Within this paradigm, the emphasis shifted to
objective engineering, which involved defining the training objectives employed throughout both the pre-
training and fine-tuning stages. In recent years, the pre-train and fine-tune paradigm has been supplanted



by the pre-train, prompt and predict paradigm. Rather that adapting pre-trained LMs to downstream tasks
through objective engineering, downstream tasks are reformulated to look more line those completed during
the original LM training using a textual prompt. For instance, if we select the prompt "English: This is a
sentence in english. Greek: ", an LM has the potential to offer a Greek translation to complete the missing
text. By picking the relevant prompts, we may adjust the model behaviour to the point where the pre-trained
LM can anticipate the correct output without any extra task-specific training. The benefit of this approach
is that a single LM trained in a totally unsupervised manner can be utilised to solve a wide range of tasks
when provided with a set of proper prompts. However, as with most conceptually appealing prospects, there
is a catch: this method necessitates prompt engineering (section 3.1.4), which involves determining the most
appropriate prompt to allow an LM to tackle the task at hand.

3.1.2 Transformer

Large Language Models (LLMs) are advanced language models with vast parameter sizes and remarkable
learning capabilities that are typically pretrained on large unstructured text corpora. All modern LLMs are
now built on Transformer architecture [84], which eschews recurrence and instead relying entirely on an
attention mechanism to draw global dependencies between input and output. The encoder and decoder are
the two major components of the Transformer architecture. These components are employed in sequence-
to-sequence operations like machine translation, where the encoder processes the input sequence and the
decoder generates the output sequence.

The Transformer architecture is summarised below:

1. Input Representation: The input sequence is first embedded into continuous vector representations.
Positional embeddings are added to these embeddings to provide information about the position of each
token in the sequence.

2. Encoder: The encoder consists of a stack of identical layers. Each layer has two sub-layers:

o Multi-Head Self-Attention: This sub-layer computes a weighted sum of embeddings, allowing each
word to focus on different parts of the input sequence. Multiple attention heads run in parallel,
capturing different relationships between words.

e Position-wise Feed-Forward Neural Network: After the attention mechanism, each token’s rep-
resentation is passed through a position-wise feed-forward neural network. This introduces non-
linearity and further refines the token representations.

Residual connections|[22], followed by layer-normalization[5] are employed around each of the sub-layer.
3. Decoder: The decoder also consists of a stack of identical layers, each containing three sub-layers:

o Masked Multi-Head Self-Attention: This sub-layer acts similar to the corresponding encoder’s
sub-layer, but with a mask applied to prevent attending to future positions during training.

o Multi-Head Encoder-Decoder Attention: This sub-layer focuses on the encoded input sequence,
allowing the decoder to consider the relevant parts of the input during sequence generation.

e Position-wise Feed-Forward Neural Network: Similar to the encoder, this sub-layer follows the
attention mechanisms.

As with the encoder, residual connections are used around each sub-layer, followed by layer-
normalization.

4. Output Generation: The output of the final decoder layer is transformed into probability distri-
butions over the output vocabulary using a linear transformation followed by a softmax activation.
Throughout the training process, the model is fed with a word sequence as input to predict the subse-
quent word.

Several architectural variations of the Transformer have been proposed since it was first introduced by [84].
The masking pattern used on the inputs, which acts as contextual information for the model to generate a
prediction, is a key distinction between these systems.



Encoder-Decoder. As previously indicated and originally proposed, the Transformer consisted of two
stacks (Fig. 3.1.1): the encoder and the decoder. The encoder processes the input sequence and generates
context-rich representations, which are used by the decoder to generate the output sequence step by step.
Notable pretrained language models using an encoder-decoder architecture include BART[38] and T5 [66].
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Figure 3.1.1: The Transformer - model architecture. The original Transformer follows this overall
architecture using stacked self-attention and point-wise, fully connected layers for both the encoder and
decoder, shown in the left and right halves of figure respectively[84]

Decoder-Only. While the encoder-decoder design serves as the foundational variation of the Transformer
model, contemporary LLMs predominately employ a decoder-only architecture. These models have the
capability to train as a conventional language model, wherein they learn to predict the next token in a
given sequence. Decoder-only models lack the ability to process or represent the input sequence and output
sequence separately. All tokens are treated equally during processing, and conditioning is only dependent
on prior tokens due to the casual masking pattern, implying that the representation of any conditioning
text is intrinsically weaker. However, this produces a simpler architecture that is well-suited to a standard
autoregressive next-step-prediction pretraining objective. Notably, this architecture is the foundation of the
GPT series of models [64, 9] as well as numerous other recent LLMs [92, 10, 81].

Encoder-Only. As an aside, there is an additional prevalent architectural variant that employs only a
Transformer encoder layer stack. This model architecture serves as the foundation for the ubiquitous BERT
[12] and its derivatives.

Overall, Transformers have revolutionised the field of NLP due to their capacity to efficiently manage se-
quential data, enabling parallelization and capturing long-range dependencies in texts. Using the attention



mechanism to establish dependencies between input and output data, demonstrate that there is no require-
ment for convolutions or recurrent units to achieve state-of-the-art performance in linguistic tasks.

3.1.3 Pretraining Objectives

Pretraining is a crucial phase in the construction of LLMs, wherein the model undergoes training on an
extensive, unlabeled dataset through the process of self-supervision. The selection of a pretraining objective
can have a substantial influence on the subsequent applicability of the LLM. In this section, we provide an
overview of the fundamental concepts behind the prevalent token-level pre-training objectives that have been
extensively studied and documented in academic literature.

Maked Language Modeling (MLM) was proposed by [12]. Encoder-only models are commonly pre-
trained with a masked language modeling objective. In the input text, either individual tokens or sequences
of tokens are substituted with a designated mask token. The model is then trained to predict the omitted
tokens.

Casual Language Modeling (CLM) is used to train autoregressive models, like encoder-decoder or
decoder-only models, by predicting the next token given a prior sequence. This process enforces a causal
relationship, where the model only attends to tokens that come before the predicted token in the sequence.

Next Sentense Prediction (NSP) attempts to predict whether a given pair of sentences is consecutive or
not. This objective mainly serves as a supplementary task in the pre-training phase of encoder-only models
and facilitates the model’s acquisition of sentence associations.

3.1.4 Prompt Engineering

As previous stated, Language Models have traditionally been pre-trained on extensive text corpora and
then fine-tuned on smaller labelled datasets, in order to address longstanding problems in NLP. The process
of increasing the scale of language models to encompass billions of parameters, known as Large Language
Models (LLMs), facilitates the emergence of novel model capabilities that may be effectively conveyed through
prompting [47]. Prompt engineering is a crucial technique involving the meticulous design and formulation of
prompts to guide the behaviour of models and achieve the desired outcomes. Effective prompt engineering is
crucial to improving the performance and adaptability of language models for a variety of applications. It is
imperative to initially consider the shape of the prompt and then determine the appropriate method, either
manual or automated, for generating prompts of the desired shape.

Prompt Shape

There are two primary types of prompts: cloze prompts, which require the model to fill in the blanks
of a string, and prefix prompts, which extend a given string. The selection of the appropriate option is
contingent upon both the nature of the task, and the specific model employed to address the problem. For
tasks involving generation or those being solved using a conventional auto-regressive LM, prefix prompts are
typically preferable because they align well with the left-to-right orientation of the model. Cloze prompts are
well-suited for tasks that employ masked language modeling (MLM) objective due to their near resemblance
to the form of this objective. Full text reconstruction models are more flexible and can be utilised with either
cloze or prefix prompts.

Manual Template Engineering

Manually creating intuitive templates based on human intuition is perhaps the most natural way for generat-
ing prompts. For instance, in their study, [9] developed a set of manually constructed prefix prompts that can
effectively address a variety of tasks, such as question answering, translation and common sense reasoning.

Automated Template Engineering

Manually template creation is intuitive, enabling a certain level of accuracy in addressing diverse tasks.
However, this approach is not without its limitations, as it requires a significant investment of time and
knowledge in order to maximise the prompt’s efficacy. To resolve these issues, a number of methods to



automate the template design process have been proposed. Particularly, the automatically induced prompts
can be further divided into discrete prompts, where the prompt is an actual text string, and continuous
prompts, where the prompt is described directly in the embedding space of the underlying LM.

Discrete Prompts. Research efforts focused on the automated discovery of discrete prompts, also known
as hard prompts typically involve the search for templates within a discrete space. This discrete space is
often representative of natural language phrases. Several proposed techniques are enumerated below:

e Prompt Mining, wherein extensive text corpora are scraped to identify intermediate words or depen-
dency paths between inputs and outputs, which are then incorporated into the template[26].

e Prompt Paraphrasing, which takes an initial seed prompt and generates a collection of alternative
prompts, from which the prompt that yields the maximum training accuracy on the desired task is
selected. This can be accomplished in a variety of methods, such as translating the prompt into
another language and back [26].

e Gradient-based Search, which uses a gradient-based search over actual tokens to uncover short sequences
that can activate the pre-trained LM to predict the desired target [86].

e Prompt Generation, which considers the prompt generation as a text generation task that is accom-
plished using standard language generation models [17].

e Prompt Scoring, wherein a set of prompt templates is created as candidates, then a uniderictional LM
is used to rate these prompts, and finally the one with the highest probability is selected[16].

Continuous Prompts. As the purpose of prompt generation is to motivate an LM to perform a task, no
human-interpretable natural language is required. Motivated by this, a variety of approaches to continuous
prompts, also known as soft prompts, have been investigated. In particular, continuous prompts eliminate
both the requirement that the embeddings of template words be native language and also the restriction
that template’s parameters must match those of pre-trained LM. In lieu of this, soft prompts have their
own learnable parameters that can be adjusted based on training data from the downstream task. Several
representative methods are highlighted below:

e Prompt Tuning. The central concept of prompt tuning is that prompt tokens have their own,
independently-updated parameters. Thus, you can maintain the parameters of the pretrained model
unchanged and only update the gradients of the prompt token embeddings. The results are comparable
to the conventional method of training the entire model, and the efficacy of prompt tuning scales with
model size [37].
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Figure 3.1.2: Prompt Tuning [37]

e Prefiz-Tuning The technique of prefix tuning was specifically developed for the purpose of enhancing the
performance of Natural Language Generation (NLG) tasks on GPT models. Prefix tuning is a technique
that has resemblance to prompt tuning. It involves adding a sequence of task-specific vectors to the



input, which can be trained and modified independently while keeping the remaining parameters of
the pretrained model unchanged. One notable distinction is in the placement of the prefix parameters,
which are incorporated into every layer of the model. In contrast, prompt tuning solely introduces
the prompt parameters to the model’s input embeddings. The optimisation of the prefix parameters
is achieved through a distinct feed-forward network (FFN). The FEFN is no longer used once the soft
prompts have been updated [43].
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e P-tuning. P-tuning is an automated process that explores prompts throughout a continuous space in
order to address the disparity between Generative Language Models and Natural Language Under-
standing (NLU) applications. The process of P-tuning involves utilising a limited number of continuous
free parameters as prompts, which are then provided as input to pre-trained language models. Subse-
quently, the continuous prompts are optimised through gradient descent as a viable alternative to the
process of discrete prompt searching[48].

resdoronns (B - P Pl Pl

pmmmmmemmemm e eceeceeceee——o N " | Back
H Prompt G lscrele rewares Pttt ittt >, Propagation
N Prompt Encoder !
[ R 7 SR i
The  capital  of Britain s [MASK] I capital Britain [MASK]
¥ + ¥ + 1 i ¥ +
Tnput embedding ~ e(The) e(cafital) e(of) e(Britain) e(is) e([MASK]) Inputembedding  ho --- h; e(cai)ital) e(Britain) h;i1-- hy, e([MASK])
| | | i | [ ! T
Pre-trained Language Model Pre-trained Language Model
(GPT, BERT, ...) (GPT, BERT, ...)
— | — |
(a) Discrete Prompt Search (b) P-tuning
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In many cases, prompting methods can be used without explicit training of the LM for the downstream task;
rather, an LM trained to predict the probability of text P(x) can be applied as-is to populate cloze or prefix
prompts defined to specify the task. This is commonly referred to as the zero-shot setting, as there is no
training data for the desired task. However there are methods, in which few-shot examplars are provided to
the LM to guide answer-generation [9]. This is referrd to as few-shot setting. Specifically, in-context learning
(ICL) is a novel few-shot paradigm which involves utilising a small number of sample demonstrations from
the dataset to retrieve the related knowledge stored in the LLM without updating any parameters [14].



This technique is inspired from the way humans learn from analogy [91] and has been effectively applied
ever since to serve several NLP tasks [72, 75, 73, 63, 101]. Another technique that draws inspiration from
human thinking is known as Chain-of-Thought (CoT), where the LM is encouraged by the prompt phrasing
to generate rationales together with the predicted answer [30, 89]. Overall, prompting might be considered
analogous to querying knowledge graphs in the context of traditional knowledge retrieval.

3.1.5 Language models as Knowledge Bases

Knowledge Bases (KBs) are structured repositories of information that store facts, relationships, and concepts
in a way that computers can understand and query. These repositories serve as organized reservoirs of
knowledge, often in the form of entities and their attributes, connected by semantic relationships. Knowledge
Bases play a crucial role in various fields, including NLP, providing a foundation for systems to access and
reason about information, aiding in tasks such as question answering, information extraction, and knowledge-
driven decision-making. By consolidating data into a structured format, KBs facilitate the extraction of
meaningful insights and the development of intelligent systems that can better understand and interact with
the world. Knowledge Graphs (KGs) can be seen as a specialized form of KBs that employ a graph structure
to represent and capture relationships and context between entities and information. With a pronounced
emphasis on entity relationships, Knowledge Graphs have found extensive application in applications that
require complex and contextual knowledge representation, such as semantic search, recommendation systems,
question answering, and semantic reasoning.

Language models as Knowledge Bases is a novel paradigm that harnesses the implicit knowledge stored in
neural weights of Language Models (LMs) similar to how explicit knowledge of Knowledge Graphs (KGs)
has served related applications [61, 2]. LLMs pretrained on extensive web-based corpora have demonstrated
the capacity to inherently encompass various forms of knowledge within their parameters, without requiring
human supervision. These forms includes commonsense [44], factual [62], temporal [13] and beyond. Such
knowledge access is pivotal for LMs to achieve state-of-the-art performance on a range of downstream tasks.
Nevertheless, as is typical with many neural systems, the knowledge encoded within LMs is diffused, rendering
interpretation challenging and updates complex. Consequently, this complexity presents challenges when
utilizing them in real-world scenarios in contrast with KBs, which can access and update relational knowledge
easier than LMs.

The question about how we can control the knowledge stored implicitly in LM’s weights was initially raised
by [61]. This work was among the first to analyze the accuracy and limitations of language models as a source
of structured knowledge in comparison to traditional knowledge bases. Subsequently, numerous studies have
delved into the LM-as-KB scenario. For instance, [87] examines the idea of viewing LMs as open Knowledge
Graph and proposed a method to extract structured triples from the lm’s responses to queries, effectively
transforming it into a knowledge graph, while [77] explores the potential of LMs to serve as biomedical
knowledge bases.

The scale of models has unveiled unprecedented capabilities of language models (LMs) in various aspects,
including different types of reasoning. [3] attempts to address the challenge of solving math word problems
using arithmetic reasoning, while [8] presents an extensive survey on commonsense reasoning and generation.
[40] delves into the exploration of causal reasoning in popular pre-trained language models by leveraging
counterfactual conditionals, which force the models to predict unusual consequences based on hypothetical
propositions. Furthermore, [90] explores how generating a chain of thought —a series of intermediate rea-
soning steps— improves the ability of large language models to perform complex symbolic, commonsense
and symbolic reasoning. However, certain related research questions still remain open, such as whether these
models simply overfit extensive data or genuinely possess human-like reasoning capabilities [23]. More re-
cently, the LM-as-KB paradigm has been favored by the VL community to enhance popular VL tasks [55,
82, 19, 20, 52, 98] (section 3.2.4).



3.2 Visual-Linguistic (VL) Learning

Both the Natural Language Processing (NLP) and Computer Vision (CV) communities have shown interest
in vision-language tasks. For example, Image Captioning [94, 45, 71], seeks to generate a sentence or textual
phrase that describes the context of an input image. Visual Question Answering (VQA) [1] seeks to provide
an accurate natural language answer given an image and a natural language question about the image. Visual
Commonsense Reasoning (VCR) [95] necessitates the model be able not only to answer the commonsense
question but also to choose a supporting rationale for the answer." Text-Image Retrieval [28] attempts to
retrieve the most relevant image based on a given text, or vice versa. As can be seen, the essence of VL
learning consists of the presentation and interaction of visual and linguistic representations.

3.2.1 Linguistic Representation

Throughout the years, numerous works for text representations strategies have been proposed. Static Word
Embeddings, Recuurent Architectures, and Transformers are three of the major milestones in the history of
linguistic representations.

Static Word Embeddings. Natural Language Processing (NLP) has been significantly influenced by the
evolution of word embeddings, which are frequently employed as initialization for other methods. The evo-
lution of word embeddings has significantly influenced the development of Natural Language Processing
(NLP). Rooted in the hypothesis that words appearing in similar contexts share semantic meaning, ealry
attempts such as latent semantic analysis laid the foundation for the representation fo words as vecotrs in
high-dimensional spaces. Word2Vec [57] marked a significant advancement by employing neural network
architectures to learn word embeddings by predicting neighboring words. GloVe [60] followed this methodol-
ogy and incorporated global word co-occurrence statistics into the embedding process. Doc2Vec [36], as an
extension of Word2Vec, is capable of generating vector representations for a collection of words.

Recurrent Neural Networks. Recurrent Neural Networks (RNNs), designed to effectively handle sequen-
tial data (i.e. one word at a time), enabled the creation of dynamic word embeddings by counsidering the
order of words in a text. This architecture allowed for the capture of contextual information and inter-word
dependencies, representing a significant improvement over conventional word embeddings. However, early
RNNSs encountered difficulties in modelling long-range dependencies due to gradient vanishment problems.
To address them, later extensions such as LSTMs, GRUs etc have been proposed.

Language Transformers. Transformers revolutionised Natural Language Processing (NLP) by addressing
context and dependency more effectively. This innovative architecture [84] replaced sequential processing
with a self-attention mechanism, enabling words to interact directly regardless of their proximity in the text.
This innovation facilitated the ability of transformers to more efficiently capture extensive dependencies
compared to conventional approaches and RNNs. Multiple Language Transformers have been utilised as text
encoders for a variety of VL tasks. Among them, BERT [12] has become a golden standard, while other
implementations utilize variants such as RobERTa[49], GPT2[64], T5[66] and BART[38].

3.2.2 Visual Representation

The representation of the visual modality has a far lower level of variation in comparison to text encoding.
The majority of works in the field predominantly utilise Convolutional Architectures with few changes. It is
only in recent years that some works have made efforts to utilise visual encoders based on Transformers.

Convolutional Neural Networks. Convolutional Neural Networks have become the cornerstone of mod-
ern Computer Vision for visual representations. These architectures marked a significant departure from
handcrafted fetaures by leveraging the power of deep learning to automatically learn abstract visual features
from raw pixel data. Visual representations can involve image-level or object-level features. CNNs, such as
AlexNet [33] and VGG [74], ushered in a new era of image analysis and representation by obtaining remarkable
performance in benchmark image classification tasks. The subsequent development of deeper architectures
such as ResNet [21] and Inception [78] addressed gradient vanishing and computational efficiency challenges,
allowing for the extraction of even more fine-grained visual details. Many works rely on CNN based classifiers
such as them, while others prefer more fine-grained local representations supported by object detectors, such
as Fast-RCNN][18] and Faster-RCNNJ[69].



Image Transformers. The introduction of transformers, which were originally designed for natural language
processing but have since been adapted for computer vision, has resulted in a revolutionary transformation
of visual representations. This revolutionary change marked a departure from conventional Convolutional
Neural Networks (CNNs) by employing self-attention mechanisms to capture long-range dependencies and
relationships in visual data. Vision Transformer (ViT) [15] suggests dividing images into fixed-size patches
and treating them as token sequences, allowing transformers to process visual information. This strategy
revolutionised tasks such as image classification and demonstrated transformers’ capacity to comprehend and
represent complex visual content. Swin Transformer [50] is a more efficient implementation due to the use of
self-attention only in non-overlapping local image patches, which results to linear computation complexity as
opposed to quadratic computation complexity to image size, resulting from the computation of self-attention
globally.

3.2.3 Multimodal Representation

In the field of vision and language intersection, conventional approaches involved the utilisation of core distinct
neural network models that independently processed visual and textual data. These models were subsequently
integrated to resolve the downstream vl task. In particular, the task-specific model was fine-tuned for the
downstream task by directly utilising the two separate backbones for visual and text representations. Thus,
this fine-tuning process did not involve any form of generic visual-linguistic pretraining. Consequently, the
final model may be susceptible to overfitting, while the pretraining of the model fails to effectively capture
complex interactions and dependencies between visual and textual features and produce comprehensive visual-
linguistic representations that could prove valuable for relevant downstream tasks.

Despite their limitations, these traditional approaches underscored the need for more comprehensive and
integrated methods that can better exploit the inherent multimodality of vl tasks, and the requirement for
aligning visual and textual features in a shared embedding space. Inspired by the success of pre-trained models
in NLP, such as BERT [12] and GPT [64, 9], which significantly elevated the performance of various NLP
tasks, researches began recognizing the importance of cross-modal pre-training and joint representations, and
numerous cross-modal pre-training models have been developed. Similar to NLP, research, focuses mainly
on two aspects, excluding pre-training data: Model Architecture and Pretraining Objectives.

e Model Architecture. The majority of related works are based on different variants of Transform-
ers[84]. VILBERT[51] and LXMERT|79] introduced the two-stream architecture, where two Transform-
ers are applied to images and text independently, and then these ones are fused by a third Transformer
producing the joint representations. On the contrary, VisualBERT[42], Unicoder-VL[39], VL-BERT|76]
proposed the single-stream architecture, where a single Transformer is applied to both images and text.

e Pretraining Objectives. Inspired by the pretraining objectives in text models, several crucial pre-
training objectives have been proposed, among them the following:

Masked Language Modeling and consequently Masked Region Modeling[51], which force the model
to predict the masked out tokens or image regions respectively

— Image-Text Matching [51, 76], which aims to align the visual and textual embeddings in a shared
space. It encourages the model to understand the correspondence between images and their
associated textual descriptions, facilitating cross-modal understanding

— Word-Region Alignment, which finds correlations between image region and words
— Masked Region Classification, which predicts the object class for each masked image region

The methods described above constitute Supervised Learning, where labels are either inferred from the input
(known as self-supervised) or obtained from a labeled dataset, usually consisting of image-text pairs. A
significant milestone is the adoption of Contrastive Learning for text-image representations, which is followed
by certain models. Contrastive Learning is employed to autonomously learn visual-semantic embeddings.
The fundamental concept involves creating an embedding space where similar pairs are positioned close to
each other, while dissimilar pairs are distanced from one another. Noteworthy models that have been trained
using this strategy include CLIP[65] and ALIGN][25].



The CLIP model comprises two distinct sub-models: a text encoder and an image encoder, both of which
map text and images, respectively, into a shared embedding space. Guided by the principles of Contrastive
Learning, these encoders are trained to assign high similarity scores to well-matched image-text pairs and
low similarity scores to mismatched pairs (as illustrated in Figure 3.2.1). ALIGN employs a dual-encoder
approach, focusing on aligning visual and language representations within image-text pairs. The encoder is
trained with a contrastive loss function, formalized as a normalized softmax.
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Figure 3.2.1: CLIP. Contrastive pre-training.[65]

In various works, these learning strategies are frequently amalgamated, such as BLIP[41], a multimodal
fusion of encoder-decoder architecture that undergoes training encompassing both contrastive and supervised
modeling objectives. Specifically, BLIP represents a unified vision-language model capable of operating within
three distinct functionalities (as depicted in Figure 3.2.2):

1. A unimodal encoder, trained with an Image-Text contrastive objective, facilitating the alignment of
vision and language representations.

2. An image-grounded text encoder, incorporating additional cross-attention layers to model interactions
between vision and language. This encoder is trained with a Image-Text Matching objective to distin-
guish between positive and negative image-text pairs.

3. An image-grounded text decoder, which replaces the bidirectional self-attention layers with causal self-
attention layers. This decoder shares cross-attention layers and feedforward networks with the encoder.
Its training involves a Causal Language Modeling objective, generating captions based on provided
images.

3.2.4 VL Learning with knowledge

Recent advancements in visiolinguistic (VL) learning have facilitated the development of multiple models and
techniques, offering impressive implementations that presently address a variety of tasks necessitating the
fusion of vision and language. These advancements have paved the way for transformative implementations,
bringing together the realms of vision and language to tackle challenges that range from image captioning
to visual question answering. Despite these remarkable achievements, the datasets commonly employed for
VL pretraining are not without their limitations. These datasets, while valuable, possess a finite reservoir of
visual and linguistic knowledge, creating a bottleneck that restricts the potential generalization capabilities
of many VL models.

To bridge this gap and enable VL models to transcend their existing limitations, researchers have turned to
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external sources of knowledge. Knowledge graphs (KGs), which organize information in a structured manner
by defining entities, relationships, and semantic descriptions, have emerged as a potent tool for supplementing
VL models with a richer understanding of the world. Similarly, the rise of Large Language Models (LLMs)
has highlighted their prowess in capturing relational knowledge from linguistic data during pretraining. This
paradigm, known as the LM-as-KB scenario, presents an intriguing approach where LLMs serve as dynamic
repositories of information that can be accessed and queried to provide missing context and connections. The
integration of external knowledge into VL models has led to the emergence of hybrid architectures, where
traditional VL expertise collaborates seamlessly with the insights extracted from KGs and LLMs.

Notably, despite the extensive VL knowledge amassed during pretraining and fine-tuning, contemporary
transformer-based VL models struggle to generalize across various concepts and scenarios requiring common-
sense knowledge, abstract entities understanding, factual comprehension, and real-world event recognition.
This outcome is somewhat expected, given that neither pretraining nor fine-tuning VL datasets necessitate
the understanding of concepts beyond visual descriptions. Consequently, the inclusion of external knowledge,
introduced at earlier or later stages of the pretraining/fine-tuning phase, becomes imperative to amplify the
capabilities of VL models, enabling them to adeptly respond to more intricate real-world tasks. Such external
knowledge is typically organized in structured Knowledge Graphs (KGs), employing entities, relationships,
and semantic descriptions [24]. Language Models (LMs) have demonstrated the capacity to retain relational
knowledge learned from linguistic data during their pretraining phase, leading to the concept of LM-as-KB
[61]. This knowledge can be retrieved by constructing queries in the form of fill-in-the-blank statements,
which the LM is tasked with completing. Subsequent works further establish the prowess of LMs for storing
and retrieving world knowledge while showcasing their scalability corresponding to the augmentation in the
number of parameters [87]. Successful deployment of LMs as knowledge bases requires meeting certain pre-
requisites, including accessing data similarly to KG querying, updating outdated facts without succumbing to
catastrophic forgetting, unlocking their latent reasoning capabilities, and gauging their level of interpretabil-
ity and explainability[2]. Despite these challenges, the remarkable achievements of Large Language Models
(LLMs) in diverse linguistic tasks offer inspiration for their potential role as comprehensive and expansive
knowledge bases (KBs), augmenting VL learning.

Presently, few surveys in VL learning comprehensively explore the synergy between knowledge and deep
learning in VL models. An extensive exploration of knowledge-enhanced VL (KVL) was first introduced in
[54]. Subsequent research [55] shifts the focus towards state-of-the-art initiatives involving transformer models
for VL representation, resulting in hybrid methodologies through the integration with external knowledge.



Chapter 4

Approach

In this section, we present a wide range of implementations for VWSD. Multiple experiments are conducted
for each of the implemented methods, resulting in one of the first substantial contributions to the VWSD
task.

Primarily, we highlight the main contributions of this thesis, and then we provide an in-depth explanation of
the implemented approaches, following the [31] and [32].
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4.1 Contributions

The contributions of this dissertation are multiple and can be summarized as follows:

e We exploit Large Language Models (LLMs) as knowledge bases to enrich given full phrases, so that the
target word is disambiguated by incorporating more context, addressing even cases that the ambiguous
word is unknown to the retrieval module.

e We convert VWSD to a unimodal problem: retrieval (text-to-text and image-to-image) and question-
answering (QA) to fully explore the capabilities related models have to offer.

e Features extracted from the aforementioned techniques are used to train a learning to rank model,
achieving competitive retrieval results.

e Chain-of-Thought (CoT) prompting is leveraged to guide answer generation, while revealing interme-
diate reasoning steps that act as explanations for retrieval.

4.2 Dataset

VWSD Dataset

The VWSD dataset for English language consists of 12869 training samples and 463 test samples, with
10 candidate images per sample. There are negligible differences in phrase length, with the vast ma-
jority of phrases consisting of 2 words. The data samples and the official splits can be found in
https://raganato.github.io/vwsd/. Additionally, the statistics of the VWSD dataset are presented bellow:

Split #Samples Phrase length

1 word 2 words 3 words 4 words
Train | 12869 0 12868 0 0
Test 463 1 445 17 1

Table 4.1: Dataset statistics


https://raganato.github.io/vwsd/

4.3 Method

We followed 6 approaches to investigate the VWSD task from several different perspectives. All our ap-
proaches were tested exclusively on English.

Wikipedia & Wikidata image Image Captioning for

Image -Text Similari : N A & CoT promptin, :

9 ty retrieval text retrieval Q prompting !
"Andromeda tree" ' "Andromeda tree" "Andromeda tree" . "Andromeda tree" ‘

What is adromeda tree? 1

"Andromeda tree is ..." .

‘ i

! What is adromeda tree? "Andromeda ! [ Text Retrieval Module ] [ QA Module } .
tree is a species of evergreen shrub WIKIDATA ' '
or small tree native to Japan, Korea, I ! I |

and eastern China. It is a member of i

the Ericaceae family and is closely .

related to the rhododendron. The

Andromeda tree has glossy, dark
green leaves and produces clusters of
white, bell-shaped flowers in  the
spring. It is often used as an
ornamental plant."

| ‘ Caption for Candidate Image 1 ‘ !

: | Caption for Candidate Image 2 | ;

Caption for Candidate Image 10

VL - Transformer

LTR Module Ranked Images

Figure 4.3.1: Method Outline

4.3.1 Image-Text similarity Baseline

As a start, we implemented a simple multimodal (VL) retrieval baseline to evaluate the capabilities of existing
pre-trained VL transformers on the VWSD task. VL transformers place both images ¢ and textual phrases ¢
in a joint embedding space. The retrieval of the most appropriate image i with respect to a given text phrase
t relies on a similarity score:

score(t, i) = max(sim(t, 7)) (4.3.1)

which can be computed using various similarity measures, such as cosine similarity or euclidean/manhattan
distance. In this approach we exclusively experimented with cosine similarity.

The VL transformers used are reported bellow:
e CLIP with ViT[15] base encoder !
e CLIP with ViT large encoder, denoted as CLIP-L 2
e CLIP.a70n [70] (LAION/CLIP ViT-H/14), trained on LAION-2B English subset of LAION-5B 3
e ALIGN|25] *

Thttps://huggingface.co/openai/clip-vit-base-patch32
2https://huggingface.co/openai/clip-vit-large-patch14
3https://huggingface.co/laion/CLIP-ViT-H-14-laion2B-s32B-b79K
“https://huggingface.co/kakaobrain/align-base
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BLIP[41] with ViT base encoder, trained on COCO|45] and denoted as BLIP¢ °
BLIP with ViT large encoder, trained on COCO and denoted as BLIP-L¢ ©

e BLIP with ViT base encoder, trained on Flickr30k[93] and denoted as BLIPp *
e BLIP with ViT large encoder, trained on Flickr30k and denoted as BLIP-Ly 8

We also conducted experiments with the penalty factor p(i) described in [11] to modulate the retrieval
preference of images that represent high similarity scores sim(t,7) with multiple phrases ¢. The penalty is
computed for each image as the average similarity between that image and all the phrases in the dataset,
normalized by the frequency of image occurrence, using the following formula:

p(i) = <|;| 3 sz’m(tk,i)> : card(i) (4.3.2)

= max;,, ercard(im)

in which T is the set of all phrases, I is the set of all images, and card(i) denotes the number of samples in
which image ¢ appears.

In this case, the similarity score obeys to the following:

score(t, i) = sim(t,i) — p(i) (4.3.3)

4.3.2 LLMs for phrase enhancement

We utilize a diverse range of LLMs as knowledge bases to augment the short phrases ¢t by providing more
details in a zero-shot manner, resulting in enhanced phrases t.. Then, VL retrieval, described in the previous
section 4.3.1, is facilitated. In addition, as in the baseline case, we attempt to include the penalty p(i) during
the final VL retrieval step, according to the following knowledge-enhanced similarity score:

score(te, 1) = sim(te, i) — p(i) (4.3.4)

All prompts provided to LLMs are designed upon manually crafted templates, based on the intuition that
instructively requesting specific information from the model has been proven to be beneficial [30].

Prompt templates used for zero-shot LLM knowledge enhancement of textual phrases ¢ are reported bellow:

Prompt name Prompt template
exact “<phrase> 7
what_is “What is <phrase>?"
meaning _of “What is the meaning of <phrase>?”
describe “Describe <phrase>.”
write description “Write a description of <phrase>.”
to__describe “To describe <phrase> I would say that ”
could _describe “I could describe <phrase> as”

Table 4.2: Prompts for phrase enhancement via LLMs

Emerging capabilities of LLMs, such as multiple types of reasoning, are analogous to model size [30, 90],
indicating that models beyond a particular scale may contain more advanced knowledge. Experimenting
with models up to 13B parameters, which corresponds to the upper limit of our hardware, as well as orders of
magnitude larger language models (175 parameters) accessible via public APIs, we investigate whether this
assumption also holds true for knowledge enrichment. The LLMs we utilized are reported bellow:

Shttps:/ /huggingface.co/Salesforce/blip-itm-base-coco

6https://huggingface.co/Salesforce/blip-itm-large-coco
Thttps: //huggingface.co/Salesforce/blip-itm-base-flickr
8https://huggingface.co/Salesforce/blip-itm-large-flickr


https://huggingface.co/Salesforce/blip-itm-base-coco
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GPT-3|9] with 175B parameters, specifically text-davinci-003 & GPT-3.5-turbo °
GPT2-XL[64] with 1.5B parameters *°

BLOOMZ-1.7B ! & BLOOMZ-3b [58] '2

OPT-2.7B 13 & OPT-6.7B [97] 4

LLAMA-7B [83] 1

Vicuna-7B !¢ & Vicuna-13B [99] 17

Galactica-6.7B [80] 18

4.3.3 Image Captioning for text retrieval

We leverage the metrics of unimodal retrieval by exploiting state-of-the-art image captioning transformers to
convert images 7 to textual captions ¢;. In particular, the following captioning models are used:

e BLIP Captions [41] with ViT-base[15] encoder '°

e BLIP Captions with ViT-large encoder, denoted as BLIP-L Captions 2°

e GiT [88] with ViT-base encoder %!

e GiT with ViT-large encoder, denoted as GiT-L 22

e ViT-GPT?2 [34] which uses ViT-base as encoder and GPT-2[64] as decoder 23

For all image-captioning models we exploit both beam-search multinomial sampling with 10 beams to obtain
k=10 captions per image i, as well as greedy search. We represent as cF the k-th caption for image i, as
obtained from beam search (greedy search returns only one caption). In the case of beam search, as some of
the 10 captions are identical or substrings of longer ones, they are post-processed, in order to end up with
only distinct ones.

We investigate two possibilities for obtaining embedding representations for the captions ¢; and the phrases
t. In the first scenario, embedding representations are generated using the same VL transformers as in
multimodal retrieval. In the second scenario, we exploit an assortment of purely textual sentence transformers
that are fine-tuned for semantic similarity [68]. These are illustrated bellow:

e distilroberta-base?* & xlm-r-distilroberta-paraphrase 2°
e stsb-roberta-base 26, stsb-distilroberta-base?” & stsb-mpnet-base?®

e all-MiniLM-L62°, all-MiniLM-L123° & all-mpnet-base3!

9https://platform.openai.com /docs/models/gpt-3
10https://huggingface.co/gpt2-x1
Hhttps://huggingface.co/bigscience/bloom-1.7B
2https:/ /huggingface.co/bigscience /bloomz-3b
Lhttps: / /huggingface.co/facebook /opt-2.7b
Mhttps:/ /huggingface.co/facebook/opt-6.7b
Lhttps:/ /huggingface.co/decapoda-research /llama-7b-hf
16https:/ /huggingface.co/ TheBloke/Wizard-Vicuna-7B-Uncensored-HF
https: / /huggingface.co/ TheBloke/Wizard-Vicuna-13B-Uncensored-HF
I8https://huggingface.co/facebook/galactica-6.7b
https:/ /huggingface.co/Salesforce/blip-image-captioning-base
20https: / /huggingface.co/Salesforce /blip-image-captioning-large
2Ihttps://huggingface.co/microsoft /git-base
22https: / /huggingface.co/microsoft/git-large
23https://huggingface.co/nlpconnect /vit-gpt2-image-captioning
24https: / /huggingface.co/distilroberta-base
25https://huggingface.co/sentence-transformers /xlm-r-distilroberta-base-paraphrase-v1
26https: / /huggingface.co/sentence-transformers/stsb-roberta-base-v2
2Thttps://huggingface.co/sentence-transformers /stsb-distilroberta-base-v2
28https: / /huggingface.co/sentence-transformers /stsb-mpnet-base-v2
2%https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
30https://huggingface.co/sentence-transformers/all-MiniLM-L12-v2
3lhttps: //huggingface.co/sentence-transformers/all-mpnet-base-v2
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e multi-qa-distilbert-cos?? & multi-qa-MiniLM-L6-cos??
e sentence-t5-base*, sentence-t5-large®®, gtr-t5-base®® & gtr-t5-large®”

Then, in both cases, we use cosine similarity or euclidean/manhattan distance to calculate score(t, c¥), re-
trieving the caption embedding that is most similar to each phrase embedding. Experiments were conducted
both with and without LLM-based phrase enhancement.

4.3.4 Wikipedia & Wikidata image retrieval

Image-to-image retrieval is another unimodal representations-based approach that we engaged with for the
VWSD task. Consequently, in accordance with the idea of [11], we utilize Wikipedia API in order to retrieve
all the relevant articles with respect to the provided phrase ¢, and then we retain the primary image i,, from
each article. Then, we post-processed the retrieved image set by considering a maximum of k£ = 10 Wikipedia
images per phrase t. The same process is repeated for Wikidata[85]. Using the same VL transformers
as in multimodal retrieval, we obtained embedding representations for both the retrieved images i,, and
the candidate image i. Ultimately, we search for the embeddings that are closer to one another within
the embedding space. To this end, we employed either cosine similarity or euclidean/manhattan distance,
according to score(iqy, ).

4.3.5 Learn to Rank

Inspired by [11], we implement a Learning to Rank (LTR) model that incorporates features derviced from
our aformentioned experiments. LGBMRanker with lambdarank objective?®, implemented upon the gradient
boosting framework [29], is chosen as the LTR module.

The input features chosen for the LTR model captures the associations between each given phrase and the
candidated images, and derived from each one of the 4 previous methods separately. More specifically, the
features crafted from the baseline case, are extracted with the following steps (a)-(e):

(a) score(t,)
(b) max(score(t,))
(

(c
d

(e

)

)

) mean(score(t,i))
) difference a-b

)

difference a-c

In a similar way, the steps (a)-(e) are repeated for each one of the other methods, with only replacing the
score(t, 1) with the proper score equation. Particularly, instead of score(t, ), for LLM-enhancement we use the
score(t., 1), for caption-phrase retrieval the score(t, c¥), for enhanced caption-phrase retrieval the score(t., cF),
and finally for the image retrieval the score(iy,i). As a result, we end up with a 5-feature-addition into our
final feature vector for each method we leverage.

We train the LTR module on several combinations of the designed features. In order to further advance
LTR performance, we also attempt to combine features from enriched phrases t. derived using different
prompts. Furthermore, different similarity (cosine) and distance (euclidean/manhattan) scores are exploited

32https://huggingface.co/sentence-transformers /multi-qa-distilbert-cos-v1
33https: / /huggingface.co/sentence-transformers,/multi-qa-MiniL.M-L6-cos-v1
34https: //huggingface.co/sentence-transformers/sentence-t5-base

35https:/ /huggingface.co/sentence-transformers/sentence-t5-large
36https://huggingface.co/sentence-transformers/gtr-t5-base
3Thttps://huggingface.co/sentence-transformers/gtr-t5-large
38LGBMRanker docs
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in conjunction with these combinations, while the contribution of considering penalty factor p(i) is evaluated
both in baseline VL retrieval (eq. 4.3.3), as well as in the LLM-enhanced VL retrieval module (eq. 4.3.4).

4.3.6 Question Answering for VWSD and CoT prompting

We transform VWSD to a question-answering (QA) task by converting the textual phrases ¢t to questions @
that adhere to manually crafted prompt templates. The prompts, we experimented with, are illustrated in
Table. 4.3.

Prompt
name

Prompt template

think (greedy)

“Q: What is the most appropriate caption for the <context>? Answer choices: (A) <caption
for image 1> (B) <caption for image 2> ... A: Let’s think step by step. ”

think (beam)

“Q: What is the most appropriate group of captions for the <context>? Answer choices:
(A) <captions for image 1 (separated with comma)> (B) <captions for image 2> ... A:
Let’s think step by step. ”

CoT “<think prompt> <response of llm with think prompt> Therefore, among A through J,
the answer is ”

no_ CoT “Q: What is the most appropriate caption for the <context>? Answer choices: (A) <caption

(greedy) for image 1> (B) <caption for image 2> ... A:”

no_CoT (beam)

“Q: What is the most appropriate group of captions for the <context>? Answer choices:
(A) <captions for image 1> (B) <captions for image 2> ... A:”

choose no_ CoT
(greedy)

You have ten images, (A) to (J), which are given to you in the form of captions.(A) <caption
for image 1>...(J) <caption for image 10> You should choose the image, and therefore the
caption that could better represent the <phrase>. What image do you choose?

choose no CoT
(beam)

You have ten images, (A) to (J), which are given to you in the form of captions.(A) <cap-
tions for image 1 (separated with comma)>...(J) <captions for image 10 (separated with

comma)> You should choose the image, and therefore the set of captions that could better
represent the <phrase>. What image do you choose?

choose CoT

(greedy)

You have ten images, (A) to (J), which are given to you in the form of captions. (A)
<caption for image 1> ... (J) <caption for image 10> You should choose the image, and
therefore the caption that could better represent the <phrase>.

Use the following format: Question: What image do you choose? Thought: you should
always think about what you choose. Result: the result of your thought Final Answer: the
image that you choose.

Begin! Question: What image do you choose?

choose  CoT
(beam)

You have ten images, (A) to (J), which are given to you in the form of a set of captions. (A)
captions for image 1 (separated with comma) ... (J) captions for image 10 (separated with
comma) You should choose the image, and therefore the set of captions that could better
represent the <phrase>.

Use the following format: Question: What image do you choose? Thought: you should
always think about what you choose Result: the result of your thought Final Answer: the
image that you choose

Begin! Question: What image do you choose?

Table 4.3: QA prompts with and without CoT.

Our experimentation includes both zero-shot and few-shot prompting. In both scenarios, the Vicuna-13B[99]
and the 175B GPT3.5-turbo are suggested as LLMs to be prompted. Since, the LLMs, and so the aforemen-
tioned ones, currently handle textual but not VL inputs, we need transition to text-only representations both
for images 7 and phrases t. Therefore, image captioning techniques are utilised to accomplish this transfor-
mation, with captions ¢; being provided for each candidate image ¢. The models chosen for captioning are
GiT-L[88] and BLIP-L[41], which are both based on ViT-large [15] encoder, and ViT-GPT?2 [34], which uses
ViT-base as the encoder and GPT-2 [64] as the decoder.

Reasoning capabilities of LLMs can be unlocked using a technique known as Chain-of-Thought (CoT) prompt-
ing [30, 89], in which the LLM is prompted to produce a series of intermediate reasoning steps that logically
leads to its answer. Even though CoT prompting has been predominantly utilised for multi-step reasoning
tasks, it is also capable of providing human-understandable explanations regarding the selection of the most
suitable prospective image 7 for each phrase t. To this end, the first 5 templates and prompting pipelines of
Tab. 4.3 are adopted from [30], where a "reasoning" prompt ( "Let’s think step by step/think prompts of Tab.



4.3) retrieves the reasoning path stored in the LLM, followed by an "answer" prompt ("Therefore, among A
through J, the answer is " CoT prompt of Tab. 4.3) that returns the final answer in an appropriate format.
The rest of the templates ("choose" prompt names) are inspired from LangChain prompts [35], with "choose
CoT" prompt also attempting to retrieve a reasoning path, which supports the answer of the LLM.

Zero-shot prompting

In the zero-shot scenario, a specific prompt from Tab. 4.3 is provided as input to either the Vicuna-13B or
GPT-3.5-turbo language model. Subsequently, the language model generates the answer, designated as A,
along with an accompanying explanation for this particular section. The answer A can correspond to either
one of the caption options A-J or a statement that indicates that no answer can be determined. In any
case, the generated answer A is compared to the ground truth caption to assess the effectiveness of zero-shot
prompting approach under investigation.

Few-shot prompting

In addition, we conduct experiments with few-shot prompting instead of the previously described zero-shot
prompting. In this case, we select k no_ CoT prompts (Tab. 4.3) along with their corresponding ground
truth answer A, thereby creating QA in-context samples. The number of in-context samples, denoted as
k, is determined by the user. We devise three different methods for selecting these k in-context examples.
In the baseline case, the k samples are randomly chosen from the training dataset. Nonetheless, because
the relevance of selected samples relative to a chosen sample [46] and sample ordering [53] is significant,
we develop two similarity-based sample selection algorithms, namely top and inverse-top. Both selection
methods utilize embedding representations of full phrases included in QA prompts, which are acquired using
ALIGN [25]. The retrieval of the k nearest embeddings to a given phrase embedding is easily accomplished
through the utilisation of cosine similarity using the FAISS library [27]. The proposed top ordering technique
involves arranging samples in descending order of similarity, with the most similar sample being placed first,
followed by the second most similar sample, and so on until the k-th most similar sample is positioned in
the k-th position. Conversely, the inverse-top technique involves reversing the order by positioning the most
similar example in the k-th position. The choice of k varies among the different experiments, contingent
upon factors like as the length of the prompt and restrictions in computer resources. This information may
be found in Table 4.4.

Captioner Model Captioner Strategy | k
GiT-L / BLIP-L / ViT-GPT2 greedy 5
GiT-L beam 2

BLIP-L beam 1
ViT-GPT?2 beam 2

Table 4.4: k£ Value Selection



Chapter 5

Experiments

In this section, we will present the results of various experiments we conducted, in order to investigate
the VWSD task from several different perspectives, following the [31] and [32]. Firstly, some preliminary
information will be presented about the computational resources, hyperparameters and metrics to be utilized
and then we present the evaluation results for our 6 different approaches. In addition to the quantitative
results, we will present insights for a more intuitive understanding of our approaches.
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5.1 Preliminaries

5.1.1 Computational Resources

In Tab. 5.1 we analyze the resources used throughout our experiments, as well as the time needed for inference
on the entire test set of 463 samples. Regarding captioners, we demonstrate the time needed for one batch

of 1000 images. As for LTR training time refers to the train split exclusively (12869 samples).

Model ‘ Hardware ‘ Time (hours)
VL Transformers for retrieval
CLIP GPU - NVIDIA Tesla K40 12GB 00:10 h
CLIP-L GPU - NVIDIA Tesla K40 12GB 00:15 h
CLIPraron GPU - NVIDIA Tesla K40 12GB 00:40 h
ALIGN GPU - NVIDIA Tesla K40 12GB 00:08 h
BLIP GPU - NVIDIA Tesla K40 12GB 00:20 h
BLIP-L GPU - NVIDIA Tesla K40 12GB 00:45 h
LLMs for phrase enhancement
GPT2 XL 1.5B GPU - NVIDIA Tesla K40 12GB 00:30 h
OPT 2.7B GPU - NVIDIA Tesla K40 12GB 01:45 h
OPT 6.7B 2 x GPU T4 14.8GB 02:00 h
BLOOMZ 1.7B GPU - NVIDIA Tesla K40 12GB 00:15 h
BLOOMZ 3B GPU 12.8GB 00:20 h
Galactica 6.7B 2 x GPU T4 14.8GB 02:15 h
LLAMA 7B 2 x GPU T4 14.8GB 01:00 h
Vicuna 7B 2 x GPU T4 14.8GB 01:15 h
Vicuna 13B 2 x GPU T4 14.8GB 02:00 h

Image Captioners

BLIP (batches with 1000 images each)
BLIP-L (batches with 1000 images each)
GiT (batches with 1000 images each)
GiT-L (batches with 1000 images each)

ViT-GPT2 (batches with 1000 images each)

GPU - NVIDIA Tesla K40 12GB
GPU - NVIDIA Tesla K40 12GB
GPU - NVIDIA Tesla K40 12GB
GPU - NVIDIA Tesla K40 12GB
GPU - NVIDIA Tesla K40 12GB

~02:00 h / 1000 images
~03:00 h / 1000 images
~03:00 h / 1000 images
~04:00 h / 1000 images
~02:00 h / 1000 images

Sentence Transformers

xlm-r-distilroberta NVIDIA TITAN Xp 12GB < 00:08 h
stsb-roberta-base NVIDIA TITAN Xp 12GB < 00:08 h
stsb-distilroberta-base NVIDIA TITAN Xp 12GB < 00:04 h
stsb-mpnet-base NVIDIA TITAN Xp 12GB < 00:07 h
all-MiniLM-L6 NVIDIA TITAN Xp 12GB < 00:03 h
all-MiniLM-L12 NVIDIA TITAN Xp 12GB < 00:04 h
all-mpnet-base NVIDIA TITAN Xp 12GB < 00:06 h
multi-QA-distilbert NVIDIA TITAN Xp 12GB < 00:06 h
multi-QA-MiniLM-L6 NVIDIA TITAN Xp 12GB < 00:04 h
LTR
LTR training CPU - 16GB RAM ~00:20 h
LTR prediction CPU - 16GB RAM < 00:01 h

Table 5.1: Resources used for our experiments and time needed



5.1.2 Hyperparameters

In this section we report the hyperparameters used and insights for each model among the different ap-
proaches, we followed.

LLMs for phrase enhancement

For each LLM model we tested as enhancer for the given phrases, we use a max of 70 tokens as text output
length, in order to fit with the text input length constraint for CLIP VL transformer and its versions. Except
from maz_tokens parameter, for GPT-3 ns GPT-3.5 turbo models we further set the parameters shown in
Tab. 5.2 and Tab. 5.3 respectively.

Parameter Value
temperature 0.0
top_p 1.0

frequency penalty 0.0

presence _penalty 0.6

Table 5.2: GPT-3 Hyperparameters

Parameter Value

system__message | "You are an intelligent assistant."

Table 5.3: GPT-3.5 turbo Hyperparameters

Image Captioning for text retrieval

For each captioner we used to extract captions for the candidate images, we use a max of 50 tokens as text
output (caption) length.

Learn to Rank

As learning to rank model we used LGBMRanker from lightgbm library with the hypeparameters shown in
Tab. 5.4.

Hyperparam Value

n_estimators 500

early stopping patience 100

learning _rate 0.03
feature_ fraction 0.25
max__ bin 100

min_ child_samples 50
reg_alpha 0.05

Table 5.4: LTR model Hyperparameters

5.1.3 Metrics

The methods to be tested ultimately output ranked list of the the most similar candidate images 7 for a given
phrase t. Therefore, the following metrics were be used:

Accuracy

Accuracy is one metric for evaluating classification models. It is defined by the following formula:

number of correct predictions (5.1.1)

accuracy =
Y total number of predictions



Informally, we could say that accuracy is the fraction of predictions our model got right.

In our case, we define a prediction as correct, when the ground truth image among the 10 candidate images
of a sample, predicted indeed as the most appropriate image for the corresponding phrase.

Mean Reciprocal Rank (MRR)

Mean Reciprocal Rank (MRR) is a measure to evaluate systems that return a ranked list of answers to
queries.

For a single query, the reciprocal rank is ﬁ, where rank is the position of the highest-ranked answer
(1,2,3,...,N) for N answers returned in a query. If no correct answer was returned in the query, then the
reciprocal rank is 0.

For multiple queries @, the Mean Reciprocal Rank is the mean of the @ reciprocal ranks.
MRR = - i ! (5.1.2)
T Q P rank; o

In our case, each sample of the dataset corresponds to one single query , with rank be equal to the position
in which the ground truth image was predicted in the ranked list of the most similar candidate images.



5.2 Results

5.2.1 LLMs for phrase enhancement

Quantitative results. In Tab. 5.5 and Tab. 5.6 we present results regarding LLM-based phrase enhance-
ment involving all VL retrieval models with and without penalty p(¢) respectively. Baselines refers to VL
retrieval with non-enhanced phrases t.

Table 5.5: Results for zero-shot LLM-based enhancement with penalty p(i). Colored instances denote

overall best results per metric, while bold numbers indicate best results for each LLM.

CLIP CLIP-L CLIP ai0N ALIGN BLIP ¢ BLIP-L¢ BLIP BLIP-Lr

acc. MRR acc. MRRH acc. MRR | acc. MRRH acc. MRR acc. MRR acc. MRR| acc. MRR

Baseline 63.28 76.27| 62.85 76.24| 71.06 81.50 68.90 80.00| 60.91 74.33] 64.58 77.51| 60.48 73.87| 69.76 80.42
exact 53.88 69.51| 56.32 T71.12| 57.45 72.53 53.35 69.57| 47.52 63.67| 47.95 64.49| 41.90 59.79| 50.54 66.96

o what_is 61.22 74.89| 61.44 75.83| 64.58 77.61 63.93 76.33| 57.02 70.42| 57.67 71.78| 51.62 67.78| 61.34 74.42
>I< meaning_of 60.82 75.00| 65.58 77.55| 65.23 78.04 | 64.15 76.65| 58.75 72.64| 59.18 73.27| 52.92 68.27| 63.07 75.96
a describe 57.58 72.38| 60.82 74.82| 65.01 77.17 58.10 72.67| 54.43 68.78| 53.78 69.38| 47.73 65.08| 57.24 71.80
?5 write description 58.90 72.87| 62.42 75.63| 63.28 77.11 60.26 74.37| 50.76 67.19| 54.21 69.57| 48.60 65.12| 60.04 73.43
to_describe 59.74 73.86| 62.34 75.55| 63.50 76.40 59.40 73.46| 52.92 67.80| 53.35 68.86| 48.16 64.47| 55.94 70.67
could describe 57.08 T71.87| 59.26 73.23| 65.01 76.87 58.10 72.49| 52.05 68.22| 55.08 70.18| 46.87 64.44| 57.02 72.03

N exact 61.44 74.50| 64.92 77.42| 66.52 78.50 65.87 T77.60| 64.58 76.28| 65.66 T77.13| 59.18 7T72.70| 67.39 78.67
2 | what_is 63.71 76.41| 66.74 78.92| 69.98 80.67 65.44 T7.65| 63.28 75.95| 65.23 77.68| 58.32 72.06| 66.52 78.30
N meaning of 62.63 76.38| 65.01 78.17| 69.33 80.69 66.74 78.27| 63.50 76.44| 65.44 78.29| 58.53 72.50| 68.25 79.74
§ describe 64.72 77.21| 64.07 77.47| 69.98 81.40 | 68.90 80.28| 61.34 75.61| 64.36 77.45| 58.53 72.41| 66.74 T78.81
© | write description 62.61 76.00| 65.93 78.07| 68.90 80.13 68.68 79.70| 60.04 73.52| 64.58 77.13| 57.02 71.19| 67.17 78.66
E to_describe 63.20 76.36| 66.45 78.20| 69.11 80.13 70.41 80.70| 64.15 76.77| 66.95 78.66| 57.88 72.20| 68.25 79.81
could describe 64.86 77.13| 63.99 77.10| 66.95 T79.11 69.33 79.96| 62.42 75.65| 65.87 T78.17| 58.10 72.47| 68.47 79.89
exact 62.85 76.00| 62.85 75.93| 71.06 81.46 | 68.68 79.89| 61.12 74.46| 64.58 77.41| 60.26 73.73| 69.76 80.36

M what_is 60.98 74.85| 66.30 78.10| 66.95 78.99 63.28 75.95| 60.91 74.43| 66.31 77.86| 57.24 T1.15| 67.70 78.58
; meaning of 62.15 75.60| 65.25 77.45| 69.11 80.56 65.66 77.54| 61.99 75.35| 63.93 76.88| 58.32 T71.65| 65.44 77.69
g | describe 61.05 74.75| 66.08 78.14| 68.03 79.89 64.79 T77.62| 61.77 74.73| 66.31 T7.57| 57.67 71.48| 68.03 79.03
% write_description| 56.44 71.82| 63.37 76.52| 68.03 80.34 65.44 7T7.68| 61.99 74.65| 62.42 75.29| 54.64 69.49| 64.79 76.70
to_describe 62.53 76.07| 65.17 78.02| 68.03 79.77 64.15 76.92| 63.07 75.22| 61.99 74.91| 57.02 70.74| 65.44 77.33
could _describe 59.83 73.70| 56.99 72.31| 67.39 79.06 68.68 80.41| 65.23 77.44| 66.09 77.44| 57.45 7T1.88| 68.25 79.57
exact 61.26 74.59| 62.99 76.18| 67.82 79.31 66.52 78.36| 60.48 73.13| 63.28 76.00| 57.02 71.23| 65.66 77.49

;% what_is 64.36 76.82| 68.25 79.82| 71.92 81.78 | 67.39 78.72| 61.34 74.94| 66.95 78.47| 59.61 73.35| 68.47 79.58
N meaning of 65.58 77.96| 67.32 78.76| 70.63 81.47 68.47 79.14| 63.71 76.52| 66.31 78.55| 59.40 73.60| 68.03 79.26
% describe 62.01 75.38| 65.28 78.07| 70.84 81.11 66.09 78.60| 62.85 75.65| 67.39 78.71| 57.24 T1.72| 67.82 79.20
8 write description 65.73 77.16| 66.81 79.16| 68.90 79.86 68.68 80.07| 62.85 76.23| 64.36 T77.61| 58.53 72.21| 67.39 79.17
A | to_describe 64.79 77.49| 68.03 79.21| 68.68 79.94 70.19 80.66| 65.23 77.45| 66.31 78.16| 60.69 73.92| 68.68 79.81
could _describe 65.23 77.40| 65.66 78.09| 69.33 80.80 69.11 79.87| 65.23 77.38| 67.17 78.75| 61.34 73.87| 69.33 80.18
exact 62.63 75.84| 62.20 75.54| 70.63 81.15 67.82 79.24| 60.91 74.23| 64.79 77.58| 59.83 73.40| 69.11 79.94

M what_is 61.79 75.70| 64.63 77.68| 68.03 79.41 64.79 77.23| 61.77 75.01| 63.07 76.16| 57.88 T1.79| 65.87 T7.77
g meaning of 62.17 75.84| 63.61 77.19| 69.55 80.79 66.74 78.47| 63.28 75.93| 65.44 77.43| 59.83 72.96| 68.03 78.75
g | describe 64.43 76.91| 65.73 78.24| 70.84 81.19 | 65.23 77.89| 61.12 74.67| 63.93 77.07| 56.16 71.30| 66.09 78.38
% write_description| 60.38 74.46| 60.61 75.19| 69.76 80.90 64.58 77.04| 57.02 71.13| 61.34 74.24| 53.13 68.91| 64.58 76.70
to_describe 63.98 76.77| 61.14 75.49| 66.31 78.74 68.03 78.95| 61.77 74.73| 60.26 74.38| 55.51 70.23| 65.87 77.70
could _describe 58.59 73.21| 61.45 74.60| 66.31 78.27 65.44 T7.76| 63.07 75.34| 64.36 76.09| 58.32 T71.86| 65.23 77.28
exact 49.66 66.59| 56.24 71.44| 55.72 71.25 52.48 68.45| 43.21 60.82| 50.32 66.95| 41.90 59.68| 54.00 70.23

E what_is 60.13 74.40| 62.78 76.11| 65.66 77.73 62.63 75.50| 57.88 72.62| 61.12 74.59| 53.56 68.73| 64.79 76.81
Qz meaning of 60.09 74.69| 62.20 74.80| 68.68 80.24 | 60.32 75.04| 61.56 74.57| 61.34 74.99| 52.27 68.02| 61.99 75.49
é describe 59.61 74.04| 60.48 75.13| 63.93 77.78 62.20 75.80| 55.51 70.74| 56.59 T1.25| 52.92 68.13| 58.96 73.49
E write_description| 58.54 73.10| 60.75 74.93| 65.01 77.73 57.88 72.64| 55.72 70.27| 56.16 70.83| 49.24 64.97| 60.91 74.25
(g to_describe 57.78 73.32| 59.75 74.52| 63.28 76.21 56.16 71.45| 55.29 70.42| 55.72 70.92| 51.19 66.89| 60.26 74.05



could _describe 62.45 75.98| 63.97 76.62| 67.60 79.44 | 58.10 72.89| 55.51 70.00| 56.59 71.38| 49.24 66.15| 60.48 74.29
exact 55.08 70.70| 57.45 72.23| 62.20 76.04 | 60.48 74.10| 52.92 68.76| 54.00 69.51| 48.81 65.54| 58.10 72.33

2 what_is 64.92 77.26| 67.10 78.93| 68.90 79.07 | 66.55 80.48| 68.03 68.03| 66.95 78.48| 58.75 73.29| 70.84 80.84
<« | meaning_of 61.76 76.12| 62.90 76.53| 67.82 80.11 | 65.66 78.49| 60.26 74.40| 62.42 75.71| 54.00 69.84| 65.87 78.19
2 | describe 64.21 76.80| 66.81 79.04| 72.14 82.02 | 69.76 80.34| 64.79 76.58| 66.09 77.99| 58.53 72.44| 69.11 80.15
3 write_description| 62.28 76.00| 63.84 76.77| 71.27 81.62 69.76 80.59| 67.17 77.86| 65.87 77.80| 59.40 73.34| 68.47 79.55
= to_ describe 65.54 77.80| 66.32 79.24| 68.68 79.93 | 60.91 7T4.71| 61.34 74.32| 61.77 74.77| 54.00 69.65| 63.07 75.97
could _describe 60.34 74.16| 65.02 76.30| 64.15 76.40 | 61.56 74.36| 54.00 68.67| 57.45 71.65| 52.27 67.00| 61.34 74.50
exact 58.10 72.46| 59.18 73.62| 61.99 74.95 64.58 77.20| 55.94 70.98| 59.83 73.52| 53.56 69.18| 62.20 75.68

2 | what_is 66.02 77.82| 69.05 80.16| 68.25 79.76 | 69.76 80.49| 66.74 78.00| 69.33 80.00| 61.34 74.61| 70.84 81.00
< meaning of 65.14 77.85| 67.76 79.49| 69.76 80.25 | 70.41 81.13| 65.87 77.84| 66.31 78.43| 62.20 74.73| 68.03 79.40
% describe 65.44 78.01| 68.47 79.97| 70.41 81.18 | 72.79 82.26| 68.25 79.09| 70.41 80.85| 62.20 75.09| 73.43 82.45
O | write_description 63.83 76.61| 67.32 79.40| 68.47 80.24 | 72.14 81.17| 65.23 77.36| 67.39 79.05| 58.53 73.03| 70.63 80.73
> to_ describe 64.47 77.04| 68.20 79.61| 67.82 79.40 | 69.98 81.07| 63.93 76.32| 64.15 76.84| 57.88 72.27| 68.03 79.26
could _describe 65.44 77.46| 65.23 77.83| 68.25 79.69 72.14 82.16| 63.93 76.32| 65.01 76.84| 57.67 72.27| 68.90 79.26
exact 60.61 74.49| 62.12 75.60| 64.15 77.10 | 67.60 79.48| 60.69 73.98| 65.01 77.46| 54.86 69.91| 66.74 78.74

é what _is 65.44 77.63| 69.98 80.58| 70.84 81.05 72.14 81.69| 67.82 79.01| 69.11 79.87| 59.18 73.48| 73.43 82.91
< | meaning_of 65.43 78.25| 68.26 79.83| 70.63 81.03 70.63 81.33| 67.82 78.70| 69.76 80.66| 61.99 75.08| 71.71 81.80
Z | describe 64.36 77.01| 63.28 76.85| 66.74 78.64 | 69.98 80.70| 61.12 74.73| 66.95 78.57| 56.16 71.10| 67.17 79.11
8 write description 65.35 77.71| 66.45 78.70| 70.41 81.60 | 71.71 82.01| 66.31 77.95| 67.39 78.74| 61.34 74.70| 69.98 80.87
; to_ describe 65.86 78.12| 69.58 80.49| 70.19 80.88 | 71.27 81.32] 63.71 76.04| 65.01 77.12| 58.32 72.17| 68.68 79.42
could _describe 63.08 76.10| 63.30 76.87| 68.03 79.26 | 66.74 7T8.98| 63.28 75.26| 63.93 76.57| 55.94 69.90| 66.74 78.28

19 | exact 58.86 72.09| 60.18 72.73| 64.36 75.38 | 62.42 7T4.43| 57.02 70.78| 59.18 72.32| 52.92 67.40| 63.07 74.65
E what_is 66.52 78.81| 69.35 80.51| 70.63 81.46 | 70.41 81.42| 67.60 78.56| 68.47 79.67| 60.91 74.30| 71.71 82.02
A | meaning of 67.76 79.76| 69.06 80.55| 73.65 82.71 | 70.41 81.38| 66.52 78.59| 66.52 79.16| 58.53 73.31| 69.98 81.46
o describe 67.32 78.95| 69.28 80.31| 73.22 82.50 | 73.22 82.73| 69.33 79.90| 70.41 80.80| 59.83 73.65| 70.63 81.29
w | exact 61.98 74.90| 64.07 76.58| 68.03 78.41 | 66.52 78.37| 60.48 73.99| 64.15 76.58| 59.61 72.91| 65.23 77.06
B | what is 67.92 79.27| 70.73 81.57| 72.35 82.19 | 71.71 82.27| 68.25 78.93| 68.90 79.91| 60.48 74.24| 69.11 80.25
% meaning _of 68.07 80.08| 69.84 81.56| 73.65 83.52 | 74.95 84.09 66.74 78.37| 71.71 81.55| 62.63 75.55| 72.35 82.28
describe 68.25 79.40| 68.72 80.26| 70.63 81.05 | 72.57 82.52| 64.58 76.75| 68.25 79.35| 61.34 74.03| 69.33 80.47

Table 5.6: Results for zero-shot LLM-based enhancement without penalty p(i). Colored instances denote
overall best results per metric, while bold numbers indicate best results for each LLM.
CLIP CLIP-L CLIPar0N ALIGN BLIP ¢ BLIP-L¢ BLIPr BLIP-L§

acc. MRR acc. MRR acc. MRR | acc. MRRH acc. MRR acc. MRR acc. MRR| acc. MRR

Baseline 59.18 72.94| 60.69 74.42| 67.82 79.50 | 65.66 T77.48| 57.24 60.91| 61.34 64.58| 57.67 60.48| 65.01 69.76
exact 49.45 66.24| 53.66 69.09| 54.64 70.54 | 51.19 67.22| 44.28 61.19| 45.57 62.60| 35.85 55.50| 47.52 64.43

o | what_is 58.61 72.59| 58.61 73.62| 63.28 76.56 | 60.91 74.25| 54.21 68.22] 53.56 69.03| 46.00 64.08| 55.94 70.71
>f meaning_of 58.44 72.97| 62.55 75.60| 64.58 77.08 | 61.56 72.54| 55.08 70.24| 54.64 70.76| 50.32 66.74| 57.02 72.54
a describe 54.76 70.24| 56.49 72.14| 62.20 75.37 | 55.94 70.55| 50.97 66.20| 50.11 66.62| 44.71 62.21| 55.51 70.07
?3 write_description| 54.51 69.99| 59.34 73.54| 62.20 75.99 57.45 T1.77| 47.52 64.76| 48.16 65.10| 45.36 62.79| 56.16 70.50
to_ describe 54.11 70.00| 59.52 73.81| 61.77 74.84 | 57.02 71.67| 50.32 65.60| 49.89 66.08| 42.33 60.39| 53.56 68.46
could _describe 51.85 68.28| 55.77 T70.84| 62.42 74.97 | 54.64 69.73| 48.81 65.20| 51.19 66.97| 42.76 61.44| 53.13 68.74

- exact 58.82 72.23| 61.66 75.05| 63.71 76.53 | 63.28 75.56| 59.18 72.96| 62.85 74.99| 56.37 70.60| 63.50 76.20
2 | what_is 62.42 75.30| 65.01 77.33| 67.60 79.04 | 63.07 75.58| 59.40 73.50| 62.85 76.00| 56.16 70.54| 65.23 77.26
N | meaning of 58.75 73.78| 64.15 77.03| 66.52 78.70 | 64.36 76.44| 60.48 74.34| 61.99 76.13| 56.16 70.61| 65.01 77.89
% describe 60.82 74.68| 62.99 76.05| 67.60 79.54 | 66.52 78.51| 59.83 74.59| 62.63 76.47| 53.56 69.84| 63.71 77.06
Q | write_ description 59.29 73.49| 64.82 77.08| 67.82 78.85 | 66.31 77.86| 57.67 7T1.61| 61.34 74.76| 52.48 68.47| 64.36 76.72
E to_ describe 59.96 73.99| 63.64 76.37| 67.82 78.96 | 68.03 78.94 61.56 74.87| 64.79 77.09| 55.94 70.84| 66.31 78.34
could _describe 60.74 74.63| 60.52 74.64| 66.95 78.72 67.17 78.20| 60.69 74.14| 63.50 76.46| 55.72 70.94| 66.31 78.54




exact 58.96 72.77| 60.26 74.15| 67.82 79.47 | 65.66 77.48| 57.45 72.19| 61.12 75.77| 57.24 71.68| 65.01 77.90
m | what_is 58.31 72.91| 62.75 75.47| 65.44 77.60 | 61.12 73.94| 59.83 73.13| 61.12 74.54| 53.35 68.71| 63.50 76.22
; meaning_of 58.19 72.97| 62.99 75.79| 67.60 79.28 | 64.58 76.48| 59.18 73.38| 60.26 74.70| 54.86 69.43| 62.42 75.86
g | describe 59.08 72.95| 63.89 76.31| 65.87 78.09 | 62.20 75.80| 59.83 73.28| 62.20 75.17| 54.43 69.86| 63.28 76.28
g write_description| 54.95 70.44| 59.16 73.87| 66.31 78.85 | 63.50 76.13| 56.80 71.49| 59.83 73.35| 50.76 66.97| 63.07 75.67
to_ describe 61.21 74/61] 62.27 75.92| 65.01 77.78 | 60.69 74.45| 58.75 72.16| 58.75 72.69| 53.56 68.09| 61.56 75.02
could _describe | 56.77 71.43| 54.37 69.93| 66.74 78.42 | 66.74 78.48| 61.56 75.25| 62.42 75.56| 54.43 69.98| 65.01 77.61
exact 56.93 T71.53| 59.52 73.78| 64.15 76.98 | 63.93 76.15| 58.10 71.77| 59.61 74.06| 54.86 69.66| 61.12 74.99
= | what_is 62.20 75.39| 65.66 77.88| 69.11 80.03 | 62.85 75.51| 61.34 74.35| 65.01 77.32| 57.24 71.85| 68.03 79.12
N meaning_of 61.69 75.51| 64.94 77.17| 68.25 79.73 | 66.31 77.62| 61.77 74.92| 62.42 76.27| 57.02 71.79| 65.23 77.21
§ describe 60.04 73.83| 62.88 76.11| 68.68 79.47 | 63.50 76.35| 60.48 73.87| 62.85 76.06| 54.86 70.48| 65.66 77.64
8 write description| 62.26 74.85| 63.56 77.02| 67.39 78.64 | 65.87 77.75| 60.91 74.43| 62.42 75.68| 55.51 70.35| 65.01 77.40
A | to_describe 61.34 74.87| 64.15 76.57| 65.66 T77.92 | 66.95 78.53| 62.20 75.50| 63.28 76.23| 56.80 71.73| 65.23 77.70
could describe | 61.56 74.96| 61.77 75.50| 68.03 79.62 | 66.95 78.10| 62.85 75.85| 65.23 77.25| 57.24 71.49| 67.82 79.06
exact 58.75 72.63| 59.61 73.86| 67.60 79.33 | 64.15 76.57| 57.24 71.96| 61.12 75.83| 56.80 71.40| 64.79 77.66
g | What_is 60.48 74.10| 62.45 75.89| 66.95 78.61 | 61.77 75.18| 57.88 72.27| 61.77 74.89| 52.92 68.83| 61.99 75.23
; meaning_of 59.28 73.77| 62.17 76.04| 68.03 79.61 | 63.71 76.31| 52.92 74.37| 61.99 75.47| 55.94 70.67| 65.01 77.27
g | describe 60.74 74.28| 63.12 76.19| 69.55 79.99 | 63.28 76.26| 59.40 73.03| 58.96 73.86| 52.92 69.18| 62.63 76.13
% write _description 56.60 71.61| 57.31 72.84| 67.39 79.14 | 62.85 75.52| 55.08 69.45| 58.32 71.93| 49.68 66.35| 60.48 74.51
to_ describe 60.90 74.51| 58.29 73.30| 65.87 78.12 | 65.87 77.33| 60.26 73.65| 57.24 72.50| 54.21 69.13| 60.69 74.78
could describe | 55.29 70.73| 59.25 72.95| 65.44 77.56 | 62.20 75.18| 60.04 73.27| 59.83 73.50| 52.70 68.52| 60.26 74.46
exact 45.35 63.57| 53.97 69.58| 54.21 69.84 | 49.89 66.30| 38.66 57.14| 47.08 64.40| 38.01 56.83| 50.76 67.94
Ei what_is 56.61 71.74| 59.91 73.82| 64.79 76.92 | 60.91 74.12| 55.72 70.32| 58.75 72.82| 52.27 67.77| 61.77 74.84
:?6 meaning_of 56.69 72.21| 56.24 72.63| 65.44 78.46 | 58.96 72.64| 55.72 70.79| 56.37 71.65| 50.11 66.57| 58.32 72.90
& | describe 56.80 71.45| 58.53 73.31| 61.56 75.76 | 59.61 73.85| 53.56 69.03| 51.40 67.91| 50.97 66.30| 54.43 70.60
L% write_description| 55.65 71.09| 57.21 72.40| 62.85 76.12 | 54.64 70.47| 50.11 66.71| 51.62 67.61| 43.84 61.69| 57.88 72.33
(g to_ describe 54.32 70.73| 56.30 72.15| 60.69 74.35 | 52.05 68.27| 51.40 67.87| 50.97 67.77| 46.87 63.77| 54.21 70.28
could describe | 60.26 74.07| 62.23 75.20| 65.23 77.64 | 54.86 69.99| 54.21 68.60| 54.21 69.24| 45.57 63.44| 58.32 72.09
exact 53.13 68.98| 56.16 70.76| 60.91 74.66 | 56.80 71.06| 52.05 67.33| 50.54 66.81| 47.86 64.17| 54.86 69.66
g | what_is 63.18 75.98| 64.71 77.31| 67.60 79.19 | 66.31 78.23| 64.36 76.30| 64.36 77.00| 56.37 71.90| 68.47 79.43
<« | meaning_of 57.24 72.84| 60.41 74.79| 62.85 76.63 | 66.09 78.60| 58.75 72.70| 58.53 73.12| 52.70 68.03| 62.42 76.07
S | describe 61.39 74.97| 63.77 76.99| 70.41 81.20 | 66.74 78.84| 64.15 76.25| 63.50 76.40| 58.10 72.58| 68.25 79.36
5 write description| 58.71 73.22| 61.61 74.97| 70.19 80.72 | 66.09 78.63| 64.15 76.09| 62.20 75.74| 56.16 71.16| 67.17 78.73
= to_ describe 60.62 74.88| 63.99 77.52| 66.52 78.42 | 58.96 73.13| 59.18 72.83| 58.32 72.59| 51.62 67.48| 59.83 74.11
could_describe | 57.39 72.11| 61.58 74.15| 63.28 75.49 | 59.61 72.67| 52.02 66.83| 52.92 68.56| 49.03 64.34| 58.32 72.55
exact 54.86 70.07| 57.45 71.92| 61.99 75.30 | 58.96 72.68| 52.70 68.00| 56.16 71.28| 50.32 66.75| 60.04 74.04
2 | what is 64.94 76.70| 65.58 77.93| 68.47 79.28 | 64.58 77.37| 64.79 76.50| 66.52 78.11| 57.88 72.77| 67.17 78.98
< meaning_of 61.66 75.77| 65.80 78.11| 69.11 80.13 | 68.25 79.18| 63.28 75.79| 63.07 75.96| 59.18 72.88| 64.36 77.09
% describe 63.07 76.16| 65.87 77.91| 71.06 81.17 | 68.25 79.74| 66.09 77.78| 68.90 79.63| 60.69 73.97| 70.19 80.69
O | write_description 61.22 74.95| 66.01 78.02| 68.90 80.11 | 66.74 78.81| 63.28 76.12| 63.71 76.43| 55.29 70.78| 69.11 79.45
” | to_describe 62.06 75.24| 65.79 77.99| 67.60 79.55 | 65.44 77.85| 62.85 75.44| 62.63 75.72| 54.86 70.73| 63.28 76.48
could describe | 62.20 75.40| 63.07 76.10| 71.06 81.24 | 65.66 77.86| 60.69 73.94| 61.56 74.99| 57.24 71.41| 65.87 7T7.58
exact 56.93 T71.67| 58.44 73.10| 65.23 77.73 | 61.56 74.91| 58.60 71.48| 60.69 74.43| 51.19 66.95| 63.28 76.68
'cE what_is 62.85 75.51| 66.74 78.55| 70.63 80.71 | 68.68 79.42| 65.44 77.22| 68.47 79.14| 58.96 73.22| 68.90 80.27
<« | meaning_of 63.70 76.64| 65.87 78.38| 68.90 80.18 | 67.60 78.99| 65.66 7T7.62| 66.31 78.31| 58.96 73.19| 68.03 79.64
Z | describe 60.48 75.75| 60.69 74.88| 67.82 79.14 | 64.58 7T7.12| 57.67 7T2.47| 62.20 75.75| 52.27 68.72| 63.50 76.66
8 write_description| 62.72 75.84| 64.47 77.04| 69.55 80.57 | 68.03 79.55| 64.15 76.37| 65.23 77.18| 57.02 72.32| 66.31 78.85
; to_ describe 63.89 76.59| 66.74 78.50| 68.25 79.41 | 68.68 79.50| 61.99 74.95| 62.63 75.40| 56.59 71.33| 65.23 77.50
could _describe | 60.66 74.35| 61.32 75.06| 64.58 77.33 | 65.01 76.99| 59.40 72.74| 61.77 7T4.81| 53.78 69.16| 65.44 76.81
19 | exact 56.89 69.85| 57.11 70.36| 62.20 73.38 | 60.48 72.15| 54.43 68.33| 56.80 70.42| 51.50 65.68| 58.32 71.11
;-’ what_is 65.00 77.11| 65.87 78.11| 69.55 80.51 | 67.82 79.52| 64.15 75.91| 65.87 77.78| 58.10 72.32| 68.03 79.36
A& | meaning_of 65.14 77.61| 67.10 79.07| 72.57 82.05 | 68.47 79.87| 63.93 77.05| 65.66 78.33| 63.93 72.23| 68.25 80.17
© describe 65.80 77.26| 66.67 78.42| 72.57 81.78 | 70.84 81.16| 65.44 77.57| 69.11 80.20| 58.96 72.66| 67.60 79.47




GPT-3

exact 59.88 73.38| 61.68 74.91| 66.74 77.22 | 64.79 76.27| 58.96 71.92| 60.48 74.02| 55.72 70.34| 62.42 75.04

what_is 66.51 77.62| 68.15 79.38| 71.06 81.12 | 69.55 80.22| 63.28 75.56| 65.01 77.40| 56.59 71.54| 67.82 79.03
meaning_of 66.52 78.32| 68.96 80.26| 73.00 82.89 | 72.57 82.29| 65.87 77.56| 69.55 80.26| 60.26 74.26| 70.41 81.09
describe 67.30 78.50| 68.25 79.81| 69.55 80.15 | 71.27 81.21| 63.93 75.81| 66.31 77.74| 58.96 72.62| 67.17 78.93

It is evident that the utilisation of LLM-based enhancement consistently improves both baseline accuracy
and MRR scores, when appropriate prompting is employed, regardless of the incorporation of VL penalty
p(4). In terms of prompt selection, it is noteworthy that there is a notable heterogeneity in the effectiveness of
prompts in enhancing results. Different prompts exhibit varying degrees of success or failure across different
models. This observation confirms that prompts lack transferability, meaning that a prompt that yields
satisfactory results when used with a certain model may not yield equally satisfactory results when used with
a different model. Upon closer examination, it appears that the "exact" prompt be rather weak towards
triggering the necessary knowledge to further drive VL retrieval, as in several cases metrics corresponding to
phrases enhanced using the "exact" prompt exhibit lower performance compared to the baseline. In contrast,
"meaning_of" demonstrates the higher level of robustness and effectiveness among the prompts attempted,
leading to significant improvements in performance relative to the baselines in the majority of cases.

One intriguing finding is that performance of Vicuna-7B/13B is comparable to that of GPT-3/3.5 models,
despite being orders of magnitude smaller. This is a promising result indicating that LLM-based phrase
enrichment may be performed successfully with more lightweight LLMs that do not adhere to a limited pricing
plan, which would hinder large-scale experimentation. However, in the majority of cases where lower-billion
scale LLMs are used for knowledge enhancement, retrieval results are unable to compete with knowledge-
free baselines, indicating a significant relationship between scale and knowledge-enhancement capabilities.
Specifically, GPT2-XL (1.5B), OPT-2.7B/6.7B, and Galactica-6.7B enhancements result in marginally lower
scores than non-enhanced baselines in the majority of cases, regardless of the inclusion of the penalty factor
in the VL retrieval module. The smaller language models BLOOMZ-1.7B/3B and LLAMA-7B exhibit some
advances over their respective baselines, even in the absence of a penalty, but the results are still inferior to
those of larger language models.

As for the penalty factor, its utilisation appears to improve retrieval performance in the majority of exper-
iments, both in knowledge-free baseline and knowledge-enhancement cases, especially when combined with
CLIP-like models.

Finally, according to the various VL transformer models employed, CLIP 470N showcase the greatest results
in the vast majority of cases, followed by ALIGN, CLIP, and CLIP-L. The various variants of BLIP produce
mediocre results, with their best results obtained when combined with Vicuna-7B/13B and the penalty p(i).
Overall, the optimal results are achieved by combining GPT-3 phrase enrichment with CLIPLa;on (Wwith
penalty p(7)) as the VL retrieval module.

Qualitative results. We showcase some LLM-enhancement examples on given phrases, accompanied by
the label prediction ranking (the leftmost label is the top-1 choice of the VL model).

In Fig. 5.2.1 candidates corresponding to the phrase "greeting card" are presented, with candidate C being the
correct ground truth answer. The baseline predicted label ranking from CLIP is: ['G’, DR ) BT
"B, "H’, 'A’]; therefore, the golden label is ranked second. Then, we construct the enhancements for "greeting
card" using GPT-3 and Vicuna-7B, which are presented in Tab. 5.7 and Tab. 5.8 respectively, accompanied
by their label predictions using CLIP. According to Tables 5.7, 5.8, enhancements can be advantageous
("like describe" prompt enhancement by GPT-3 and "meaning of" prompt enhancement by Vicuna-7B),
or detrimental (like "meaning of" prompt enhancement by GPT-3 or "describe" prompt enhancement of
Vicuna-7B) in terms of prediction. However, by qualitatively evaluating those enhancements, we view them
as highly sensible and informative, excluding the "exact" phrase enhancement which is truncated either using
GPT-3 or Vicuna-7B.

In Fig. 5.2.2, the ambiguous phrase "suede chamois" illustrates another instance of LLM-enhancement. The
baseline CLIP label prediction is ['A’, ,CL R, T B F, 0, "HY, DY), ranking the golden candidate
image G in the second position; the baseline CLIP 4;on label is ['G7, ’F’, 'B’, T, °C’,°], 'E’, 'D’, "A’, "H|,
ranking the golden image in the first position; and finally the baseline ALIGN label is ['G’, °C’, 'E’, "F’, 'J’,
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Figure 5.2.1: Candidate images for the phrase "greeting card".

Prompt Enhanced phrase
name

greeting card Dear [Name],I hope this card finds you in good health and spirits. I wanted to take a
moment to let you know how much I appreciate you and all that you do. You are an amazing person
and I am so lucky to have you in my life.Thank you for always being there for me, for your kind
words and support, and for the countless

CLIP predictions: ['G’, 'C’, B’ 'E’, '"H’, 'T’, 'J’, 'D’, 'F’, ’A’|

exact

What is greeting card? A greeting card is a card with a message of celebration, congratulations, or
other sentiment, typically sent to someone on a special occasion such as a birthday, anniversary, or
holiday. Greeting cards often feature artwork, photographs, or illustrations, and are usually printed
on high-quality paper stock.

CLIP predictions: ['G’, 'D’, ’B’,’J’, 'E’, "H’, "C’, F’, 'T’, ’A’|

what _is

Describe greeting card. A greeting card is a small, decorated card that is sent to someone to express
a sentiment or to celebrate a special occasion. Greeting cards typically feature artwork, a message,
and sometimes a small gift such as a token or trinket. They are often sent on holidays, birthdays,
anniversaries, and other special occasions.

CLIP predictions: ['C’,’G’, 'D’, ’B’, 'F’, ’E’, 'T’, 'H’, °J’, "A’|

describe

What is the meaning of greeting card? A greeting card is a card sent to someone to express congrat-
ulations, best wishes, or other sentiments. It typically includes a message of celebration or goodwill,
and may also include an image or design.

CLIP predictions: ['G’, 'B’, 'D’, 'H’, "E’, 'J’, "C’, T, 'F’, "A’]

meaning_of

Table 5.7: Enhanced phrases for "greeting card" using GPT-3.

'H’,’B’, 'T’, ’A’, ’D’], ranking again the golden image in the first place. Table 5.9 contains the results following
GPT-3 enhancement. We observe that enhancements are highly relevant to the meaning of the ambiguous
phrase, and that the consistency of the enriched phrase provided by various prompts is satisfactory. When
CLIP is used as the VL retriever between the enhanced phrase t. and the candidate images i, however,
the retrieval results for various prompts vary. This is not the anticipated behaviour of the VL retriever,
as semantically similar phrases should produce similar (or ideally identical) rankings. Therefore, we verify
the need for retrieval explanations and conclude that the robustness of VL models -at least for the task
of multimodal retrieval- should be of paramount significance, when designing and deploying such models.
However, this behavior appears to be more limited in CLIP 4705 and ALIGN, which comprehend the term
of "suede chamois" in the first place.

A third example is presented in Fig. 5.2.3 regarding the ambiguous phrase "retard maneuver". The baseline
label predictions for BLIP&, BLIP~-L, BLIP g, BLIPp-L and CLIP 470N are:

BLIPC: [7177 ’J?, 7B77 7D7) 7E” )A’7 7F7’ *,C?, 7G77 7H’];

BLIP—LC: [’:[7, 7E7’ VD?’ 7H7’ ?G7’ 7B7, 7C7’ 7J7, 7F7, 7A?];



Prompt Enhanced phrase

name
greeting card lgreeting card 2greeting card 3greeting card 4greeting card 5greeting card 6greeting

exact card 7greeting card 8greeting card 9greeting card 10greeting card
CLIP predictions: ['G’,’J’, 'H’, 'D’, 'T’, 'B’, '"E’, 'F’, "C’, ’A’]

hat i What is greeting card? A greeting card is a piece of card stock or paper that is designed for writing

what_18 a message or greeting on. They are often decorated with images, photographs, or illustrations, and
may contain envelopes for mailing. Greeting cards are a popular way to express feelings of love,
friendship, and appreciation.
CLIP predictions: ['G’, 'H’, ’C’,’D’, 'B’,’J’, T, 'E’, 'F’, ’A’|

describe Describe greeting card. Greeting card is a small piece of cardboard or paper that is used to convey

a message of goodwill or celebration to someone. Greeting cards are often decorated with colorful
images, patterns, and text, and may contain a message of congratulations, sympathy, or condolence.
CLIP predictions: ['G’, 'B’, '"H’, 'J’, 'D’, E’, 'I’, ’C’, 'F’, ’A’|

What is the meaning of greeting card? A greeting card is a card sent to someone as a means of
wishing them a happy occasion or event, or simply to express good wishes or gratitude. The card
may be handwritten or printed, and often includes a message or verse inside.

CLIP predictions: ['C’,’G’, 'F’, ’T’, ’D’, 'B’, '"E’, 'H’, ’J’, "A’]

meaning_of

Table 5.8: Enhanced phrases for "greeting card" using Vicuna-7B.

F G (Gold image) H I J

Figure 5.2.2: Candidate images for the phrase "suede chamois".

BLIPp: [T, ’D’, G’ ), B, 'H’, "C’, A’ "E’, 'F);

BLIP_LF, [’]:7’ 7E77 7D?’ 7J’7 ’G’7 ’B77 7A” ’C?, 7F’7 7H7];

CLIPLAION: [,C’7 7H7’ 7:[’7 7B77 ’E77 ,F’7 7"]” ’A,7 7D,7 ,Gy]

with BLIP-like VL transformers ranking the golden image C either in seventh or eighth position, and
CLIPpa7on in the first position. Results after GPT-3, GPT-3.5 or BLOOMZ-1b7 enhancement are pre-
sented in Tab. 5.10, Tab. 5.11 and Tab. 5.12 respectively. We observe that CLIPa;on seems to know
the meaning of the phrase "retard maneuver", while the BLIP-like models probably haven’t "met" it before.
However, we observe that even for CLIP 470, which "knows" the term "retard maneuver", a misleading
or irrelevant enhancement such as GPT-3.5 enhancements, can deviate it from its original prediction. Also,
we can observe, and this could be a more generic observation derived from our experiments, that BLIP-like
models are struggling more to retrieve the golden image among the candidates, in case that they are ignorant
of the ambiguous phrase in the first place, even if the LLM used achieves to produce an informative enrich-
ment for the given phrase. Finally, we notice that smaller LLMs, such as BLOOMZ-1b7, could be promising,
as long as a deliberate prompt is used, as they are appeared to include the knowledge needed, at least for a
subset of the dataset’s samples, yet with its extraction be more intricate.



Prompt
name

Enhanced phrase

exact

suede chamois Suede chamois is a type of leather that is made from the hide of a sheep. It is known
for its soft, velvety texture and is often used to make clothing, shoes, and other accessories. It is also
used in upholstery and automotive detailing.

CLIP predictions: [A’, ‘G, °C’, ', "B, 'F’, 1, B, 'D’, 'H|

CLIP,As0n predictions: [ G, 'F, T, 'B’, °C’, '), 'E’, A, 'D’, 'H|

ALIGN predictions: G, 'E’, 'C’, "7, T, 'H, 'F’, 'D’, 'B’, 'A’]

what_is

What is suede chamois? Suede chamois is a type of leather that has been treated to give it a soft,
velvety texture. It is often used for making clothing, shoes, and other accessories. It is also used for
cleaning and polishing surfaces, such as cars and furniture.

CLIP predictions: [C’, ‘G, ‘A", T, 'E’, 'F’, 'J’, 'B’, 'D’, 'H)|

CLIP,As0n predictions: G, 'F, T, °C’, 'J’, 'B’, 'E’, 'D’, 'A’, 'H|

ALIGN predictions: G, 'C’, 7', B, T, 'H, 'D’, 'B’, 'F’, 'A’]

describe

Describe suede chamois. Chamois is a type of soft, suede leather that is made from the hide of a
chamois, a type of mountain goat. It is known for its softness and absorbency, making it ideal for
use as a cleaning cloth or for polishing leather goods. It is also used to make clothing, such as gloves
and hats.

CLIP predictions: [F’, 'A’, "G, 'E’, 'C’, T, 'H’, 'B’, 'D’, 'J|

CLIP,As0n predictions: [ G, 'F, T, °C’, 'A’, '), 'B’, 'B’, 'H’, 'D|

ALIGN predictions: G, 'F, 'C’, ‘B, ‘I, ', A", 'D’, T, B

meaning _of

What is the meaning of suede chamois? Suede chamois is a type of leather that has been buffed to
create a soft, velvety texture. It is often used to make clothing, shoes, and other accessories.

CLIP predictions: [ G, 'A’, °C’, ', 'F’, 'B’, 'B’, 'J’, ‘I, 'D|

CLIP,As0n predictions: [ G, 'F, 'B’, T, 'C’, B, 7', A", 'D’, 'H]|

ALIGN predictions: [ G, 'E’, "', °C’, ’F’, T, 'B’, 'H’, 'D’, 'A’]|

Table 5.9: Enhanced phrases for "suede chamois" using GPT-3.

G H I J

Figure 5.2.3: Candidate images for the phrase "retard maneuver".



Prompt
name

Enhanced phrase

exact

retard maneuver A retard maneuver is a type of driving technique used to slow down a vehicle. It
involves pressing the brakes firmly and then releasing them quickly, repeating this process several
times in order to reduce speed gradually. This technique is often used when approaching a stop sign
or traffic light, or when slowing down for a turn.

BLIP¢ predictions: [, 'C, ‘B, 'F’, T, 'G’, 'D’, 'A’, 'B’, 'H|

BLIP-L¢ predictions: [E, 'C, 'G?, ), T, 'F, ‘I, 'D’, 'B’, 'A’]

BLIP» predictions: [, T, 'J’, 'B’, 'G’, A", 'D’, 'E’, 'H’, 'F]

BLIP-L predictions: [ C’, 'E’, 'G’, 'J’, 'T', 'F’, 'D’, 'B’, 'H’, 'A’]

CLIP  a70n predictions: [ C7, ‘B, '), 'F’, "H’, 'A’, 'B’, T, 'G’, 'D’]

what _is

What is retard maneuver? Retard maneuver is a term used to describe a maneuver that is performed
too slowly or with too much caution. It is often used in aviation to refer to a pilots failure to take
timely action when responding to an emergency situation.

BLIP¢ predictions: [A’, '), 'E’, T, 'F’, 'D’, 'C’, ‘G, 'B’, 'H|

BLIP-L¢ predictions: [, T, 'J', 'F, 'A’, 'G7, 'D’, 'C, 'B’, 'H]|

BLIP; predictions: [A’, 'J’, 'T', 'E’, 'G’, 'C’, 'D’, 'B’, 'F’, 'H]|

BLIP-L predictions: [E’, A", T, 'J’, 'F’, 'G’, 'C’, 'D’, 'B’, 'H]|

CLIP,As0n predictions: A7, 'E’, 'J’, T, 'F’, 'C’, 'G’, 'B’, 'D’, 'H|

describe

Describe retard maneuver. A retard maneuver is a type of driving technique used to slow down
a vehicle in a controlled manner. It involves gradually releasing the accelerator and applying the
brakes in a smooth, progressive manner. This technique is often used when approaching a stop sign
or traffic light, or when slowing down for a turn. It is also used to reduce speed on slippery roads or
when visibility is poor.

BLIP¢ predictions: [J', 'C, ‘B, T, 'D’, 'A’, 'B’, 'G’, 'F’, 'H|

BLIP-L¢ predictions: [, 'C, T, 'G’, '), "I, 'F’, 'B’, 'D’, 'A’]

BLIP» predictions: [, T, 'J’, 'B’, 'G’, A", 'D’, 'E', 'H’, 'F]

BLIP-L predictions: [ C’, 'E’, T, 'G’, °J’, 'D’, 'B’, 'F’, 'H’, 'A’]

CLIP a70n predictions: [ C7, ‘B, '), 'F’, 'T', '"H’, 'A’, 'B’, 'G’, 'D’]

meaning _of

What is the meaning of retard maneuver? Retard maneuver is a term used in aviation to describe a
maneuver that reduces the speed of an aircraft. It is typically used when an aircraft needs to slow
down quickly, such as when approaching an airport or during an emergency situation.

BLIP¢ predictions: ['J’, 'F’, ’E’, A’ 'T’, ’D’, ’G’, 'B’, L H|
BLIP-L¢ predictions: ['E’, 'J’,’A’, 'F’, T, ’G’, 'B’, 'D’, , H|
BLIPF predictions: ['A’, T E, G, B, DY F, HY
BLIP-Lp predictions: ['E’, A’ °J’, 'F’, T, 'G’, ,’D’,’B’, "H'|
CLIPLaron predictions: [A’, 'E’, "), F’ T, B, W, 'GY, D]

Table 5.10: Enhanced phrases for "retard maneuver" using GPT-3.



Prompt Enhanced phrase
name
retard maneuver I’ m sorry, I don’t understand what you mean by retard maneuver. Can you please
exact provide more context or clarify your request?
BLIP¢ predictions: [H’, 'E’, '), ', 'G’, 'D’, 'B’, , AT F
BLIP-L¢ predictions: [H’, 'E’, 'F’,°J’, I, 'D’, 'G’, 'A’, 'B’ ]
BLIPF predictions: [H’, 'T’, ’D’, ’J’, 'B’, 'G’, , AR
BLIP-Lp predictions: ['T’, 'H’, 'E’, "J’, , G, D, B, A
CLIPLaron predictions: [T, "E’, , B H, D AN G U F
. What is retard maneuver?Im sorry, but retard maneuver is not a recognized term in the fields
what_is of transportation, aviation or engineering. Can you please provide more context so I can better
understand the term you are referring to?
BLIP¢ predictions: ['J’, ’F’, "E’, 'G’, 'T’, ’A’, 'D’, , B, 'H|
BLIP-L¢ predictions: ['E’, '), F’, 'G’, 'T’, ’A’, 'H’, 'D’, , B
BLIPF predictions: [A’,’J,’G’, 'T’, , DK’ B’ HY, F)
BLIP-Lp predictions: ['E’, ’G’, 'A’, )", 'F’, T, , H, B, D)
CLIPparon predictions: ['A’, 'E’, ’T’, 'J’, ’F’, 'B’, '"H’, 'D’, .G
describe Describe retard maneuver.I 'm sorry, but I cannot comply with your request. The term retard

maneuver is not a commonly used or acceptable term, and I cannot provide an appropriate answer
without more context or information. Its important to use respectful and appropriate language in
all circumstances. Please provide me with more information or a different inquiry.

BLIP¢ predictions: ['J, 'F’, "H’, T, 'E’, 'B’, 'G’, , DAY
BLIP-L¢ predictions: [H’, ¥, T, ’E’, 'J’, ’G’, ’D’, 'B’, "A’, |
BLIP predictions: ['D’, LT, A, H, B, G, R, R
BLIP-Lp predictions: [T, 'E’, '"H’, ’J’, ’F’, 'D’, 'G’, A7, B
CLIPLaron predictions: [T, 'E’, "], ’D’, , B, H’, A’ G F]

meaning of

What is the meaning of retard maneuver? I 'm sorry, but retard maneuver is not a commonly used
term and its not clear what you ’re referring to. Can you please provide more context or details
about where you encountered this term?

BLIPc predictions: [B', 'J, T, 'C', I, B, A", "G, B, ‘D]
BLIP-L¢ predictions: ['H’, 'T’,’J’, ’E’, ’D’, ’F’, 'G’, 'B’, , A
BLIPF predictions: [T, 'D’, ,H B A T G R Y
BLIP-Lp predictions: [T, 'H’, ’E’, *J’, D', F, G, B, A
CLIPLaron predictions: ['T’, ’E’, ’D’, 'B’, '"H’, ,AG T R

Table 5.11: Enhanced phrases for "retard maneuver" using GPT-3.5 turbo.



Prompt name Enhanced phrase

retard maneuver retard maneuver is a technique used to slow down the speed of a vehicle

exact

BLIP¢ predictions: [T, 'J', 'C’, 'E', 'F', A", 'G’, 'B’, 'D’, 'H|

BLIP-L¢ predictions: [T, '), 'E’, 'C’, 'F’, 'G’, 'H’, 'D’, 'A’, 'B]

BLIP ;- predictions: [ C7, T, 'J’, 'G’, 'A’, 'B’, 'E’, 'D’, 'H’, 'F]

BLIP-L predictions: [T, 'J’, 'C’, 'E’, 'F’, 'G’, "I, 'D’, 'A’, 'B]

CLIP,az0n predictions: [C7, T, 'E’, "7, ‘B, 'A’, 'H', 'B’, 'D’, 'G|

What is retard maneuver? a maneuver in which a ship is forced to slow down

hat_is
what_1s BLIP¢ predictions: [F, "7, 'G’, 'T, "B, 'D’, 'C’, 'B’, "I, 'A|

BLIP-L¢ predictions: [F', 'G’, T, 'E’, 'J’, 'D’, "I, 'A’, 'C’, 'B]

BLIP» predictions: G, T, 'J’, 'E’, 'A’, 'D’, ‘I, B, 'C’, 'F]

BLIP-Ly predictions: [F’, 'G’, 'J’, 'E’, T, 'D’, 'A’, 'C’, 'B’, 'H]|

CLIP L as0n predictions: [F7, 'E’, A", T, 'H’, ', ’G’, 'B’, 'D’, 'C]

Describe retard maneuver. describe the hand that is being used to perform the retard manoeuvre.

describ
cnenbe BLIP¢ predictions: [J', T, 'E’, 'F’, 'H’, 'C", 'B’,'D’, 'G’, 'A’]

BLIP-L¢ predictions: ['T’, 'H’, ’E’, 'F’, ’J’, ’G’, 'D’, "A’, , 'B|

BLIP; predictions: [T, 'E’, 'J’, 'H’, 'F’, 'G’, 'D’, 'A’, 'B’, 'C]

BLIP-Ly predictions: [T, 'E’, "I, 'J, 'F’, °G’, 'D’, ‘B, 'C’, 'A’]

CLIPLaron predictions: [T, 'E’, 'F’, '"H’, ’J’, 'B’, ’A’, 'D’, 'G’, |

What is the meaning of retard maneuver? slow motion

ing_of
freanmg_o BLIP¢ predictions: [T, 'E’, 'C’, ), 'D’, 'H, 'G’, 'F’, 'B’, 'A]]

BLIP-L¢ predictions: [T, 'E’, 'H’, 'F’, 'J’, 'C, 'G’, 'D’, 'B’, 'A’]

BLIP» predictions: [T, 'D’, 'B’, 'E’, 'C’, ‘I, T, 'A", 'G’, 'F]

BLIP-Ly predictions: [T, 'E’, 'J’, 'IT, 'F’, 'C, 'D’, 'G7, 'B’, 'A’]

CLIPLaron predictions: [T, 'E’| ,HF ) B, D A UG

To describe retard maneuver I would say that it is a very difficult manoeuvre to perform.

to_describ
o deseribe BLIP¢ predictions: [J','G’, 'E’, ‘I, T, 'F’, 'B’,"A’, D", (']

BLIP-L¢ predictions: [H', 'T, 'G’, 'F’, '), ‘B, 'D’, 'B’, 'C’, 'A’]

BLIP ;- predictions: [T, 'H’, 'D’, 'J’, 'F’, 'G’, 'E’, 'B’, 'A’, "C]

BLIP-L predictions: [E’, T, 'H’, 'G’, '), 'F’, 'D’, 'B’, "C’, 'A’]

CLIP,As0n predictions: [T, ‘B, ‘I, 'F’, 'C’, ‘B, 'G’, 'J’, ‘A7, 'D|

I could describe retard maneuver as a maneuver that is used to slow down a vehicle.

1d_ describ
COME_AesEde  I"BITIP¢ predictions: [ 7, T, 'F, ', 'C, 'G’, A7, 'D’, "I, 'B|

BLIP-L¢ predictions: [E’, T, 'J’, 'F’, 'G’, 'C’, 'H, 'D’, 'B’, 'A’]
BLIP predictions: [, '), T, 'G’, 'A’, 'D’, 'B’, 'E’, 'H’, 'F]
BLIP-Ly predictions: [E’, ', T, 'C’, 'F’, ‘G, 'D’, "I, 'A’, 'B]

CLIP,As0n predictions: [C7, T, ‘B, 'J, ‘B, 'A’, 0, D, 'B’, 'G|

Write a description of retard maneuver. retard maneuver is a special manoeuvre in which the aircraft

write_description is forced to slow down to a low speed and then to slow down again.

BLIP¢ predictions: [A’, T, "7, ‘I, 'B, 'F’, 'B’, 'D’, 'C’, ‘G|

BLIP-L¢ predictions: [H', 'E’, T, 'F’, ), A", ’G’, °’D’, 'C’, 'B]

BLIP predictions: [A’, 'T’, 'C, 'J’, 'E’, 'D’, 'B’, 'G’, 'H’, 'F']

BLIP-Ly predictions: [E’, 'A’, 'T', 'F’, 'G’, 1D, ', 'C’, 'D’, 'B]

CLIP,az0n predictions: [A, 'Co, ', ', B, 'F’, B, ‘I, 'G’, 'D|

Table 5.12: Enhanced phrases for "retard maneuver" using BLOOMZ-1B7.



5.2.2 Image Captioning for text retrieval

In this section we present results on text retrieval between extracted image captions ¢; and given phrases
t, which are achieved using cosine similarity, euclidean or manhattan distance as similarity measures. In
Tab. 5.13 and Tab. 5.14 we present results with textual representations via VL models and purely linguistic
semantic similarity models respectively. The No-LLM row refers to the case that no phrase enhancement is
performed, while the rest of the cases correspond to prompts designed as per Tab. 4.2 towards enhanced
phrases t.. In all results presented, GPT-3 is selected as the LLM to be prompted, as it demonstrated
superior knowledge-enhancement performance.

Table 5.13: Results on phrase-caption retrieval (with and without GPT-3 enhancement) for different VL
models. Colored instances denote overall best results per metric, while bold numbers indicate best results
for each VL model.

BLIP BLIP-L GiT GiT-L ViT-GPT2
acc. MRR | acc. MRR | acc. MRR | acc. MRR | acc. MRR
Cosine Similarity - Greedy
No-LLM 12.74 32.61 | 14.25 33.63 | 15.77 34.53 | 18.36 37.02 | 13.17 32.46
exact 9.94 29.68 | 12.31 31.65 | 9.72 29.53 | 11.88 30.59 | 10.37 29.51
what _is 9.94 29.65 | 13.39 32.84 | 11.45 30.42 | 12.10 31.26 | 10.37 29.29
describe 99.4 29.37 | 11.88 31.13 | 9.72 29.16 | 11.66 30.83 | 10.58 29.70
meaning of 9.94 29.84 | 12.53 31.71 | 9.29 28.94 | 11.02 30.78 | 10.80 29.60
Cosine Similarity - Beam
No-LLM 13.82  33.36 | 13.82 34.21 | 13.82 34.21 | 17.71 36.70 | 13.82 33.54
exact 10.58 30.63 | 10.80 29.69 | 10.58 30.11 | 9.94 30.45 | 13.61 32.21
what _is 12.10 31.96 | 9.94 30.10 | 11.66 31.25 | 10.15 30.49 | 13.17 32.35
describe 11.45 31.00 | 10.58 29.65 | 9.94 29.87 | 10.80 30.76 | 11.45 30.96
meaning of 11.45 31.69 | 11.02 30.46 | 11.02 30.80 | 10.80 30.74 | 13.82 33.31
Euclidean Distance - Greedy
No-LLM 13.17  32.80 | 14.69 33.79 | 15.55 34.67 | 17.71 36.56 | 13.61 32.51
exact 9.94 29.58 | 12.31 31.77 | 9.29 29.33 | 12.53 30.96 | 10.58 29.56
what _is 10.15 29.72 | 13.17 32.68 | 9.29 29.33 | 12.10 31.22 | 10.15 28.93
describe 10.15 29.42 | 11.88 31.19 | 10.15 29.32 | 10.58 30.03 | 10.15 29.41
= meaning of 9.72 29.68 | 12.31 31.56 | 9.72 29.14 | 11.23 30.89 | 10.37 29.23
E Euclidean Distance - Beam
No-LLM 14.47  33.60 | 14.90 34.73 | 17.71 36.18 | 17.71 36.58 | 13.61 33.67
exact 10.37  30.47 | 11.02 29.85 | 10.80 30.12 | 9.94 30.19 | 12.96 31.85
what _is 12.10  31.78 | 9.94 29.89 | 11.02 31.05 | 10.58 30.76 | 12.53  31.76
describe 10.58 30.43 | 10.80 29.82 | 10.15 29.97 | 10.58 30.61 | 11.45 31.00
meaning__of 11.23  31.40 | 11.02 30.52 | 10.37 30.48 | 10.37 30.53 | 14.25 33.33
Manhattan Distance -Greedy
No-LLM 13.61 32.89 | 14.90 34.00 | 15.55 34.67 | 18.57 36.70 | 14.47 33.37
exact 10.80  30.16 | 12.31 31.88 | 9.94 29.31 | 11.88 30.58 | 11.02  29.46
what_is 10.58 29.79 | 13.17 32.38 | 11.02 30.07 | 11.23 30.70 | 10.15  29.05
describe 9.94 29.26 | 12.31 31.22 | 10.58 29.67 | 11.66 30.51 | 10.58 29.89
meaning_of 10.58 30.02 | 12.96 32.07 | 9.29 2891 | 9.94 30.14 | 10.37  29.60
Manhattan Distance -Beam
No-LLM 14.04 33.24 | 15.77 35.19 | 16.63 35.70 | 17.71 36.52 | 14.47 33.91
exact 10.80  30.57 | 10.37 29.76 | 10.37 30.04 | 10.15 30.46 | 12.74 31.75
what_is 13.39 32.60 | 10.15 30.31 | 12.74 32.00 | 10.37 30.47 | 11.66 31.02
describe 11.45 31.15 | 11.02 30.22 | 11.23 30.41 | 10.58 30.61 | 12.31 31.40
meaning_of 10.37  30.96 | 10.37 30.10 | 9.72 30.16 | 10.80 30.74 | 13.17 33.08




Cosine Similarity - Greedy

No-LLM 33.26 50.76 | 28.73 46.64 | 28.94 47.13 | 30.02 47.96 | 22.03 41.47
exact 37.72 55.34 | 38.02 54.82 | 36.83 53.74 | 35.33 53.07 | 22.75 41.77
what _is 3724 5591 | 3724 54.50 | 38.41 55.03 | 38.17 55.40 | 26.00 45.19
describe 39.34 5790 | 45.02 60.39 | 44.08 59.27 | 41.23 57.73 | 23.70  44.66
meaning_ of 38.14 56.35 | 34.37 52,59 | 35.25 53.03 | 39.02 5548 | 27.05 45.52
Cosine Similarity - Beam
No-LLM 31.97 4996 | 39.09 5597 | 3240 50.72 | 30.89 4848 | 24.41 43.72
exact 4222  58.73 | 44.31 61.92 | 4042 56.99 | 40.72 55.99 | 27.54  46.58
what _is 41.45 5842 | 46.14 62.39 | 41.92 57.88 | 38.17 55.33 | 29.51 48.63
describe 40.76  58.20 | 50.24 66.27 | 46.45 62.07 | 41.71 58.13 | 2891 48.52
meaning_of 39.02 56.91 | 44.79 61.57 | 42.79 5842 | 38.14 54.77 | 28.38 47.60
Euclidean Distance - Greedy
No-LLM 35.85 53.63 | 32.40 50.51 | 32.83 51.61 | 33.69 51.45 | 24.62 43.99
exact 43.41 61.63 | 44.31 60.05 | 42.81 59.67 | 43.11 60.31 | 24.85 44.71
what_is 44.26  62.13 | 44.50 60.57 | 43.79 60.37 | 44.26 61.15 | 30.44 49.44
describe 48.34 6495 | 47.39 62.68 | 47.87 63.17 | 49.76 64.50 | 31.28 49.01
= meaning_of 44.57  62.38 | 43.02 59.86 | 40.80 58.94 | 44.57 61.05 | 29.05 48.32
s Euclidean Distance - Beam
No-LLM 36.93 54.85 | 43.20 60.12 | 37.58 55.30 | 38.88 55.42 | 26.78 46.21
exact 46.11 62.86 | 52.10 67.77 | 4491 61.12 | 48.20 63.25 | 34.13 52.55
what_is 47.78  63.67 | 55.04 69.60 | 48.95 64.45 | 46.60 62.91 | 33.96 53.31
describe 42.65 61.87 | 58.29 72.28 | 53.55 67.52 | 51.66 67.28 | 33.65 52.93
meaning _of 4590 62.72 | 52.11 67.36 | 48.56 64.52 | 45.90 62.39 | 31.49 51.66
Manhattan Distance - Greedy
No-LLM 36.50 56.58 | 41.25 58.18 | 36.93 55.57 | 39.09 56.98 | 26.78 46.51
exact 45.21  63.28 | 47.60 63.26 | 43.41 60.58 | 45.51 62.14 | 25.75  46.00
what _is 44.96 63.88 | 46.60 63.48 | 48.01 63.91 | 48.24 64.68 | 3443 52.81
describe 47.87 65.46 | 48.82 64.84 | 4834 64.90 | 53.08 67.90 | 28.44  49.29
meaning _of 46.78 64.70 | 46.56 63.47 | 44.35 62.07 | 48.34 64.99 | 33.48 5248
Manhattan Distance - Beam
No-LLM 41.04 5845 | 44.71 61.70 | 41.68 59.16 | 43.84 60.14 | 29.59  49.30
exact 4790 64.16 | 50.60 67.08 | 48.20 63.93 | 49.10 64.70 | 32.63 52.13
what _is 49.18 65.23 | 55.04 70.18 | 51.05 66.74 | 49.18 65.81 | 36.77 55.08
describe 46.92 64.50 | 57.35 71.63 | 54.03 68.52 | 54.98 69.84 | 35.55 55.07
meaning of 46.56  64.01 | 52.55 68.57 | 49.00 65.45 | 50.55  66.27 | 37.47 55.65
Cosine Similarity - Greedy
No-LLM 32.61 51.28 | 31.97 49.48 | 30.67 48.63 | 31.10 49.30 | 21.60 41.51
exact 35.33 53.38 | 36.83 5449 | 35.93 53.18 | 34.13 52.73 | 21.26 41.54
what _is 36.53 5541 | 3841 55.33 | 37.00 54.44 | 37.24 5540 | 27.87 46.90
describe 3791 55.86 | 38.86 57.39 | 39.81 56.24 | 40.76 57.42 | 24.17 43.76
meaning _of 38.14 56.00 | 36.81 54.32 | 36.36 53.56 | 36.14 54.69 | 23.50 43.77
Cosine Similarity - Beam
No-LLM 35.64 52.69 | 37.80 55.75 | 34.56 52.87 | 35.42 52.64 | 22.46 42.89
exact 43.11  58.87 | 42.22 59.53 | 36.83 54.83 | 38.92 55.96 | 28.14 46.67
what _is 41.22  57.77 | 44.03 61.02 | 39.34 56.80 | 37.70 55.53 | 30.21  48.46
describe 40.28 57.13 | 47.39 64.94 | 43.60 59.62 | 40.76 5852 | 30.81  49.36
meaning of 41.24 57.85 | 42.79 60.02 | 37.25 55.44 | 37.25 54.78 | 28.16 47.18
Euclidean Distance - Greedy
No-LLM 34.77 5444 | 3477 5291 | 36.93 54.65 | 38.66 55.50 | 26.13 45.12
H | exact 41.02 58.78 | 39.52 57.62 | 40.12 57.93 | 4281 60.52 | 24.55 44.64
= what _is 41.22  59.58 | 43.33 60.61 | 43.09 60.53 | 46.37 62.60 | 28.10 47.74
8 describe 44.08 60.67 | 44.08 61.51 | 4597 61.35 | 47.39 62.69 | 23.22 43.89
meaning of 4279 60.64 | 41.02 58.67 | 43.90 60.39 | 45.23 61.72 | 2749 46.85




Euclidean Distance - Beam

No-LLM 40.82 57.62 | 44.71 62.20 | 41.68 59.01 | 4298 59.30 | 24.41 4548
exact 46.11  62.19 | 47.60 64.91 | 4251 60.55 | 46.11 62.52 | 30.24 49.24
what _is 4543  62.62 | 50.82 67.65 | 47.78 63.89 | 46.14 63.59 | 35.36 53.48
describe 45.50 61.20 | 53.08 68.81 | 44.55 62.72 | 50.24 65.66 | 33.65 51.69
meaning of 46.78  63.40 | 51.22 67.59 | 4545 62.89 | 45.23 62.13 | 31.26  50.65
Manhattan Distance - Greedy
No-LLM 38.01 5795 | 4190 60.49 | 39.96 57.78 | 45.36 62.24 | 28.94 48.00
exact 44.61  62.07 | 45.21 62.40 | 43.11 60.71 | 46.11 63.33 | 28.74 47.68
what _is 43.09 61.97 | 4731 64.83 | 44.73 62.32 | 50.59 66.57 | 31.62 50.46
describe 45.97 63.01 | 48.34 65.36 | 46.45 63.40 | 49.29 65.05 | 27.49 48.35
meaning of 45.01 63.42 | 4745 64.70 | 45.01 63.42 | 50.33 67.02 | 31.49 50.19
Manhattan Distance - Beam
No-LLM 42.12  60.12 | 47.52 65.43 | 43.11 61.85 | 45.36 62.95 | 27.65 48.12
exact 48.80 64.89 | 51.20 67.12 | 43.11 61.85 | 49.70 65.13 | 32.04 50.97
what _is 49.41 65.88 | 54.10 70.17 | 49.18 65.85 | 51.05 67.35 | 35.83 54.31
describe 46.45 63.57 | 54.50 70.82 | 48.82 65.37 | 52.61 68.64 | 36.02 54.45
meaning of 47.89 65.37 | 52.55 69.29 | 4590 64.44 | 51.22 67.35 | 32.82 52.16
Cosine Similarity - Greedy
No-LLM 38.23 57.22 | 4298 60.11 | 38.66 56.00 | 41.90 58.54 | 30.89 49.73
exact 38.88 56.52 | 39.52 56.95 | 36.93 54.64 | 36.93 55.26 | 31.53 50.12
what _is 40.60 58.60 | 41.68 58.88 | 40.39 57.43 | 39.52 57.82 | 32.61 51.42
describe 41.04 58.93 | 41.47 58.62 | 36.50 55.68 | 41.25 58.65 | 31.75  50.64
meaning of 43.84 60.65 | 43.63 60.33 | 39.31 56.89 | 40.39 58.61 | 33.48 51.82
Cosine Similarity - Beam
No-LLM 43.20 60.78 | 44.28 62.57 | 4298 59.23 | 4298 60.46 | 32.83 52.22
exact 42.55 59.66 | 47.08 62.13 | 38.88 56.07 | 42.33 59.39 | 30.67 50.75
what _is 45.14 61.65 | 50.76  65.28 | 43.20 58.91 | 45.57 61.86 | 31.75  52.60
describe 44.71  61.79 | 49.03 64.66 | 44.92 60.24 | 46.22 62.44 | 32.40 52.93
meaning of 47.73  63.08 | 49.03 64.74 | 42.33 58.99 | 46.00 62.09 | 32.83 52.94
Euclidean Distance - Greedy
No-LLM 38.01 57.04 | 42.55 59.89 | 38.23 55.77 | 41.90 58.53 | 30.67  49.59
exact 38.66 56.37 | 39.31 56.81 | 36.50 54.42 | 36.93 55.26 | 31.32  49.96
. what _is 40.60 58.54 | 41.68 58.83 | 40.17 57.28 | 39.52 57.81 | 3240 51.26
O | describe 40.82  58.77 | 41.25 58.47 | 36.07 55.46 | 41.25 58.64 | 31.32 50.41
5 | meaning of 43.63 60.49 | 43.41 60.18 | 38.88 56.67 | 40.39 58.60 | 33.26 51.66
& Euclidean Distance - Beam
S No-LLM 43.63 61.04 | 44.28 62.57 | 42,55 59.06 | 42.76 60.35 | 32.40 51.94
exact 42.76  59.73 | 46.87 61.98 | 39.09 56.17 | 42.12 59.28 | 30.24 50.53
what _is 45.36 61.75 | 50.54 65.18 | 43.41 59.07 | 45.36 61.75 | 31.53 5245
describe 44.92  61.87 | 48.81 64.56 | 45.14 60.38 | 46.00 62.33 | 31.97 52.68
meaning_of 48.16 63.26 | 48.81 64.64 | 4255 59.10 | 45.79 61.98 | 32.61 52.79
Manhattan Distance - Greedy
No-LLM 40.82  59.47 | 46.22 63.72 | 38.88 57.00 | 43.84 61.74 | 32.18 51.15
exact 40.82 58.17 | 43.20 60.76 | 39.52 56.45 | 41.47 59.42 | 33.26 51.29
what _is 42.12  60.14 | 45.79 63.26 | 42.33 59.32 | 45.57 63.02 | 35.85 53.45
describe 42.55 60.55 | 46.00 63.22 | 39.09 58.00 | 45.36 62.68 | 32.04 52.06
meaning_of 46.65 63.01 | 47.30 64.27 | 39.31 57.91 | 46.22 63.41 | 35.21 52.77
Manhattan Distance - Beam
No-LLM 46.00 62.43 | 47.30 65.14 | 43.20 60.20 | 46.65 63.66 | 32.83 52.24
exact 44.06 60.97 | 47.08 63.31 | 41.90 58.63 | 46.65 62.78 | 29.37 50.28
what_is 4730 63.86 | 51.62 67.12 | 44.28 60.67 | 49.24 65.24 | 33.05 53.42
describe 46.00 62.80 | 51.84 67.54 | 45.14 61.11 | 49.24 65.52 | 31.32 5251
meaning_of 47.08 63.66 | 51.62 67.47 | 45.57 61.61 | 48.38 65.09 | 33.05 53.44




ALIGN

Cosine Similarity - Greedy

No-LLM 31.97 5041 | 39.52 55.00 | 36.93 53.51 | 41.04 57.67 | 19.44 39.23
exact 3499 51.89 | 38.66 54.51 | 38.44 54.42 | 43.41 58.79 | 20.09 39.12
what _is 38.23 55.02 | 41.68 56.75 | 41.25 57.19 | 46.44 61.45 | 23.54  42.03
describe 36.93 53.93 | 40.82 56.19 | 41.68 57.33 | 44.28 60.39 | 19.87 39.93
meaning of 39.74 56.14 | 42.33 57.87 | 43.20 5892 | 48.60 63.49 | 22.46 41.63
Cosine Similarity - Beam
No-LLM 37.37 5429 | 46.65 63.21 | 40.39 57.04 | 47.30 62.59 | 22.89 42.24
exact 39.52  56.05 | 52.05 66.33 | 42.55 58.69 | 46.44 61.49 | 24.41 42.88
what _is 40.60 57.80 | 56.16  70.00 | 47.52 62.39 | 51.19 65.76 | 25.70 44.48
describe 41.90 58.05 | 54.64 69.22 | 48.60 63.34 | 50.11 65.20 | 25.05 43.72
meaning_of 42.33 59.06 | 57.02 70.66 | 50.11 64.65 | 59.92 67.18 | 26.57 45.33
Euclidean Distance - Greedy
No-LLM 38.88 57.17 | 44.28 60.60 | 43.84 61.30 | 44.92 62.67 | 24.84 44.88
exact 43.63  59.57 | 44.06 59.99 | 45.14 60.86 | 51.19 65.38 | 25.70  44.39
what _is 4795 63.85 | 48.60 63.73 | 47.52 63.73 | 5292 67.55 | 29.59 48.23
describe 45.57  62.18 | 47.52 62.91 | 46.65 63.80 | 54.21 68.32 | 27.00 46.35
meaning_of 50.32 65.58 | 50.11 65.21 | 52.05 66.61 | 56.59 70.03 | 28.73 46.84
Euclidean Distance - Beam
No-LLM 45.14  61.17 | 50.76  67.62 | 44.92 62.49 | 50.97 66.23 | 28.29 48.11
exact 46.22  62.40 | 54.86 69.37 | 47.08 62.81 | 50.32 65.78 | 27.86 46.95
what_is 49.46 65.40 | 60.69 74.05 | 51.84 67.11 | 55.51 70.31 | 31.97 50.23
describe 50.54  65.78 | 59.40 73.46 | 52.48 6797 | 57.67 71.28 | 30.45 49.00
meaning _of 50.11 66.46 | 62.20 75.35 | 55.51 69.68 | 58.75 72.23 | 32.61 50.76
Manhattan Distance - Greedy
No-LLM 40.60 59.82 | 48.38 64.71 | 44.92 62.19 | 48.60 65.30 | 28.29 48.73
exact 44.06 61.16 | 50.32 64.51 | 45.14 61.40 | 50.76 65.63 | 28.29 48.05
what _is 47.73  64.65 | 50.32 66.29 | 47.95 64.32 | 54.64 69.27 | 34.77 53.33
describe 47.08 64.31 | 51.40 66.87 | 46.87 63.98 | 54.43 69.11 | 31.97 51.27
meaning _of 50.54 66.93 | 53.78 68.79 | 50.54 66.38 | 57.02 70.92 | 33.48 51.96
Manhattan Distance - Beam
No-LLM 46.65 63.48 | 54.64 69.92 | 45.36 62.87 | 54.00 68.47 | 33.05 52.52
exact 46.87 63.94 | 53.13 68.22 | 46.22 62.88 | 53.35 67.79 | 33.91 52.33
what _is 49.68 66.77 | 61.12 74.14 | 5140 66.93 | 57.67 71.49 | 37.15 55.86
describe 52.48 67.89 | 59.83 73.42 | 52.27 68.00 | 58.75 72.02 | 33.26 53.84
meaning of 49.89 67.42 | 62.42 75.67 | 55.51 69.99 | 59.61 73.21 | 36.72 55.98

Table 5.14: Results on phrase-caption retrieval (with GPT-3 enhancement) for different linguistic semantic
similarity models. Colored instances denote overall best results per metric, while bold numbers indicate
best results for each model.

Greedy Beam
BLIP BLIP-L GiT GiT-L BLIP BLIP-L GiT GiT-L
acc. MRR| acc. MRR| acc. MRR| acc. MRR| acc. MRR| acc. MRR| acc. MRR| acc. MRR
Cosine Similarity
exact 42.33 60.45| 45.36 62.44 | 41.90 60.32 | 48.81 64.70 | 44.49 61.72| 50.32 66.43 | 43.41 61.55| 51.40 66.71
what_is 45.36 62.97| 46.65 64.04| 44.71 62.69| 48.81 65.68| 46.87 64.44| 52.05 68.83| 45.14 63.24| 51.84 67.80
describe 44.28 61.86| 45.36 62.46 | 47.08 63.44| 51.40 66.74| 46.22 63.13| 53.35 68.53| 44.49 62.37| 53.13 68.34
§ meaning_of | 45.79 62.84| 46.65 64.22| 43.20 61.41 | 48.81 65.69 | 47.52 64.63 | 53.56 69.30| 43.41 62.38| 53.35 68.77
< Euclidean Distance
-g exact 38.44 56.57| 40.17 57.99| 38.01 56.94| 42.12 59.54 | 41.25 58.02| 45.79 62.18| 38.01 56.71| 43.41 60.59
_8 what_is 38.88 57.66| 40.82 59.51 | 39.96 58.75| 43.84 61.52| 39.96 58.10| 44.71 63.52| 45.14 63.24| 47.52 63.11
g describe 38.88 57.59| 40.39 58.58 | 42.76 60.16 | 45.36 62.15| 41.47 58.73 | 47.73 64.42| 41.68 59.47| 46.22 63.12
'43 meaning_of | 40.39 58.93| 43.20 61.00| 43.41 60.53 | 44.49 61.90| 40.60 58.69 | 46.00 64.20| 41.25 59.50 | 47.52 63.61
o)



Manhattan Distance

exact 39.52 56.71| 39.09 57.43| 38.66 56.94| 41.04 58.99| 39.52 57.34| 46.22 62.29 | 37.37 56.04 | 44.49 60.81
what_is 40.17 57.96| 41.04 59.18 | 41.25 59.24 | 42.33 60.21| 39.31 57.56 | 47.52 64.63| 40.39 58.35| 45.79 62.07
describe 38.44 57.30| 40.39 58.50 | 42.12 59.68 | 44.92 61.78| 42.12 58.67| 47.52 64.47| 40.82 58.79 | 48.38 64.02
meaning_of | 38.23 57.62| 42.98 60.57 | 42.33 60.11 | 44.49 61.85| 43.20 59.84 | 45.57 63.57| 40.39 59.05| 47.30 63.38
Cosine Similarity
o | exact 38.44 56.99| 39.52 57.45| 38.44 57.34| 44.06 60.35| 43.20 59.87| 44.28 61.67| 40.82 59.02 | 45.57 62.37
g what_is 39.52 58.96 | 41.04 58.45| 40.82 58.92| 43.63 60.90| 43.20 61.06 | 47.52 64.94| 41.04 59.60 | 48.16 64.84
'i describe 42.12 60.39| 43.63 60.42 | 41.25 59.15| 46.00 62.51| 42.76 60.92| 44.49 62.73| 43.20 61.16 | 48.38 64.90
g meaning_of | 43.20 60.20 | 39.96 58.87| 41.25 58.63 | 47.08 63.64 | 44.49 61.90| 46.87 64.35| 42.76 61.12| 49.89 66.17
g. Euclidean Distance
8 | exact 38.88 56.70 | 38.88 56.85| 38.23 56.07| 43.84 60.31| 41.90 59.48 | 42.33 60.66 | 40.82 58.80 | 48.81 64.17
g what_is 40.17 58.37| 39.31 57.68 | 40.17 57.44| 43.20 60.28 | 44.92 61.76 | 45.57 63.61 | 42.55 60.07 | 49.46 65.20
© | describe 40.17 58.84 | 42.12 59.33 | 40.60 58.07| 46.00 62.48| 43.41 60.89 | 45.36 63.38 | 44.71 61.94| 50.54 65.82
g meaning_of | 40.60 58.74| 40.39 58.68 | 40.17 57.91| 46.00 62.97 | 44.92 61.79| 48.38 65.29 | 44.71 62.06 | 52.48 67.30
ES Manhattan Distance
‘;‘ exact 38.66 56.78 | 38.88 57.05| 36.93 54.85| 42.33 59.19| 42.55 59.35| 42.98 60.78 | 41.04 58.83 | 48.16 63.82
é what_is 41.68 58.96| 39.09 57.36| 41.68 58.12| 43.20 60.53 | 44.92 62.06 | 45.36 63.27 | 42.12 59.99| 50.11 65.65
describe 39.96 58.52| 4298 59.69| 41.04 58.48| 45.57 62.19| 43.41 60.34 | 46.44 63.53 | 44.06 61.57 | 48.60 64.99
meaning_of | 41.47 59.13| 41.04 59.03| 39.96 57.64| 44.28 62.26 | 44.49 61.76 | 47.73 64.63 | 45.57 62.30| 53.13 67.83
Cosine Similarity
exact 38.88 57.50| 42.33 60.48 | 42.98 60.15| 42.33 60.48 | 40.17 58.46 | 45.14 62.68 | 40.39 59.46 | 47.08 63.37
what_is 39.52 58.44 | 45.36 62.14 | 42.55 59.93| 45.36 62.14| 42.98 60.71 | 48.60 65.81 | 42.98 61.24| 49.46 65.67
describe 42.98 60.56 | 41.25 59.21 | 44.92 61.69| 44.28 62.21| 43.84 61.21 | 47.95 65.65| 46.65 63.78 | 47.95 65.02
§ meaning_of | 43.41 61.13| 42.12 60.16 | 41.25 59.64 | 48.16 64.44 | 44.28 61.64| 47.95 65.36 | 43.63 61.84| 51.84 67.71
< Euclidean Distance
.g exact 39.74 57.26| 40.39 58.94 | 41.25 58.71| 40.39 58.94| 40.39 57.80| 44.28 61.31| 42.55 59.68 | 45.36 61.79
_8 what_is 40.82 58.82| 44.06 61.39| 39.96 58.32| 44.06 61.39| 43.84 60.24 | 45.79 64.12| 43.63 61.45| 47.73 64.26
© | describe 42.33 59.66 | 40.60 57.78 | 42.12 59.57| 44.71 62.16| 43.41 60.36 | 46.00 64.30| 46.22 63.20 | 47.08 64.32
-é meaning_of | 44.49 60.94| 40.60 58.56 | 41.47 59.57 | 46.44 63.14 | 44.92 61.88| 48.81 66.11| 43.20 61.35| 49.46 65.98
7 Manhattan Distance
exact 38.88 56.84 | 40.39 58.95| 42.33 59.11| 40.39 58.95| 40.17 57.47| 45.36 61.89| 43.20 59.87 | 45.36 61.95
what_is 40.60 58.51 | 44.06 61.87| 39.74 58.31| 44.06 61.87| 42.98 59.92| 44.71 63.28 | 44.06 61.24 | 47.73 64.56
describe 42.55 60.03 | 40.17 57.58 | 42.12 59.63 | 45.14 62.17| 42.98 60.04 | 47.95 65.14 | 45.14 62.48 | 47.73 64.66
meaning_of | 45.14 61.37| 40.17 58.30 | 41.04 59.02 | 46.65 63.33 | 43.63 61.02 | 49.46 66.34 | 43.20 61.61| 49.89 66.24
Cosine Similarity
exact 39.96 58.26| 41.04 58.75| 41.25 59.09 | 41.04 59.11| 42.55 59.58 | 47.52 63.67 | 42.12 60.02 | 44.28 61.28
what_is 41.68 58.89| 44.28 61.35| 39.74 58.61| 44.28 61.87| 42.98 60.74| 49.24 66.65| 42.55 60.47| 48.81 65.16
% describe 41.25 59.51| 42.98 60.87| 40.82 59.80| 46.00 62.66 | 43.41 60.91| 49.68 66.13 | 44.28 61.74| 49.24 65.37
2 | meaning_of | 42.33 60.62| 43.63 61.56 | 42.55 60.41| 47.08 64.00 | 44.06 61.07| 50.54 67.20] 43.84 61.52| 47.73 65.01
&z Euclidean Distance
g exact 35.42 54.31| 36.93 55.51| 39.31 57.10| 38.44 57.27| 39.31 56.63| 46.44 62.60| 41.68 58.45| 41.90 58.92
© | what_is 36.50 55.99| 39.96 58.01| 39.96 57.63| 42.55 60.27| 41.04 58.92| 46.87 64.50 | 41.68 59.55| 44.92 61.68
% describe 37.80 56.48 | 41.90 58.81| 40.39 57.75| 43.63 60.84 | 42.76 59.41| 48.16 65.08 | 42.33 60.31 | 46.65 62.98
T | meaning_ of | 38.23 56.99| 39.96 58.48 | 39.74 57.38 | 42.33 60.51 | 40.17 58.76 | 50.32 66.23 | 43.20 60.47 | 45.36 62.77
-é Manhattan Distance
& | exact 36.50 54.82| 38.88 56.45| 39.52 57.27| 36.93 56.61| 38.23 56.15| 46.00 62.39 | 41.47 58.30| 41.68 58.72
what_is 37.58 56.76 | 38.88 57.49| 40.39 57.71| 42.33 59.96 | 40.17 58.15| 46.65 64.31| 41.68 59.28 | 44.49 61.41
describe 36.93 56.10 | 42.55 59.51| 39.96 57.50| 43.41 60.55| 41.47 58.89| 47.73 64.76 | 41.90 60.25| 47.73 63.33
meaning_of | 37.80 56.97| 41.68 59.40| 40.39 57.80| 43.41 60.67 | 39.74 58.31| 49.89 66.33| 43.84 60.83| 46.00 63.03




Cosine Similarity
exact 36.93 56.41| 40.82 58.69| 41.04 59.18| 44.49 61.25| 40.17 58.54 | 47.30 64.77| 42.76 61.00 | 47.08 63.53
what_is 38.66 58.15| 42.98 60.61 | 41.47 59.89| 46.00 62.89| 44.71 62.03| 48.60 66.10| 44.71 62.59 | 49.89 65.87
describe 39.96 58.93| 43.41 60.82| 44.28 62.03| 49.03 65.09 | 43.84 61.62| 49.03 66.54 | 46.22 63.31| 51.19 66.79
© | meaning_of | 40.39 59.12| 45.36 62.04| 42.33 61.27| 49.89 65.87| 44.49 62.22| 50.54 67.74| 48.60 64.82| 50.32 66.89
_8 Euclidean Distance
“q"} exact 36.07 55.57| 40.60 58.48 | 41.47 59.35| 42.33 60.18| 41.04 58.68 | 45.14 63.56 | 43.20 60.64 | 47.08 63.16
& what_is 38.66 55.57| 42.98 61.03| 41.04 60.16| 47.30 63.51 | 42.98 61.27| 49.24 66.62| 45.79 62.95| 49.24 65.53
% describe 40.17 58.93 | 42.33 60.28 | 43.41 61.43| 48.81 64.90| 44.71 62.23 | 47.30 65.41 | 46.65 63.85| 50.76 66.68
:% meaning_of | 39.52 58.50| 45.36 62.35| 43.84 62.06 | 51.62 66.62 | 44.92 62.34| 49.68 67.04| 49.03 64.85| 50.54 66.77
@ Manhattan Distance
exact 36.50 56.07| 41.04 58.82| 41.25 59.10| 43.63 60.66 | 40.60 58.75| 46.87 64.34 | 43.41 61.26| 46.00 62.31
what_is 40.39 58.92| 42.33 60.80| 42.55 60.90| 45.14 62.40 | 43.41 61.05| 49.68 66.47 | 45.14 62.24 | 49.46 65.19
describe 42.12 60.14 | 43.41 60.90 | 44.06 61.67| 49.89 65.66 | 43.20 61.66 | 47.08 65.61 | 47.52 64.19| 50.11 66.02
meaning_of | 41.25 59.56 | 43.84 62.06 | 44.49 62.28 | 50.76 66.00 | 44.06 61.86| 50.11 67.09 | 47.52 64.08 | 50.76 66.71
Cosine Similarity
exact 44.28 61.03| 46.44 62.86| 41.90 60.17| 45.14 62.36 | 43.41 61.20 | 49.03 65.76 | 44.92 62.23 | 50.32 65.88
what_is 45.57 61.96 | 45.79 62.92| 46.22 63.38| 46.22 63.48| 43.63 62.16 | 50.32 67.57 | 47.08 64.20| 52.05 67.50
describe 44.71 62.02 | 44.92 62.84 | 44.06 62.20| 49.68 65.73| 42.98 61.40| 50.32 66.91 | 45.14 63.01 | 49.68 66.77
© | meaning_of | 44.71 61.59| 45.79 63.59| 44.71 62.38| 46.00 63.48| 43.63 61.66| 49.03 67.05| 46.22 63.45| 50.97 67.47
= Euclidean Distance
E exact 43.84 60.78 | 46.00 62.65| 41.25 59.85| 44.92 62.23| 43.84 61.40| 49.03 65.76 | 44.92 62.23 | 50.32 65.88
‘g | what_is 45.14 61.71| 45.57 62.77| 45.79 63.13| 46.00 63.39| 44.06 62.34| 50.32 67.57 | 47.08 64.20| 52.05 67.50
E describe 44.06 61.70 | 44.71 62.70 | 43.41 61.88| 49.46 65.60| 43.20 61.44| 50.32 66.91 | 45.14 63.01 | 49.68 66.77
% meaning_of | 44.28 61.33| 45.36 63.37 | 44.28 62.12| 45.79 63.35| 43.84 61.73| 49.03 67.05| 46.22 63.45| 50.97 67.47
Manhattan Distance
exact 42.55 59.89| 45.36 62.33 | 41.04 59.53| 45.14 61.81| 42.98 60.78 | 49.24 65.45| 43.41 61.58 | 49.24 64.92
what_is 44.49 61.49| 44.71 62.44 | 45.79 62.51| 46.22 63.57| 42.55 61.10| 48.60 66.17| 47.52 64.16 | 50.76 66.74
describe 43.41 61.08| 44.49 62.29| 41.04 59.91| 49.03 65.22| 43.63 61.43| 50.11 66.96 | 42.55 61.56 | 49.24 66.29
meaning_of | 42.12 60.09 | 45.79 63.28 | 44.92 62.26 | 45.57 63.12 | 43.84 61.46| 49.03 66.81 | 45.79 63.37| 51.84 67.58
Cosine Similarity
exact 40.82 59.01| 46.00 62.45| 42.12 60.31| 44.71 62.09| 41.47 60.39| 49.68 65.70 | 43.63 61.19 | 48.81 64.84
what_is 40.17 59.46 | 44.06 62.41| 42,98 61.08| 45.14 62.87| 42.98 61.81 | 49.68 67.27| 45.57 62.75| 49.68 66.07
describe 40.60 59.62 | 44.49 62.44| 42.76 61.17| 47.52 64.43| 41.68 61.36 | 47.08 65.43 | 46.00 63.08 | 50.32 67.29
& | meaning_of 40.39 59.46 | 43.41 61.94| 43.63 61.63| 48.16 64.40| 42.55 61.74| 49.89 67.38 | 46.00 63.56 | 50.76 66.99
= Euclidean Distance
S | exact 40.17 58.68 | 46.00 62.13 | 41.47 59.99| 44.49 61.95| 41.47 60.39 | 49.68 65.70 | 43.41 61.09| 48.81 64.84
--'qa what_is 39.74 59.21| 43.63 62.20| 42.55 60.83| 44.92 62.76 | 43.20 61.85| 49.68 67.27| 45.57 62.75| 49.68 66.07
"E" describe 39.96 59.29| 44.06 62.22| 42.12 60.85| 47.08 64.22| 41.90 61.36 | 47.08 65.43| 45.79 62.97| 50.32 67.29
= | meaning_of | 39.96 59.21| 42.98 61.72| 42.98 61.31 | 47.95 64.27| 42.55 61.70| 49.89 67.38 | 45.79 63.45| 50.54 66.88
® Manhattan Distance
exact 39.52 57.99| 46.22 62.19| 40.60 59.30| 42.98 60.83| 41.04 60.16 | 48.81 65.19| 42.55 60.67| 48.60 64.91
what_is 40.39 59.02 | 43.63 61.88| 41.68 60.14| 46.00 63.36 | 42.76 61.36| 48.81 66.42| 44.71 61.97| 49.46 66.10
describe 40.60 59.33 | 44.28 61.94| 41.90 60.48| 47.73 64.36 | 42.12 61.47| 48.38 66.11 | 44.49 62.40| 51.40 67.73
meaning_of | 40.60 59.37| 43.41 62.00| 43.20 61.37| 47.52 64.20 | 42.76 61.46 | 50.54 67.42| 46.44 63.33| 49.46 66.37
Cosine Similarity
exact 42.76  60.99 | 44.49 62.64 | 44.49 62.50| 46.00 63.23| 42.98 61.69| 49.24 66.16 | 46.00 63.37| 51.40 66.81
what_is 43.20 61.85| 45.36 64.19 | 47.08 63.94| 49.89 66.25| 43.41 62.81| 52.05 68.78 | 47.08 64.63 | 50.76 67.57
describe 4298 61.67| 45.36 63.81 | 44.06 61.76| 50.76 66.97| 44.28 63.20 | 52.27 68.00 | 46.00 63.67 | 50.97 67.65
9 | meaning_ of | 44.92 62.71| 46.87 64.70 | 47.30 64.20 | 48.81 65.95| 44.06 63.15| 52.70 69.14 | 47.52 64.98| 51.19 68.22
E Euclidean Distance
*ql'} exact 42.12 60.66 | 44.06 62.43 | 43.84 62.18| 45.79 63.09 | 43.41 61.85| 49.24 66.16 | 46.00 63.37| 51.40 66.81
é what_is 42.76 61.60 | 44.92 63.98 | 46.65 63.69| 49.68 66.13| 43.84 62.99| 52.05 68.78 | 47.08 64.67| 50.76 67.57
E describe 42.33 61.35| 44.92 63.59 | 43.41 61.43| 50.54 66.83 | 44.49 63.34| 52.27 68.00| 46.00 63.67 | 50.97 67.65
(]



meaning_of | 44.49 62.46| 46.44 64.48 | 46.87 63.95| 48.60 65.83 | 44.49 63.36 | 52.70 69.14 | 47.52 65.01| 51.19 68.22
Manhattan Distance
exact 42.55 60.63 | 44.71 62.80| 42.98 61.06| 46.22 63.00| 42.98 61.72| 50.76 66.84 | 47.08 63.90 | 50.32 66.39
what_is 42.55 61.56 | 46.22 64.69 | 45.79 63.20| 49.24 66.13 | 43.41 62.80| 54.43 70.45| 46.65 64.33 | 50.97 67.57
describe 42.76 61.40| 46.00 64.07 | 43.63 61.87| 48.60 65.58 | 44.06 62.54| 52.70 68.71| 45.36 63.52 | 52.27 68.36
meaning_of | 43.84 62.12| 49.03 66.06 | 45.57 62.82 | 48.81 65.87 | 44.92 63.55| 54.43 70.37| 48.38 65.30| 50.54 67.68
Cosine Similarity
exact 41.47 59.77| 44.49 61.92| 43.20 60.49| 42.98 61.01| 42.98 61.39 | 48.38 65.41 | 43.63 61.76 | 49.68 65.92
what_is 42.55 61.32| 44.06 62.68 | 49.89 64.65| 47.52 64.91| 44.49 63.14| 50.32 67.75| 47.52 64.78 | 49.89 67.11
& | describe 42.12 60.85| 44.71 62.51 | 47.52 63.49| 46.44 64.01 | 43.63 62.47| 48.81 66.44| 46.00 63.82| 50.11 66.91
i meaning_of | 42.12 61.17| 44.49 62.79| 46.87 63.21| 46.44 64.48 | 43.84 62.90| 49.89 67.70| 46.87 64.41| 51.40 68.09
Fqg Euclidean Distance
= | exact 41.04 59.52| 44.06 61.71| 42.56 60.17| 42.76 60.91 | 43.41 61.57| 48.38 65.41 | 43.41 61.65| 49.68 65.92
% what_is 42.12 61.07| 43.84 62.54 | 49.46 64.40| 47.30 64.82| 44.92 63.32| 50.32 67.75| 47.30 64.67| 49.89 67.11
@& | describe 41.47 60.53 | 44.28 62.29 | 46.87 63.17| 46.22 63.88 | 43.84 62.54| 48.81 66.44 | 45.79 63.68 | 50.11 66.91
f meaning_of | 41.90 60.99 | 44.06 62.57| 46.44 62.96| 46.22 64.36 | 44.28 63.08 | 49.89 67.70 | 46.65 64.31 | 51.40 68.06
ﬁ: Manhattan Distance
£ | exact 40.60 59.86| 43.41 60.81 | 42.33 60.13| 42.55 60.73| 42.98 61.53 | 49.03 65.71| 42.98 61.51 | 49.24 65.35
what_is 41.47 60.90 | 44.06 62.50 | 47.52 63.33| 46.22 64.01| 44.71 63.42| 50.11 67.47| 47.73 64.83 | 49.46 66.49
describe 41.90 60.71| 42.76 61.00 | 47.73 63.65| 46.65 63.76 | 42.55 61.81 | 49.24 66.61 | 46.87 64.17| 50.11 66.96
meaning_of | 42.55 61.11| 44.71 62.70| 45.79 62.61| 46.65 64.59 | 45.57 63.70| 50.97 68.08 | 45.57 63.66 | 50.76 67.46
Cosine Similarity
exact 39.96 58.60 | 42.76 59.65| 40.17 58.66 | 42.55 60.19| 41.68 60.27 | 47.73 64.53 | 40.17 59.23 | 46.00 63.19
w | What_is 40.82 59.76 | 42.55 60.37| 41.90 60.63 | 44.71 61.93| 43.84 62.01 | 49.68 66.91| 39.52 59.68 | 48.81 65.37
9 | describe 39.31 58.99| 42.33 59.99 | 40.82 59.36 | 46.00 62.63| 42.12 61.42| 48.38 65.87| 39.96 59.33 | 48.38 65.46
'tqé meaning_of | 41.25 60.06| 42.98 60.83 | 41.68 60.14 | 46.00 62.95| 41.90 60.99 | 49.68 66.74 | 42.12 61.20 | 49.89 66.72
EI Euclidean Distance
- | exact 39.52 58.35| 42.33 59.43| 39.52 58.34| 42.33 60.06 | 42.12 60.47 | 47.73 64.53 | 40.17 59.23 | 46.00 63.19
= what_is 40.60 59.59 | 42.12 60.16 | 41.47 60.38 | 44.49 61.83| 44.28 62.27| 49.68 66.91 | 39.74 59.78 | 48.81 65.37
% describe 38.88 58.76 | 41.90 59.78 | 40.17 59.04 | 45.79 62.50| 42.33 61.49 | 48.38 65.87| 39.86 59.33 | 48.38 65.46
T | meaning_of | 40.82 59.83| 42.55 60.62| 41.25 59.88| 45.79 62.83| 42.12 61.13 | 49.68 66.74 | 42.12 61.20 | 49.89 66.72
= Manhattan Distance
g exact 39.09 57.37| 40.60 58.07| 40.39 58.64| 41.25 59.06 | 42.55 60.68 | 47.52 64.10| 39.96 58.96 | 44.06 61.66
what_is 40.82 59.40| 42.76 60.14 | 40.82 59.49| 43.84 61.65| 44.28 62.08 | 49.24 66.57| 41.90 61.13 | 46.87 64.42
describe 38.23 57.35| 42.33 59.58 | 39.74 58.84| 45.14 62.05| 41.68 60.51 | 48.38 65.32| 40.82 59.65| 47.30 64.50
meaning_of | 40.39 59.04| 42.33 60.46 | 41.68 60.05| 45.57 62.92 | 42.33 61.35| 48.60 65.93 | 42.33 61.26| 49.89 66.55
Cosine Similarity
exact 40.17 59.23 | 42.98 60.81 | 41.04 59.65| 43.20 61.06 | 44.28 62.51 | 52.48 68.68 | 47.08 64.16
what_is 41.68 60.09 | 45.79 62.73 | 42.12 60.04 | 45.57 62.96 | 44.28 62.20| 52.05 67.85| 45.79 62.79
describe 4298 61.24 | 48.38 64.40| 43.84 61.89| 48.81 65.27| 44.71 62.73| 52.48 68.42| 45.57 62.96
© | meaning_of | 42.98 61.34| 45.36 62.78| 42.55 60.54| 48.60 65.31 | 44.28 62.51| 52.48 68.68| 47.08 64.16
_‘3 Euclidean Distance
5{3 exact 39.52 58.91| 42.55 60.59 | 40.39 59.32| 42.98 60.92 | 44.28 61.63| 47.30 64.74| 43.20 60.51
é what_is 41.04 59.76 | 45.36 62.51 | 41.47 59.72| 45.36 62.84 | 44.49 62.24| 52.05 67.85| 45.57 62.68
8 describe 42.33 60.91| 4795 64.19| 43.41 61.64| 48.60 65.13| 44.92 62.85| 52.48 68.42| 45.57 62.93
é meaning_of | 42.33 61.01| 44.92 62.57| 41.90 60.21| 48.38 65.18 | 44.49 62.61| 52.48 68.68 | 46.87 64.05
@ Manhattan Distance
exact 39.74 59.01| 41.68 60.16 | 39.52 58.88| 42.76 60.50 | 42.98 60.79| 47.30 64.34| 41.90 59.86
what_is 41.25 59.57 | 45.57 62.66 | 41.47 59.73| 45.36 63.04 | 44.49 62.61| 52.92 68.35| 44.71 62.50
describe 42.12 60.87| 47.52 63.63 | 42.98 61.17| 49.03 65.37| 44.06 62.14| 52.92 68.66 | 46.00 63.14
meaning_of | 44.28 62.02| 45.36 63.02| 42.76 60.73| 47.52 64.92| 44.49 62.61| 53.35 69.15 45.79 63.18




Cosine Similarity
exact 41.04 59.18 | 43.63 61.17| 41.04 59.02 | 46.22 62.66 | 43.84 61.29| 48.60 65.45| 43.84 61.15
what_is 41.68 60.46 | 47.95 64.09| 42.33 59.89 | 48.60 64.93| 45.79 63.27| 53.56 69.47 | 47.95 64.39
describe 43.63 61.78 | 47.52 64.41| 40.60 60.01| 52.27 67.40 | 45.57 63.22| 52.92 68.61 | 48.38 65.26
% | meaning of | 43.41 61.77| 49.24 65.54 | 43.84 61.10| 53.13 68.11| 49.24 65.16 | 54.00 69.75 48.16 64.82

E Euclidean Distance
::'3 exact 40.39 58.85| 43.20 60.95| 40.39 58.69| 46.00 62.52| 43.84 61.26| 48.38 65.34 | 43.63 61.05
g what_is 41.25 60.21 | 47.52 63.88| 41.68 59.57| 48.38 64.80| 45.79 63.27| 53.56 69.47 | 47.95 64.39
5 describe 42.98 61.46| 47.08 64.19| 40.17 59.75| 52.05 67.27| 45.79 63.33| 52.92 68.61 | 48.38 65.26
£ | meaning of | 42.76 61.45| 48.81 65.32| 43.20 60.77 | 52.92 67.97| 49.46 65.27| 54.00 69.75| 48.16 64.82

& Manhattan Distance
exact 40.60 58.94| 42.76 60.61 | 40.17 58.41| 46.65 63.08 | 43.84 61.44| 48.81 65.22| 44.06 61.32
what_is 41.47 60.24 | 4795 63.77| 40.60 59.06 | 47.95 64.69 | 46.65 63.26 | 53.56 69.46 | 48.60 64.63
describe 42.33 60.99| 47.30 64.14| 40.82 59.82| 52.27 67.49| 46.22 63.25| 51.84 68.13 | 47.08 64.22
meaning_of | 44.71 62.40| 48.30 64.94| 43.20 60.32 | 51.84 67.44| 49.46 65.12| 52.92 69.43| 46.87 64.17

Cosine Similarity
exact 43.63 61.04 | 44.28 62.07| 43.20 60.76 | 47.73 63.86 | 45.57 63.09 | 48.81 66.32| 45.14 62.63
what_is 44.28 62.13 | 46.87 63.94| 44.92 62.30| 48.38 64.25| 46.65 63.84| 50.54 68.02 | 46.87 64.20
describe 44.71 62.29| 46.65 63.74| 46.00 62.76 | 50.32 66.19 | 45.36 63.33| 53.56 69.66 48.16 64.68
meaning_of | 42.76 61.31| 48.38 64.82| 44.92 62.30| 50.11 65.58 | 46.65 63.84 | 50.54 68.02 | 46.87 64.20

@ Euclidean Distance
_8 exact 42.98 60.72| 43.84 61.85| 42.55 60.44| 47.52 63.72| 45.79 63.16 | 48.81 66.32| 45.14 62.63
5'3 what_is 43.84 61.88| 46.44 63.73 | 44.28 61.98| 47.95 64.04 | 46.87 63.89| 50.32 67.91| 46.65 64.09
& describe 44.06 61.96 | 46.22 63.52 | 45.36 62.43| 49.89 65.97| 45.36 63.25| 53.56 69.66 | 47.95 64.57
0 meaning_of | 42.12 60.98 | 47.95 64.60 | 43.84 61.62| 49.68 65.37| 45.79 63.88| 50.11 67.84| 47.30 64.17

Manhattan Distance
exact 44.71 61.47| 44.28 62.11 | 42.33 60.17| 47.08 63.21 | 45.57 62.99| 49.03 66.35| 46.22 63.08
what_is 43.41 61.73| 45.14 62.86 | 44.49 62.20| 47.30 63.85| 47.52 64.23| 49.46 67.20| 47.30 64.22
describe 44.28 61.99| 46.65 63.36 | 45.14 62.44| 49.24 65.32 | 47.52 64.42| 52.70 68.95| 46.65 63.60
meaning_of | 44.06 62.08 | 45.57 62.88| 41.90 60.55| 47.52 64.25| 46.65 64.27| 51.84 68.64| 47.08 64.17

Cosine Similarity
exact 42.98 61.08 | 45.79 62.72| 44.92 61.78 | 46.22 63.33| 45.57 62.96| 52.70 68.38 | 48.16 64.54
what_is 46.00 63.81| 46.22 64.36 | 47.30 64.13| 48.81 65.47 | 46.87 64.70 | 54.21 70.46 | 50.54 66.86
describe 46.44 64.25| 47.08 64.53 | 46.87 63.76 | 52.05 67.74| 47.08 64.85| 54.64 70.56 | 50.11 66.05
meaning_of | 46.22 63.97| 46.22 64.33| 47.30 63.76 | 49.03 65.73 | 49.89 66.59 | 55.08 71.06| 49.68 66.58

% Euclidean Distance
E exact 42.55 60.83 | 45.36 62.51 | 44.28 61.45| 46.00 63.19| 45.79 63.00| 52.70 68.38 | 47.95 64.44
5:'3 what_is 45.36 63.48 | 45.79 64.15| 46.65 63.81| 48.60 65.33| 47.08 64.77| 54.00 70.35| 50.54 66.86
é describe 45.79 63.92| 46.65 64.31| 46.22 63.44| 51.84 67.60| 47.30 64.92| 54.43 70.45| 50.11 66.05
% | meaning of | 45.57 63.65| 45.79 64.12| 46.65 63.43 | 48.81 65.59 | 50.11 66.67 | 54.86 70.95| 49.46 66.47

Manhattan Distance
exact 41.68 60.12| 44.49 61.76 | 41.47 59.94| 47.73 64.05| 44.92 62.17| 52.70 68.39 | 48.16 64.31
what_is 44.28 62.55| 46.00 64.00| 45.79 62.64 | 48.38 64.98 | 46.65 64.35| 53.35 69.95| 49.24 65.79
describe 46.00 63.91| 45.79 63.78 | 46.65 63.57| 51.40 67.31| 48.38 65.20| 54.00 70.30| 51.19 66.46
meaning_of | 44.28 62.59| 45.36 63.76 | 44.49 61.82| 49.03 65.61 | 49.03 65.69 | 55.29 70.96 | 48.38 65.58

We observe that the utilization of LLM-based enhancement provides performance boosts in text-to-text
retrieval compared to the No-LLM baseline, in most cases. Nevertheless, it still stays behind the best
performance have achieved by GPT-3-enhanced VL retrieval. We assume that the reason is the information
loss induced when converting from the visual to the textual modality during captioning.

Concerning the VL transformers, BLIP appears to struggle to identify correlations between the phrases -
whether enriched or not - and the captions, whereas the others display encouraging results. ALIGN obtains
the highest performance, outperforming CLIP by 4%, and then CLIP, CLIP-L, and CLIP,AION follows.
Regarding the similarity metric, the manhattan distance appears to perform better when combined with VL



models.

As for the linguistic semantic similarity models, all employed models appear to produce comparable results,
with highest accuracy scores ranging between 49% and 55%. The lowest accuracy corresponds to multi-qa-
MinLM-L6-cos, while the highest accuracy corresponds to gtr-t5-large. With these models, all similarity
metrics are sufficiently near, with cosine similarity and manhattan distance are associated with the highest
scores.

Finally, regarding the captioning models, BLIP-L and ViT-L appear to generate the most appropriate and
useful captions for text-to-text retrieval for VWSD, with beam search providing an additional boost.

An intriguing observation is that VL transformers, which are trained to handle both textual and visual
modalities, perform better in producing textual embeddings, than sentence similarity embeddings, despite the
fact that the latter have been explicitly tuned on semantic textual similarity. Overall, ALIGN VL transformer
achieves 62.42% accuracy, outperforming the best accuracy score of sentence similarity embeddings (namely
gtr-t5-large) by 7% (55.29%).

5.2.3 Wikipedia & Wikidata image retrieval

In Tab. 5.15 we present results regarding image-to-image retrieval between candidates 7 and web retrieved
images i,,. Out of the 463 samples of the test set, Wikipedia API and Wikidata API returned results for 460
and 324 phrases respectively.

CLIP ALIGN

Similarity Image source acc. MRR acc. MRR

Cosine Wikidata Images 34.26 50.13 31.11 47.84

Wikipedia Images 53.26 68.14 53.26 68.44

Wikidata Images 33.64 49.24 30.83 47.52

Euclidean Wikipedia Images 52.17 66.95 53.48 68.40
Wikidata Images 33.02 48.75 31.11 47.66

Manhattan Wikipedia Images 52.82 67.25 53.26 68.27

Table 5.15: Image-to-image retrieval results

The Wikidata API retrieval acquired images for 324 test samples, as previously mentioned. In contrast,
the Wikipedia API assured that corresponding images existed for the entire test set, so that the entire
set could be included in the image-to-image retrieval. The best results achieved using the ALIGN VL
transformer. However, we observe that even best results for image-to-image retrieval are not competent
against our previous approaches; we infer that exclusively visual representations are not expressive enough
to distinguish fine-grained details between semantically related candidates.

5.2.4 Learn to Rank

In Tab. 5.16 and Tab. 5.17 we showcase the results using CLIP and ALIGN as VL retriever respectively.
Each column of these tables corresponds to each one of the methods combined in order to produce the final
feature vector. The presented feature combinations, are constituted by the following:

1. Baseline features: the option to incorporate (or not) the penalty p(i) in score(t, ) for VL retrieval

2. LLM-enhancement features: the prompt to generate enhanced phrases t. (or an ensemble of prompts
leading to multiple ¢.) and the option for incorporation (or not) of p(i) in score(t., )

3. Text retrieval features: the captioner to generate caption c¢;, along with the text embedding model
and the similarity metric (cosine/euclidean/manhattan) for text-to-text retrieval, as well as the phrase
(original ¢, or enhanced t., or an ensemble of enhanced phrases t. derived from the usage of different
prompts)

4. Image retrieval features: image embedding model and similarity metric (cosine/euclidean/manhattan)
for image-to-image retrieval.



Baseline| LLM-enhance Text retrieval features Image retrieval feat. Metrics
p(4) Prompt (i) Captioner Embedding Similarity Phrase Embedding Similarity | Acc. MRR
- - - - - - - - - 63.93 76.33
v - - - - - - - - 68.90 80.04
v - - - - - - - - 62.85 75.88
v - - - - - - CLIP cosine 70.87 81.36
v - - - - - - CLIP euclidean | 70.22 81.09
v - - - - - - CLIP manhattan | 69.78 80.95
v - - GiT-L-greedy CLIP cosine t - - 62.85 76.08
v - - GiT-L-beam CLIP cosine t - - 63.07 76.14
v - - GiT-L-beam CLIP euclidean t - - 62.85 75.85
v - - GiT-L-beam CLIP manhattan t - - 62.85 76.11
v - - Blip-L-greedy CLIP cosine t - - 61.77 75.48
v - - Blip-L-beam CLIP cosine t - - 62.85 75.94
v all v - - - - - - 70.37 81.65
v meaning of - - - - - - - 65.85 78.67
v meaning of v - - - - - - 66.52 79.21
v exact v - - 65.57 78.25
v what_is v - - - - - - 67.45 79.55
v describe v - - - - - - 70.14  80.75
v all v - - - - CLIP cosine 72.05 82.81
v all v Blip-L-beam CLIP cosine t CLIP cosine 72.05 82.61
v all v GiT-L greedy CLIP cosine t CLIP cosine 70.81 82.28
v all v GiT-L-greedy CLIP cosine all te+t CLIP cosine 73.91 83.53

LTR of [11] (best results) 77.97 85.88
SemEval organizers’ baseline 60.48 73.87

Table 5.16: LTR results using feature combinations as extracted from our previous 4 approaches (baseline,
LLM enhancement, text retrieval, image retrieval). CLIP is employed as the VL retriever.

For all experiments of Tab 5.16 and Tab. 5.17 we utilized the following hyperparameters configuration:
n_estimators: 500, early stopping: 100, learning rate: 0.03, feature fraction: 0.25, max_bin: 100,
min_ child samples: 50 and reg_alpha: 0.05. Also, an 80-20 train/validation split was followed, allocat-
ing 2514 samples in the validation set.

In general, the incorporation of LLM-based phrase enhancement in LTR yields significant advantages, provid-
ing optimal metric results in comparison to the alternative feature combinations, or our alternative approaches
outlined in Tab. 5.5, 5.6, 5.13, 5.14. The best results are obtained by employing ALIGN as the VL retriever
and incorporating all features, as indicated by the colored instances in Table 5.17. This is an intriguing
observation since standalone text retrieval (Tab. 5.13, 5.14) and image retrieval (Tab. 5.15) experiments
did not produce competitive results. However, it is worth noting that incorporating the corresponding fea-
tures in the training of LTR model improves performance. Furthermore, the integration of features through
ensembling is also tremendously advantageous. This approach is applicable to both combining the LLM-
enhanced prompt features, such as incorporating features from tcyqct, twhat—is, tdescribes tmeaning—of, denoted
as all prompts, and combining phrase features for text-to-text retrieval. In this context, all t. 4 ¢ refers to
the combination of features from all four aforementioned enhancements, along with the original given phrase
t. As illustrated in Table 5.17, the majority of ensemble feature combinations exhibit superior performance
compared to baselines and alternative implementations [11].



Baseline| LLM-enhance Text retrieval features Image retrieval feat. Metrics
() Prompt p(i) Captioner Embedding Similarity Phrase Embedding Similarity | Acc. MRR
- - - - - - - - - 63.93 76.33
v - - - - - - - - 68.90 80.04
v - - - - - - ALIGN cosine 71.96 82.46
v - - - - - - ALIGN euclidean | 72.17 82.34
v - - - - - - ALIGN manhattan | 72.61 82.84
v - - BLIP-greedy ALIGN cosine t - - 68.47 79.88
v - - GiT-greedy ALIGN cosine t - - 68.25 79.53
v - - BLIP-L-greedy ALIGN cosine t - - 68.47  79.65
v - - GiT-L-greedy ALIGN cosine t - - 68.47 79.68
v - - GiT-L-greedy ALIGN euclidean t - - 68.68 79.69
v - - GiT-L-greedy ALIGN manhattan t - - 68.47 79.69
v - - BLIP-beam ALIGN cosine t - - 68.90 79.85
v - - GiT-beam ALIGN cosine t - - 68.47 79.76
v - - BLIP-L-beam ALIGN cosine t - - 68.47 79.60
v - - BLIP-L-beam ALIGN euclidean t - - 68.03 79.62
v - - BLIP-L-beam ALIGN manhattan t - - 68.47 79.98
v - - GiT-L-beam ALIGN cosine t - - 67.60 79.42
v meaning of - - - - - - 73.22  82.79
v meaning of v - - - - - - 75.16 84.13
v exact v - - - - - - 70.41 81.10
v what_is v - - - - - - 71.71 81.52
v describe v - - - - - - 73.00 82.84
v all prompts v - - - - - - 73.87 83.96
v all-except v - - - - - - 74.30 83.80

exact
v meaning of v - - - - - - 74.30 83.86
+ describe
v all-except v - - - - ALIGN manhattan | 76.09 85.36
exact
v all-except v - - - - ALIGN cosine 76.52 85.29
exact
v all prompts v - - - - ALIGN cosine 76.52 85.70
v all prompts v BLIP-L-beam ALIGN cosine t ALIGN cosine 77.61 85.90
v all prompts v BLIP-L-beam ALIGN cosine all te + ¢ ALIGN cosine 77.17 86.08
v all prompts v BLIP-L-beam ALIGN cosine tmeaning_of | ALIGN cosine 76.52 85.63
v all prompts v | BLIP-L-greedy ALIGN cosine all te + ¢ ALIGN cosine 78.48 86.65
v all prompts v GiT-L-greedy ALIGN cosine t ALIGN cosine 77.83 86.30
Ve all prompts v GiT-L-greedy ALIGN cosine tmeaning_of ALIGN cosine 77.39 85.92
v all prompts v GiT-L-greedy ALIGN cosine all te + ¢ ALIGN cosine 79.35 87.23
v all prompts v GiT-L-greedy ALIGN cosine all te + ¢ ALIGN euclidean | 76.96 85.85
v all prompts v GiT-L-greedy ALIGN cosine all te + ¢ ALIGN manhattan | 76.96 86.00
v all prompts v GiT-L-beam ALIGN cosine all te +¢ ALIGN cosine 76.96 85.92
LTR of [11] (best results) 77.97 85.88
SemEval organizers’ baseline 60.48 73.87

Table 5.17: LTR results using feature combinations as extracted from our previous 4 approaches (baseline,

LLM enhancement, text retrieval, image retrieval). ALIGN is employed as the VL retriever. Colored

of [11].

instances denote best results overall, while bold instances highlight instances that outperform best results



5.2.5 Question Answering for VWSD and CoT prompting

In Tab. 5.18 we present accuracy scores occuring from transforming VWSD to QA using zero-shot (with and
without CoT) and few-shot (without CoT) prompting.

Captioner Zero-shot Few-shot Few-shot Few-shot
(random) (top) (inv.top)
no_CoT CoT choose no_ CoT  choose CoT ‘ no_CoT ‘ no_CoT ‘ no_CoT
GPT-3.5-turbo
GiT-L (greedy) 44.49 47.30 51.84 52.27 51.19 51.40 53.56
GiT-L (beam) 40.82 36.50 50.54 49.68 46.12 47.83 45.61
BLIP-L (greedy) 47.95 43.84 49.46 44.06 48.16 48.81 50.32
BLIP-L (beam) 38.01 34.13 50.97 50.97 40.91 40.49 40.49
ViT-GPT2 (greedy) 28.94 25.05 32.40 29.81 31.32 31.45 28.91
ViT-GPT2 (beam) 30.24 25.92 32.83 33.05 32.03 28.73 23.64
Vicuna-13B
GiT-L (greedy) 34.34 27.65 20.52 20.52 31.89 33.63 36.30
GiT-L (beam) 11.02 7.91 19.44 11.23 <2 <2 <2
BLIP-L (greedy) 30.02 23.76 20.95 21.81 35.56 36.08 36.48
BLIP-L (beam) 9.41 6.27 12.74 8.64 <2 <2 <2
ViT-GPT2 (greedy) 21.60 21.17 17.49 15.33 24.83 24.94 26.11
ViT-GPT2 (beam) 11.45 6.91 16.85 12.74 2.81 3.89 4.75

Table 5.18: Accuracy scores for VWSD as a QA problem with and without CoT prompting.

In the context of the VWSD as QA scenario, there is a noticeable difference in performance between GPT-
3.5-turbo and Vicuna-13B. This indicates that model scale does matter, i.e. the size of the model plays
a significant role, contrary to previous cases involving VL retrieval with LLM-based enhancement. Smaller
models lack the requisite knowledge and reasoning capabilities to accurately deduce the correct answer from
captions in the QA setting, regardless of the prompt template used or the choice between zero-shot and few-
shot strategies. This finding is consistent with the observation made by [30] that LLM reasoning capabilities
become apparent when operating at a larger scale. Furthermore, it remains unclear which approach, beam
or greedy captioning, is more effective in eliciting the required knowledge. Specifically, when considering
GiT-L and BLIP-L, there is a distinct inclination towards employing greedy decoding alongside CoT and
no_ CoT prompting. Particularly, in the case of Vicuna-13B, this preference exhibits a notable distinction, as
it showcases substantial decreases in performance when beam decoding is utilised instead of greedy decoding.
However, the opposite holds for ViT-GPT2. The performance deteriorates more when beam decoding is
utilised in conjunction with a few-shot method. Simultaneously, the "choose" prompts do not exhibit a
discernible pattern in relation to the decoding strategy. Overall, GiT-L (greedy) exhibits the most promising
captioning capabilities in the majority of Tab. 5.18 results, while BLIP-L (greedy) appears more capable in
the few-shot prompting setting of Vicuna-13B.

Zero-shot prompting and CoT reasoning. The accuracy of zero-shot QA prompting is not always en-
couraging, particularly when compared to the enrichment results of Tables 5.5, 5.6. One possible fundamental
reason is the conversion of images to text via captioning; this intra-modality conversion may result in errors
and information loss that negatively affects the final performance. Obviously, when CoT is utilised, lower
efficacy will also impact the quality of the produced explanations.

We explore this scenario by presenting an example in which the use of CoT results provides an incorrect
answer, whereas the no_ CoT case is successful. In Fig. 5.2.4 the candidates for the phrase "tender embrace"
are showcased. By employing GiT-L (greedy) as the image captioner, we form the question Q as follows:



Q: What is the most appropriate caption for the tender embrace? Answer Choices: (A) a small boat
sitting on top of a dock. (B) a group of people walking on a green hill. (C) a student gets a hug from
a student. (D) a large fly laying on a rock in the water. (E) the bus stop at the station (F) a train is
parked at a station. (G) a crowd of people watching a concert. (H) a train station with a sign on the side
of it. (1) a black and red train on a track. (J) a man laying in the sand on top of a surfboard.

Figure 5.2.4: Candidate images for the phrase "tender embrace".

Table 5.19 displays the results of GPT-3.5-turbo with and without zero-shot CoT. After observing the captions
¢; generated by GiT-L, we validate that they accurately describe the context and are therefore acceptable
answer choices. However, when prompted with CoT in a zero-shot manner, GPT-3.5-turbo cannot define
what "tender embrace" alludes to without additional information. In contrast, it successfully returns the
correct response when no CoT is provided. This discrepancy indicates that although the phrase "tender
embrace" is stored in the LLM, it cannot be activated by zero-shot CoT prompting. This can be regarded
as an inherent problem of CoT prompting, at least in the zero-shot setting, since the only variable that
distinguishes successful reasoning from unsuccessful reasoning is the prompt itself.

no_ CoT

Q: What is the most appropriate |...|
A: The most appropriate caption for the tender embrace would be: (C) a student gets a hug from a
student. v

CoT

Q: What is the most appropriate [...|

A: Let’s think step by step.

First, we need to understand what the tender embrace is referring to. Once we know that, we can look
at the answer choices and find the one that best matches the subject of the photo. Therefore, without
further information about the photo, it is not possible to choose the most appropriate caption. Could
you please provide more context or information about the photo?

Therefore, among A through J, the answer is not applicable without more information about the photo"
X

Table 5.19: Example of VWSD as QA for candidates corresponding to "tender embrace" given phrase.

Conversely, there are cases, where the zero-shot CoT prompting can provide valuable insights, such as the
one presented in Fig. 5.2.5 with candidates corresponding to the phrase "metal steel".

By again using GiT-L as the captioner, the question Q is formed as:



Q: What is the most appropriate caption for the metal steel? Answer Choices: (A) a chocolate bar with
three sides (B) [unused0] and [unused0] at the concert in 2007 (C) a guitar and a guitar are displayed in
front of a speaker. (D) frosty patterns on a window (E) gold in the rocks - - (F) a black piece of metal
with a large black square in the middle. (G) a jar of honey on a wooden table. (H) a close up of a metal
plate with a pattern of lines. (I) a large white quartz rock with a clear base. (J) gold jewelry from the
late 19th century.

F G H (Gold image) I J

Figure 5.2.5: Candidate images for the phrase "metal steel".

Then, the GPT-3.5-turbo produces the results shown in Table 5.20. In this instance, CoT initiates the correct
reasoning path for selecting the correct caption option (H) "a close-up of a metal plate with a pattern of
lines" for the corresponding image (Fig. 5.2.5), while the no CoT prompting case is readily misled by the
semantically similar caption (F) containing the concept "metal" ("a black piece of metal with a large black
square in the middle"). Simultaneously, CoT prompting elicits the appropriate behaviour of GPT-3.5-turbo,
instructing it to differentiate between the semantically similar phrases "metal steel" and "black piece of
metal." This fine-grained capability is a crucial requirement for VWSD systems, and it appears to be related
to CoT reasoning.

no_ CoT

Q: What is the most appropriate |...]
A: The most appropriate caption for the metal steel would be (F) a black piece of metal with a large
black square in the middle. X

CoT

Q: What is the most appropriate [...|

A: Let’s think step by step.

First, we need to understand what metal steel is and what its characteristics are. Steel is a hard and
strong metal alloy made mainly of iron and carbon. It is often used in construction, machinery, and
transportation. Based on this information, the most appropriate caption for metal steel would be (H) a
close up of a metal plate with a pattern of lines. This caption describes the texture and appearance of
steel, which is often characterized by its distinctive pattern of lines. The other options do not accurately
describe steel or its unique qualities.

Therefore, among A through J, the answer is (H) a close up of a metal plate with a pattern of lines." v

Table 5.20: Example of VWSD as QA for candidates corresponding to "metal steel" given phrase.

Finally, "choose" CoT/no_CoT prompts seems to have a performance advancement against standalone
CoT/no_ CoT prompts, especially when GiT-L and BLIP-L are used as captioners, as in the example shown
in Fig. 5.2.6, with candidates corresponding to the phrase "trotting appendix".

In Tab. 5.21 the results of GPT-3.5-turbo using standalone CoT/no_CoT and "choose" CoT/no_ CoT
prompts and and employing GiT-L (greedy) as the image captioner are showcased. We can observe that
"choose" prompts succeed in contrast to standalone CoT/no_CoT prompts, which both fail to provide the
right answer, underlying the importance of prompt engineering for eliciting LLM knowledge and reasoning.
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Figure 5.2.6: Candidate images for the phrase "trotting appendix".

Table 5.21: Example of VWSD as QA for candidates corresponding to "trotting appendix" given phrase.

no CoT

Q: What is the most appropriate caption for the trotting appendix? Answer Choices: (A) a close up of
a plant with a green flower (B) a horse running in a field with a fence in the background. (C) a close up
of a flower inside a plant (D) a close up of a fish (E) a bird standing on top of a grass covered field. (F)
a dog and a fox laying on the grass. (G) a person holding a horse in front of a brick building. (H) the
flowers of the - - (I) a photo of a petri dish with a yellow substance on it. (J) a blue jellyfish with a long
tail

A: The most appropriate caption for the trotting appendix would be (B) - "A horse running in a field
with a fence in the background." X

CoT

Q: What is the most appropriate [...|

A: Let’s think step by step.

First, we need to identify what a trotting appendix is. As an intelligent assistant, I do not have enough
information to answer that question. If you could provide more context or clarification, I would be happy
to assist you in finding the appropriate caption.

Therefore, among A through J, the answer is not applicable. X

choose no CoT

You have ten images, (A) to (J), which are given you in the form of captions. (A) a close up of a plant
with a green flower (B) a horse running in a field with a fence in the background. (C) a close up of a
flower inside a plant (D) a close up of a fish (E) a bird standing on top of a grass covered field. (F) a dog
and a fox laying on the grass. (G) a person holding a horse in front of a brick building. (H) the flowers
of the - - (I) a photo of a petri dish with a yellow substance on it. (J) a blue jellyfish with a long tail
You should choose the image, and therefore the caption that could better represent the 'trotting appendix’.
What image do you choose?

Based on the given captions, the closest image and caption that could better represent the "trotting
appendix" is (G) a person holding a horse in front of a brick building.v’




choose CoT

You have ten images, (A) to (J), [...]

You should choose the image, and therefore the caption that could better represent the ’trotting appendix’.
Use the following format:

Question: What image do you choose?

Thought: you should always think about what you choose

Result: the result of your thought

Thought: I know the final answer

Final Answer: the image that you choose

Begin!

Question: What image do you choose?

Thought: To represent the "trotting appendix," I need to consider the element of trotting and a reference
to an appendix.

Result: Image (G) - a person holding a horse in front of a brick building - seems to match the idea of
trotting with the horse.

Thought: However, I should also consider the reference to an appendix. None of the given images have
an explicit indication of an appendix.

Final Answer: Therefore, based on the options given, I would choose Image (G) - a person holding a
horse in front of a brick building - as the closest representation of the "trotting appendix." v/

This analysis demonstrates that the current state of CoT reasoning cannot be relied upon completely, as the
deployment of CoT prompts may lead the LLM down erroneous reasoning paths. Therefore, CoT reasoning
for VWSD is still quite immature in order to either provide useful explanations or use directly as a retriever.

Moreover, when comparing standalone CoT/no_CoT prompts to "choose" CoT/no CoT prompts, there is
a clear performance improvement when "choose" prompts are utilised, reaching more than 10% performance
improvement in the case of BLIP-L (beam) as captioner and GPT-3.5-turbo as the LLM to be prompted.
This is evidence that more descriptive and motivating prompts are more effective at evoking the correct
reasoning process of an LLM. Lastly, it is unclear whether CoT facilitates performance when combined with
the "choose" prompting template, since the best results per captioner and LLM of Tab. 5.18 alternate
between "choose" CoT /no_CoT strategies and are frequently comparable.

Few-shot prompting. In the baseline few-shot setting (few-shot random), we randomly select k=5 instances
to serve as in-context examples. These in-context samples are comprised of k questions Q followed by their
ground truth answer choice.

Table 5.18 indicates that few-shot performance using no CoT prompts is substantially superior to their
zero-shot counterparts, while being generally comparable to "choose" prompt results, despite the fact that
the derived accuracy is close to random choice or even worse in most cases. Therefore, despite the advanced
engineering few-shot prompting requires in comparison to the zero-shot setting, it is a more viable option
for retrieving the LLMs’ internal reasoning capabilities. As for the choice of in-context sample selection and
order strategy, the results are inconclusive; similarity-based sample selection (top & inv. top columns of
Table 5.18) may produce better (GIT-L greedy), worse (ViT-GPT2 beam), or comparable (random baseline
accuracy) results. Moreover, sample ordering (top versus inv. top) accuracy varies, with each strategy
performing better in certain circumstances. Overall, it can be stated that few-shot prompting necessitates
more extensive experimentation beyond the scope of the current study until a standard pattern arises, and
it is possible that no pattern can be inferred at all.

We are going to present some qualitative results regarding few-shot prompting.

Fig. 5.2.7 contains candidates corresponding to the phrase "football goal", while GiT-L serves as the cap-
tioner. The in-context samples are demonstrated in Tab. 5.22 followed by the answer generated by GPT-
3.5-turbo (in color). In the presented case, in-context prompting achieves in guiding GPT-3.5-turbo to select
the correct candidate I.

Additionally, Fig. 5.2.8 contains candidates corresponding to the phrase "light beam". In Tab. 5.23 and Tab.
5.24 we demonstrate in-context samples followed by the answer generated by GPT-3.5-turbo using random
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Figure 5.2.7: Candidate images for the phrase "football goal".
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Figure 5.2.8: Candidate images for the phrase "light beam".

and inverse-top few-shot strategy respectively. We can observe that the inverse-top in-context samples
selection achieves in guiding GPT-3.5-turbo to select the correct candidate D, while the base one (random)

not.



Q: What is the most appropriate caption for the vanillin compound? Answer Choices: (A) a fossil fossil
with a spiral pattern (B) a blue plate topped with pastries and a piece of bread. (C) the bones of the
foot are very thin. (D) a spoon full of sugar on a table. (E) the tower of the building is made of brick.
(F) a pair of sunglasses with a white background. (G) a close up of a plant with a yellow flower. (H)
turmeric powder in a bowl (I) a man with glasses and a tie sitting at a desk. (J) a close up of a bike tire
with a yellow tag on it. A: (D) a spoon full of sugar on a table.

Q: What is the most appropriate caption for the nankeen fabric? Answer Choices: (A) a close up of a
white quilt with a tree design on it. (B) a man in a blue jacket and tan pants holding a sword. (C) a
collection of brass trombones (D) a close up of a green plant (E) a pine tree in the forest (F) a row of
mannequins in black dresses. (G) two boys are standing in front of a red wall. (H) two apples sitting
next to each other on a white surface. (I) a cartoon of two women in fancy hats and a mirror. (J) a close
up of a woman’s face with a round ball on her forehead. A: (B) a man in a blue jacket and tan pants
holding a sword.

Q: What is the most appropriate caption for the olmec indian? Answer Choices: (A) a large stone head
in a garden (B) a woman lighting a candle at a table (C) [ unused0 | is the new champion of the world
(D) a table full of food (E) a group of women holding banners in a protest. (F) a woman in a traditional
dress stands in front of a tent. (G) a man in a suit sitting in a chair. (H) a clay pot with a small hole
on top of it. (I) a close up of three green leaves of a plant (J) a fern in the forest near the lake A: (A) a
large stone head in a garden

Q: What is the most appropriate caption for the charales order? Answer Choices: (A) a man walking past
a store with a sign on it. (B) the road to the island (C) the art of the flower (D) a black snake with white
spots on it’s body. (E) a bird perched on a branch in a tree. (F) a lion roaring in the wild. (G) a man
falling from a skateboard (H) a large, thin, green plant with long thin leaves. (I) a close up of a bush
with blue berries (J) a mouse in a hollow log. A: (H) a large, thin, green plant with long thin leaves.

Q: What is the most appropriate caption for the skink lizard? Answer Choices: (A) two lizards on a log
with a log in the background. (B) a man walking past a store with a sign on it. (C) the art of the flower
(D) a portrait of [ unused0 |, seated at a desk in front of a telescope. (E) the car is a small car that can
be found in the museum. (F) a black snake with white spots on it’s body. (G) a bird perched on a branch
in a tree. (H) a close up of a bush with blue berries (I) a close up of a metal container with a white label
on it. (J) a white door with a glass window A: (A) two lizards on a log with a log in the background.

Q: What is the most appropriate caption for the football goal? Answer Choices: (A) a large stadium with
a large field and a large structure. (B) a woman wearing a blue ski mask (C) [ unused0 | of spain during
the fifa world cup brazil group a match between spain and argentina at the estadio santiago bernabeu on
june 25, 2010 in santiago, chile. (D) a woman lifting a barbell in a competition. (E) a man in a suit and
tie looking at the camera. (F) person is a player for football team (G) [ unused0 |, the brazilian national
team, in the 1960s. (H) the empty stand at the old trafford stadium (I) a soccer field with a goal post in
the middle (J) the emblem of the football club of the italian football club of the italian football club of
the italian football club of the italian football club of the italian football club of the italian football club
of the A: (I) a soccer field with a goal post in the middle v/

Table 5.22: Example of few-shot prompting with k=5 in-context samples for disambiguating "football goal"
phrase.



Q: What is the most appropriate caption for the hoopoe bird? Answer Choices: (A) a man walking past a
store with a sign on it. (B) a close up of a yellow flower (C) a collection of posters and cards for a school
project. (D) a surfer rides a large wave in the ocean. (E) the art of the flower (F) a black snake with
white spots on it’s body. (G) a bird perched on a branch in a tree. (H) a close up of a bush with blue
berries (I) a painting of a bird with a waterfall in the background. (J) a spray gun and a glass jar. A:
(I) a painting of a bird with a waterfall in the background.

Q: What is the most appropriate caption for the scallopine dish? Answer Choices: (A) a drawing of a
stingray by [ unused0 | (B) bottles of chinese beer on a shelf in a supermarket. (C) a group of people
sitting around a table. (D) a group of women are working on bananas. (E) a plate of food with a fork
and a piece of meat on it. (F) a plate of food with a bun and spices. (G) a piece of pie on a plate on a
table. (H) the game of go (I) soldiers in the old city of jerusalem (J) an ice cream sandwich is shown on
a white background. A: (E) a plate of food with a fork and a piece of meat on it.

Q: What is the most appropriate caption for the taliban movement? Answer Choices: (A) a man with
his hands wrapped in bandages. (B) a ship on the water. (C) a black and white photo of a soldier in
uniform. (D) a ship on the water with people on it. (E) a close up of a worm (F) model of the ship of the
line (G) a close up of a flower (H) soldiers walk through the streets of the city. (I) a sketch of a sculpture
(J) the ship was the first ship to sail. A: (H) soldiers walk through the streets of the city.

Q: What is the most appropriate caption for the onomastico day? Answer Choices: (A) a woman lighting
a candle at a table (B) a goat with long horns is laying down. (C) a large building with many windows
(D) a table full of food (E) a group of women holding banners in a protest. (F) [ unused0 | and the |
unusedO | (G) a woman in a traditional dress stands in front of a tent. (H) a man in a suit sitting in a
chair. (I) a page from the book of the german language (J) the most common herbs in the world A: (I)
a page from the book of the german language

Q:What is the most appropriate caption for the chlamydosaurus genus? Answer Choices: (A) a man
walking past a store with a sign on it. (B) the art of the flower (C) a cake with a slice cut out on a plate.
(D) the ocean is a place where you can find the best place to live. (E) a black snake with white spots
on it’s body. (F) a bird perched on a branch in a tree. (G) a fruit on a tree branch. (H) a close up of a
bush with blue berries (I) chest radiograph showing a chest xray showing a large chest xray. (J) a lizard
with a yellow and orange body A: (J) a lizard with a yellow and orange body

Q: What is the most appropriate caption for the light beam? Answer Choices: (A) the bright star cluster
in the constellation of constellation (B) [ unused0 |,’the moon ’, 2019, [ unused0 | (C) a diagram showing
the steps to the stairs. (D) a laser beam with a laser on it (E) a light bulb and a black wire (F) a photo
of a brick wall with a light on it. (G) a sign with a musical theme (H) a composite of the different types
of galaxies. (I) a couple of men standing in a dark room with sun beams shining through the windows.
(J) a lighthouse in the distance on a foggy day. A: (J) a lighthouse in the distance on a foggy day. X

Table 5.23: Example of random few-shot prompting with k=5 in-context samples for disambiguating "light
beam" phrase.



Q: What is the most appropriate caption for the lightning flash? Answer Choices: (A) lightning strikes
over a city in the evening. (B) a close up of a plant with green leaves and flowers (C) a variety of different
types of items (D) a lizard on a rock in the sun (E) the oak tree of the genus [ unused0 |, the [ unusedo |,
and the [ unusedO |. (F) a close up of a snowdrop flower (G) a poster from the book of kells (H) a book
with a blue background and a black background. (I) a close up of a plant with red berries (J) a kangaroo
standing on a rock A: (A) lightning strikes over a city in the evening.

Q: What is the most appropriate caption for the light spectrum? Answer Choices: (A) a bowl of soup on
a plate (B) a turquoise stone with a green patina (C) a yellow and blue tie with a silver and blue tie.
(D) a group of women standing outside of a store. (E) a laser beam with a laser on it (F) coin of the
ancient roman empire (G) [ unusedO | in the girl in the mirror ( 1962 ) (H) a series of images showing
the different views of the ocean. (I) a group of people sitting at desks in a classroom. (J) a close up of a
pile of rocks. A: (E) a laser beam with a laser on it

Q: What is the most appropriate caption for the brightness light? Answer Choices: (A) poster for the
first edition of the book (B) lotus flower in the pond (C) the ocean is a place where you can find the best
place to live. (D) the moon’s shadow is seen on the surface of the moon. (E) [ unused0 | drawing - the
sword of [ unusedO | by [ unused0 | picture library (F) artist’s concept of a space station in space (G) a
plate of french toast with a bite taken out of it. (H) the [ unused0 |’s music notes (I) a diagram of the
constellation (J) a cockroach crawling on the floor. A: (C) the ocean is a place where you can find the
best place to live.

Q: What is the most appropriate caption for the light burn? Answer Choices: (A) the abandoned mine in
the desert (B) a man looks at a display of russian dolls. (C) the u. s. army medal of the united states
(D) a plant growing on a wall in the woods. (E) a black and white pottery vase with a scene of a scene
of a scene of a scene of a scene of a scene of a woman and a man. (F) a woman hanging from a rope
on a cliff (G) a hand holding a match in the dark (H) a pair of sunglasses with a white background. (I)
turmeric powder in a bowl (J) a man with glasses and a tie sitting at a desk. A: (G) a hand holding a
match in the dark

Q: What is the most appropriate caption for the luminescence light? Answer Choices: (A) poster for the
first edition of the book (B) a beaker with a blue glow in it. (C) a small green bird with a red beak on
a branch. (D) a tree in the park (E) the moon’s shadow is seen on the surface of the moon. (F) vintage
illustration of a crocodile (G) the anatomy of the tongue (H) artist’s concept of a space station in space
(I) a large crowd of people standing in a auditorium. (J) a diagram of the constellation A: (B) a beaker
with a blue glow in it.

Q: What is the most appropriate caption for the light beam? Answer Choices: (A) the bright star cluster
in the constellation of constellation (B) [ unused0 |,’the moon ’, 2019, [ unused0 | (C) a diagram showing
the steps to the stairs. (D) a laser beam with a laser on it (E) a light bulb and a black wire (F) a photo
of a brick wall with a light on it. (G) a sign with a musical theme (H) a composite of the different types
of galaxies. (I) a couple of men standing in a dark room with sun beams shining through the windows.
(J) a lighthouse in the distance on a foggy day. A:(D) a laser beam with a laser on it v/

Table 5.24: Example of inverse-top few-shot prompting with k=5 in-context samples for disambiguating
"light beam" phrase.



Chapter 6

Conclusion

In this study, we conducted extensive experiments and analyses on the novel Visual Word Sense Disam-
biguation (VWSD) task. As a start, we utilised state-of-the-art models for VL retrieval in order to establish
strong baselines. Furthermore, we demonstrated the advantages of enhancing ambiguous phrases with exter-
nal knowledge stored in Large Language Models (LLMs). By adopting the LLM-as-KB paradigm, we were
able to improve the functionality of baseline visiolinguistic pipelines, and as a result the corresponding vl
retrieval scores. More specifically, our current work is the first to utilize various prompting strategies to
extract and incorporate the implicit rich knowledge stored in LLMs for the VWSD task. Furthermore, we
conducted an investigation into the possibilities of unimodal approaches by transforming Visual Word Sense
Disambiguation (VWSD) into an image-to-image or text-to-text retrieval task. Then, we tried to combine
the variety of these independent experiments by training a lightweight retrieval module incorporating fea-
tures extracted from our aforementioned experiments. In this way, we achieved our best competitive ranking
results. Additionally, we explored the application of VWSD as a question-answer task, wherein generated
image captions are utilised as multiple-choice questions. The Chain-of-Thought prompting technique has
exploited either as another prompt strategy in the context of QA problem or as a explainability compo-
nent. Chain-of-Thought prompting unveiled the reasoning process behind VWSD and highlighted aspects
of human-interpretable explainability associated with the LLM-based knowledge extraction process. Overall,
our analysis demonstrates the significance of model scale when using LLMs for knowledge-related tasks. Our
results exceeded concurrent implementations and given baselines, demonstrating valuable insights that can
influence future state-of-the-art implementations.

In conclusion, we would like to propose some avenues for further enhancing this research or inspire alternative
approaches. Firstly, it is worth considering the potential of employing soft prompting as a means to facilitate
the advance knowledge enrichment. An alternative methology involves the integration of Large Language
Models (LLMs) with large-scale Knowledge Graphs to further enhance the ambiguous phrases. Moreover,
the incorporation of LLM enhancement with QA and CoT strategies could be worth a chance, as well as
the investigation of the explainability aspects of VWSD may provide a crucial avenue for future research.
Undoubtedly, a detailed analysis on retrieval mistakes could reveal crucial information regarding the existence
of failure patterns, i.e., very similar images that could lead to potential solutions. Finally, the experimentation
with languages other than English, namely Italian and Persian, is a significant limitation that would be
addressed in a future study.

Limitations

The present study is accompanied with specific limitations. Initially, it should be noted that our machines do
not utilise very large LLMs with a parameter count exceeding 13 billion due to constraints in computational
resources. Nevertheless, it is plausible that increasing the scale of these models would likely result in improved
knowledge enhancement for given phrases. This assertion is further supported by the notable outcomes
observed when integrating the 175 billion parameter GPT-3 into our experimental pipelines. The utilisation
of GPT-3 and GPT-3.5-turbo was primarily directed at a certain experimental subgroup as a result of their
elevated cost. However, in light of this constraint, we decided to allocate our efforts to several approaches
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for VWSD instead of concentrating on a certain route, such as LLM-based knowledge enhancement, and
investigating the impact of larger language models. Furthermore, given the constraints imposed by limited
resources, our findings have the potential to inspire researchers with restricted access to computing resources
to replicate and expand upon our work. This allows for a broader range of individuals and organisations,
regardless of their financial capabilities, to engage in such experimentation.

In addition to the aforementioned considerations, the LLM-enhancement technique is confronted with the
risks associated with hallucinations and untruthful generation. These dangers, as indicated by relevant studies
in the field [6, 59, 4, 100, 96|, pose challenges in terms of detection and resolution. Such a shortcoming could
have a detrimental effect on our findings. This is particularly relevant considering that certain phrases may
necessitate specialised domain knowledge for accurate evaluation. For instance, the term andromeda tree
is not commonly used, and even a human evaluator would need to consult an encyclopaedia to determine
the validity of any related enhancement. Based on current understanding, there is currently no available
open-source tool that can effectively and reliably detect hallucinations. Consequently, this problem remains
unresolved at present. However, it is conceivable that the occurrence of hallucinations and the development
of false information could be reduced by integrating LLM knowledge with knowledge graphs. Knowledge
graphs are considered to be more dependable sources of information that can enhance VL tasks [55].

Finally, our experimentation has ultimately centred on the English language with the aim of devising a range
of approaches for VWSD, as opposed to evaluating a specific subset of these techniques on other languages.

Ethics Statement

Our work utilises a newly introduced publicly accessible dataset that is licenced under CC-BY-NC 4.0 and
is accessible to all researchers. Throughout this work, we adhered to the fair data usage policy, as required
by the dataset creators!. We use language models with up to 13B parameters that were executed on a
computer with two 14.8 GB GPUs. The vast majority of research institutions have easy access to such
computational resources; consequently, throughout this paper, we advocate for equitable and reproducible
research, eliminating the need for a high-end computational budget. Accessing larger variants such as GPT-3
and GPT-3.5-turbo was possible via their APIs, which imposed no computational limitations on the user.
As it aims to expand the field of multimodal retrieval, there are no apparent risks associated with the
task. Utilising language models as knowledge bases carries the risk of retrieving erroneous or inaccurate
information, which, given the non-critical nature of this dataset, does not have significant implications for
its current application. Overall, we do not anticipate any ethical issues to arise as a result of our work.

Thttps://raganato.github.io/vwsd/
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