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Magnetic Monopoles in the Standard Model

Kollias Konstantinos®
% National Technical University of Athens, School of Applied Mathematical and Physical Sciences,
Department of Physics, Zografou Campus GR157 80, Athens, Greece

The goal of this thesis is to present a thorough introduction to Magnetic Monopoles in Field
Theories, ultimately leading to examining the Standard Model and its topological structure. We
start by showing the classical mechanics of a magnetic monopole and its basic quantum mechanical
properties inducing a quantization condition on the electric charges allowed. Next, after clarifying
the necessary formalism needed in terms of Homotopy groups and Spontaneous Symmetry Breaking
Mechanism, we present the 't Hooft-Polyakov monopole and its generalization the Julia-Zee dyon
that live in the SU(2) gauge theory with an adjoint Higgs. The last part involves the discussion of
a new and unexpected kind of monopole- the Cho-Maison monopole- that is supposed to live in the
Standard Model. Emphasis is given on the fine details and ambiguities of the Cho-Maison monopole
that have not yet been clarified by theory.
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I. INTRODUCTION

The magnetic monopole is an eluding and fascinating entity that has troubled physicists from long ago. In fact,
the first reference to such objects comes way back from 1269 (unbelievable, yet true!) when Peter Peregrinus shared
in his letter [2] his observations on magnets including two poles and that bisections of magnets fail to isolate them.
Centuries later, when Electromagnetism was a well formulated theory and it was understood that it need not contain
any magnetic monopoles, theoretical calculations were made based on their hypothetical existence, clarifying concepts
that could be tested by experiment [13].

However, the subject merely started taking the form it has today, when Dirac announced [9] in 1931 that the
consistency of quantum mechanics mandated that if an isolated magnetic pole exists, then all electric charges in
nature must be quantized. This shook the world and magnetic monopoles were a really discussed topic at that time.
But, the complete lack of evidence for their existence, by subsequent and even today’s experiments has shook some of
the interest away. Moreover, the quantization condition for the electric charges is acquired today by means of Grand
Unified Theories whose Spontaneous Symmetry Breaking generates the Electromagnetic U(1) group.

So, magnetic monopoles have not been observed in nature and they are no longer that needed to predict the
quantization conditions for the electric charges. Why are we even bothered with them? It is because the formalism of
field theories allows topological excitations and Spontaneous Symmetry Breaking of some Unified Theories generates
magnetic monopoles as topological particles! It turns out that the two methods of acquiring quantization conditions
are, in fact, closely related!

This bring us to the structure of this thesis. In the first chapter (II), we discuss the properties of a monopole
in classical mechanics. More explicitly, we examine its non relativistic scattering and take a look at a potential
for the field of a monopole. We discuss about the Dirac string and how it can be manipulated using gauge
transformations and lastly we talk about the Dual invariance of Maxwell’s electromagnetism, which is one of
the key ideas that inspired the craft of a magnetic monopole. Indeed, one can show that the O(2) symmetry in
electric and magnetic fields is carried on to the sources if one allows magnetic singularities. In chapter (III), we
prove the Dirac quantization condition in the context of quantum mechanics by mandating the Dirac string is not
observable. After that, we elaborate on a formalism by Wu and Yang that allows us to describe the magnetic
monopole without having to deal with the peculiarities of the Dirac string at all and still predicts the Dirac
quantization condition. Chapter (IV) is a mathematical interlude introducing us to the concept of Homotopy groups,
giving the necessary definitions and properties while highlighting results that will be of great use and importance later.

Chapters (V),(VI),(VII) serve us introductory chapters to the formalism needed to present the ’t Hooft-Polyakov
monopole of the SU(2) theory. Specifically, Gauge Field theories are elaborated, firstly in the Abelian case and
secondly in the non-Abelian case. The analysis is followed by the marvellous mechanism of Spontaneous Symmetry
Breaking in various theories, ultimately leading to the Higgs mechanism in gauge theories. Chapter (VII) is the
second ”topological” discussion. This time we are involved with what we call solitons and represent a new class of
solutions of the classical equations of motion for certain theories. We present the one dimensional case where we
meet the kink. The two dimensional case brings us against the vortex whose stabilization requires Derrick’s theorem
and notions from Symmetry Breaking patterns.

Chapter (VIII) is the quintessence of this project, presenting the 't Hooft-Polyakov monopole, a time-independent,
stable topological excitation with unit magnetic charge. This monopole lives in the SU(2) Georgi-Glashow model, a
predecessor to the Weinberg-Salam model invented as an attempt to unify the weak interaction and electromagnetism.
It can be shown via the second homotopy group of the vacuum configuration that there can be non trivial maps
between those two, discritized by a winding number. This means that one can now determine a whole new class of
solutions to the classical equations characterized by their different winding numbers. It, also, turns out that those
winding numbers (that are integers) describe the magnetic charge carried by each solution.

Chapter (IX) introduce us to the Winding Numbers in a more formal way. They are manifestations of the properties
of some Homotopy groups corresponding to the Field theories examined. We also give various examples of different
cases where winding numbers appearing, ending with the case describing the Georgi-Glashow model. Chapter (X)
concludes the discussion on the 't Hooft-Polyakov monopole, giving each place to the grand finale, the Cho-Maison
monopole in chapter (XI). Here, we extract the differential equations that the functions of the 't Hooft-Polyakov
ansatz need to satisfy and we also present a twist to the monopole problem with the Julia-Zee ansatz, describing a dyon.



In this chapter, we present the Cho-Maison monopole in the Standard Model, which is in the frontier of research
even today, especially with the MoEDAL experiment running and its soon to be implemented upgrades and
extensions. We start from a brief presentation of the SU(2) x U(1) Weinberg-Salam model and we introduce the
Cho-Maison ansatz. The procedure follows much that of the 't Hooft-Polyakov ansatz, that means we derive the
system of O.D.E.’s for the ansatz and we show the magnetic charge of the dyon. There are some fine lines and
ambiguities on the existence of an electroweak monopole, since topological arguments had discouraged physicists to
search them. Cho and Maison [6] dodge those problems, but complications with gauge fixing and energy functional
divergences arise, which we discuss in a more informal way.

The style of this presentation is not rigorous, but I try to leave no blind spots and no stones unturned. This means
I present all the calculations in the simplest and most complete way possible, while elaborating ideas and critical
points in a more intuitive manner that I personally enjoy and understand. I give lots of attention on the physical
meaning and cultivation of a physical instinct is an important consideration of the way I am presenting certain
subjects besides raw mathematical calculations which , despite their inherent beauty, are rendered useless without
the physical context implemented.

A quick note on the formalism, I am using normal letters for quantities representing numbers (not necessarily
scalar quantities) and bold ones for matrices of any dimensions (including 1xn and their transpose). This means that
A shall be a number, and A a non-number quantity that I will be specifying in each occasion. Let’s say for now, it
represents 4-vector. Since, each component of that 4-vector is itself a number (but not a scalar!), I will be denoting
them as A*, where p = 0,1,2,3. Also, note that I use lowercase letters of the Greek alphabet for Minkowski indices
and lowercase letters of the English alphabet for Euclidean ones. For cases, when I need to deal with a vector whose
components are themselves matrices, I shall resort to omitting the index when referring to the vector itself, while
including it to specify which one of its components I am referring to and retaining the bold-symbol since we are
talking for non-number quantities. For example, consider an array (7'1, T2, 7'3), where 7% are the Pauli matrices. In
these cases, if I want to refer to the whole vector, I will simply write 7.

As a last word, the concept of magnetic monopoles is indeed a fascinating and beautiful one and I hope you come
to believe the same. I also hope this thesis contributes even the slightest to that feat.

Now, with all the introductory out of the way, let us embark on a long, wild and magical journey.



II. THE MAGNETIC MONOPOLE IN CLASSICAL MECHANICS

In classical mechanics, it is sufficient to define the magnetic monopole as a point-like particle with a radial Coulomb
magnetic field, then all the peculiarities of such a particle will be manifest in the interactions between electrically
charged matter and the magnetic monopole[31].

A. Nonrelativistic Scattering

We consider a magnetic charge g as the source of a static Coulomb-like magnetic field, sitting at the origin.
r
B=g—. 1
9.3 (1)

Then, we suppose an electrically charged particle of charge e moves towards the monopole. The equations of motion
for the moving particle are given by the Lorentz force!
d’r eg {dr }

mﬁ:e[va]:r—3 %xr

(2)

To proceed we seek the integrals of motion.
Scalar multiplication with the vector velocity v yields the conservation of kinetic energy.

d2
mv-ﬁgzev-[va]:O (3)
The LHS upon noticing v = % can be written as
m d
—— = 4
vV =0 ()
So the kinetic energy is constant
E= §m|v|2 = constant (5)
Now scalar multiplication of (2) with r yields
d*r d .dr d dr dr

J?=0 (6)

e wa T e w
because RHS of (2) times r vanishes trivially.

Equation (6) can be integrated twice yielding

r =\ 0%t + b2 (7)

and

dr  1dr?*
= — % 8
Y T2 (8)

where v is the norm of v.
From the form of (7) we come to the conclusion that there is no closed orbit in the charge-monopole system.

1 We will be working in c=1 units.



The electrically charged particle comes from infinity up to a minimum distance b, which we call impact parame-
ter, and returns to infinity. This property of the "reflection” of the electric charge is called the magnetic mirror effect?.

A very interesting feature of the system is that ordinary angular momentum is not conserved, which at first glance
might appear surprising due to the rotational invariance of the problem®. Being a bit more careful, we notice,
however, that the force field is not central and therefore mechanical angular momentum should not be conserved.
However, one can deduce a similar quantity that is indeed conserved?*.

To proceed ordinary angular momentum is defined as

L=rxmv (9)
and we recall the cross-product identity
ax (bxc)=Db(c-a)—c(a-b) (10)
which we will be of great use very shortly.
So, we now take the cross product of r with (2)
d? ~
mrxﬁgzi—‘g(rxL).
d dr dr dr eg =~
ol 2V 22 YO
dt (r x dt> @ ar T e X ) (11)
dL eqg =~
S
dt mr3( xr)

Now it is evident that (9) is not conserved. Its norm is, however, as it can be easily seen from scalar product of (11)
with L.

L = |L| = mvb (12)

Now if only we could write the RHS of (11) as a total time derivative then we would define a modified conserved
angular momentum!

We need to establish some relations for this first. Notice that

dr
i ro %\/r-r—\‘}‘r_fr
dt \/r-r r-r (13)

_rE- (G
7-3

While this expression might seem to have appeared out of the blue, revisiting (11) RHS will reveal something quite

comforting.
eg =~ eg dr eg [dr , dr
I Lxr)= L = N s 14
mr3( xT) mr3 {(rxmdt> xr] 73 [dtr T(dt ' (14)

We have at last managed to prove that RHS of (11) is a total time derivative, so now we can define

L =L — egf (15)

2 This magnetic mirror effect manifests itself in Earth’s dipole field when charged cosmic particles get trapped in it and oscillate between
poles creating the aurora. While the 'trapping’ effect cannot be explained with our monopole analysis, the reflection of a cosmic particle
when it comes to close to one of the Earth’s poles is completely analogous to the mirroring of a charged particle that moves towards a
magnetic monopole.

3 Remember that Noether’s theorem states that rotational invariance is associated with a conserved angular momentum.

4 Noether would never disappoint us like this.



FIG. 1: Motion of electrically charged particle in a magnetic monopole field[31]

where T is a unit vector in the direction of r.

Its norm is
L? = [* + (eg)® = (mub)® + (eg)? (16)

Now this new term that joined in the definition of angular momentum seems a little peculiar at first. It turns out
though that it originates from a non-trivial field contribution to the mechanical angular momentum.

Indeed the electromagnetic angular momentum for the system is given by

Ly = ﬁ /d%' [ x (E x B)] (17)
For our smooth proceeding we mention the following identity
w _(E-V)r (18)
which holds for an arbitrary vector E.
Now using (10) on (18) we get
Loy = i/di”r' [E(r-B)-B(r'-E)|

4
=$ /d37“’ [E : grlr.gr/ - g:f; (E- r’)}
:% (B - V)¥d*.
:% ]{f’(E . da) — / (V' -E)#'d*
Now the surface integral vanishes since we can make the surface approach infinity where the electric field approaches 0.

As for the volume integral we will invoke Gauss’ Law (V' - E) = 47eé® (r — r’') And we end up with

Leg = f% /47r65(3) (r—7r")d*c' = —egt (20)

So it turns out that the conserved angular momentum is the sum of the mechanical angular momentum with the
Electromagnetic field angular momentum!



Now that we have calculated all the needed quantities, we are able to describe qualitatively and quantitavely the
charged particle’s trajectory in the magnetic monopole field.
Note that

L -#| = eg = const. (21)

from which we can conclude that the trajectory lies on the surface of a cone whose symmetry axis is —L, as seen
from FIG.1.

The cone’s angle can be deduced from simple geometrical arguments yielding

€g €g
t = == — 22
0 IL| mub (22)

In much the same way the ordinary angular momentum L is precessing on the surface of a different cone with the
same axis.

L-L=L%= (mub)® = const. (23)

We sum up the most important results from this section in the from of norms and scalar products:

B 975

r VUt 4 b2

L mub
Leg eg

L |\/(mub)? + (eg)?
L-r —eg
L L (mub)?

TABLE I: Some important results from this chapter
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B. Potential of a Monopole Field

We have sufficiently described the classical physics of a monopole, but if we want ourselves to have a consistent
theory and taking into consideration that it should, at some point, be quantized, then the next step in our analysis
should be the search of a potential for such a field.

Considering the Helmholtz decomposition theorem which states that any sufficiently smooth, rapidly decaying vector
field in three dimensions can be resolved into the sum of an irrotational (curl-free) vector field and a solenoidal
(divergence-free) vector field, and also writing down the Maxwell equations in the presence only of a static magnetic
monopole field source g

VxB=0
V. -B=47p, (24)

pm = g6 (x).

one could think that since B is no longer divergentless but its curl vanishes, a scalar potential ,whose gradient returns
the magnetic field, could be of use [15]. Indeed, such a potential can be constructed as

9

_ 9 25
5 (25)
However, remembering that the interaction Lagrangian of an electric charge in an external magnetic field is
1 ., .
L:§mr +er-A (26)

we realize that (25) is of no use.
It seems our only way out is to brute force a vector potential® so our goal is finding a vector potential A satisfying
r

Before setting on our journey to constructing such a potential, we are going on a small interlude trip proving (26)
yields the correct equations of motion.

The Euler-Lagrange equations in vector notation are:

oL d (0L
T (81‘) =0 (28)
Calculating the first term:
oL . . .
E:V(er-A) =e(f x (VxA)+(r-V)A)

The second partial derivative:

L
g—i‘:mf“JreA

The total time derivative:
d dA 0A
a(mi‘—i—eA) :mi‘—l—eﬁ :mi’—i—eﬁ—&—e(r‘-V)A

5 It is not actually so much of a brute force technique rather than a consequence of the mathematics of fibre bundles on gauge groups
which we will not demonstrate.
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Substituting in E-L (28):

2
m%:efx(VxA)+e(1’~-V)A—e(1’--V)A
2
im%:ei‘xB.

Now that we have proved our Lagrangian yields the correct E.o.M. we can return to the search of a vector potential
for the monopole problem.

Employing the spherical symmetry of the problem we can deduce that the vector potential should be written as®
A(r) = A(B) Ve (29)
Now it is time to choose the function A(#).
Dirac was first in this task with A(0) = —g(1 4 cos ). After some straightforward calculations we arrive at

Vso:(_singa cos ¢ O)7

rsinf’ rsinf’

(30)
A(r) = ( giteoslgin g, —glteost e 0 )
The vector potential can be written also in covariant form
rxn
A(r) = 9 _F>xnl (31)

where n is the unit vector in the z axis.
The vector potential (31) is named the Dirac Potential.

Now for a quick test of our newly acquired potential, the magnetic field B in z direction, for example, turns out to
be

1
Bz = 82 <gx) = gxaz
r(r—z) 22+ Y2+ 22 — 2 /2% +y2 + 22
_ 2 2 2 _ 2
2z =2 +y*+ =z z\/m

r2(r— 2)2

(32)

= —gx

2zr—r2—2°

T gr

_gxrz(r —2)2 3

Everything seems to be working perfectly, until we notice that (31) is singular along the whole positive z
axis! Our forceful requirement of the existence of a vector potenital seems to be punching back. Indeed in the
vicinity of that area the potential takes values A ~ —2gV ¢, which is the potential of a singular string of magnetic flux.

The potential (31) can actually be written in the form of a pure gauge.

A(r) = —g(1 + cos )V = (1 +cos0)-U VU (33)

i
e
where U = e~%9% is the U(1) group element. This gauge transformation however is singular.
It is recommended for our calculations to use a regularized potential

[r x n]

Ar(r,e) = %R—(rn)

6 Plugging (29) into the curl operator V x A = VA(0) x Vo + A(8)V x ¢ the first term is in the # direction while the second vanishes.
That’s definitely a good sign for the imposed spherical symmetry of the problem.



FIG. 2: Graphical interpretation of the field lines of the Dirac potential

where R = /22 + y2 + 22 + £2.

The magnetic field from such an expression is

i <R3[R —n(r ) " RIR ‘n(r ' “)]2>

BR(I" 6) =49

and using cartesian coordinates while taking the limit of 2 — 0

r 1 2
B ~ g— —2ge’nb
r(r.€) ~ 975 — 206" 06(z) <r2 @+ (22 + ¢ +52)2>

which upon the limiting procedure yields
r
B(r) =B, + Bging = 95~ 4gmn0(z)0(x)d(y)

The second term yielding the delta function can be seen from integrating

1 2
Jr
2@ +y ) (a2 +y?+e2)’

f(x,y)|6<< =

on the whole zy plane.

1 2
_|_
P+ D) @) | (@4 )

// dxdy
R2
2 o0 1 2
Polar
ol d / d 4
/0 e e e e

= _— - w w
i 2(z2—-¢2) Jy \w+e? w+ 22 0 (w+e2)?

[ee]

12

(36)
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Taking the limit

1 1
lim e / f(z,y)dady = ome? ne-me + 27
€250 T22—g2

= 2.

e—0

But

1 lim
lm e f(xy) = 2_)0 r2 (22 + 42 + 2) T (:c2+y2+52)2

So it has to be

. 2 o
lim &% f(z,y) = 2m6(2)é(y)
Thereby proving (37) from (36).
Using the magnetic field from (37) to calculate the magnetic flux, the flux paradox is now resolved.
r
Dyor = fdch =g <7{ do'T—3 - 4w%dan0(z)5(x)5(y)> (39)
=4gm — 4gm = 0.

So our potential (34) corresponds in fact to an infinitely thin magnetic rod with its one pole at the origin and the
other at a point in infinity, rather than a single magnetic pole.

We can cast the vector potential (34) in another form with a rather interesting physical interpretation. That is A

can be written as:
1 1 (r—r') x dr’
A=— [ &3¢ |V—— x Bgn = /7, 40
47r/ { =] g@)} WA "
where the integral in the RHS is taken along the Dirac string.” The proof of this assertion follows:

g/ rxdr _ /(xi—kyj—l—zf{)xdz’f{
v —

o — 2|’

dz’ Y dz’'
=g(r x i) ﬁ:g(rxn) 373
o 7] T

’
zZ—Zz

dz” 573, Just substitute u =

For the calculation of fooo [ o2t (=]
24y z—z'

7 That is the line segment that A is singular.
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/oo dZ/
3/2
0 (Z7Z/)2i|

(@2 + y2)*/ [1 + 2y

_ 1 /Oo du
= x2+y2 _ . (1+u2)3/2

22 4y2
B 1 U +oo
o2V 1|
Va2+y?2
R !
=5 -

_$2+y2 ’352-1—3/2—1—22 -

<z+ x2+y2+22> 2= /T2 g2 + 22
X
Vet +y2 +22 (@2 +y?) - a4yt 422

v
rfr — (r- )]

Substituting back to A calculation retrieved the Dirac potential (31), finishing or proof.

We have yet to decipher the physical meaning of (40). In fact, it can be seen as the infinite sum of magnetic dipoles
gdr’ located along the string.

C. Gauge transformations and the Dirac string

Previously, we encountered Dirac’s potential which upon taking its curl yielded the monopole magnetic field
along with a mysterious extra field along its singularity. So what is this Dirac string? It certainly isn’t something
we expected and the goal of this chapter is to present the conditions to render it unobservable and therefore unphysical.

At this point we recall that A is not uniquely defined. It is actually defined up to a gradient or in group theory

terms up to a U(1) gauge transformation U(r) = e* ),

A—A =A-‘U"'VU=A + V) (41)

e
The question that arises here is if any function A(r) is eligible to take part in a gauge transformation. Well, usually we
use single valued functions, but nothing prevents us from using multi-valued ones. The gradient of such a function is
single-valued itself except of a line of singularity along the line that separates the different sheets of the multi-valued

function. Thus such a function would generate new singular terms of the potential A. Indeed the change in magnetic
flux from the gauge transformation can be calculated as follows:

Ad = / d*Snhg - (B’ —B) = / d*Shg - [V x (VA)] = %dl -VA (42)
which assures us that only single valued gauge transformations do not affect the magnetic flux.
Experimenting a little with the power of multi-valued gauge transformations, it is tempting to try U = exp{2iegp}.

Then the Dirac potential (31) changes as follows:

g1+ cos@ . 2g9 .
_J &,

AS N AS o 36—2iegtpve2iegcp —
e r sinf

rsinf e (43)
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HPotential Name‘ Equation |Gauge transformation from Dirac (South) H

Dirac (South) |—21=cfg,

Dirac (North) | ¢1tcosfg, A = 2iegg
Schwinger gcoslg, A =iegg
Banderet —2¢sin 0&4 A = —ieg(l + cos )¢

TABLE II: Equivalent Magnetic Monopole Potentials
The gauge transformation we considered results in the appearance of a 4wg flux along the z axis. Therefore the new
potential has its positive z singularity cancelled but a new one on the negative z axis arises.

Thus the string itself is as it has been rotated. Indeed we can construct more elaborate gauge transformations that
rotate the string on to an arbitrary direction unit vector f.

Concluding this short chapter, we showed that gauge transformations which by definition leave the physics of
electromagnetism invariant rotate the Dirac string. So the Dirac string has to be unphysical.

In TABLE II, we present some of the most known potentials to describe the magnetic monopole and their rela-

tionships between them. The last one (the Banderet potential) is really an exotic one, since it is easy to see that its
singularity does not resemble a string anymore, but rather a part of a plane!

D. Dual Invariance in Classical Electromagnetism

One of the key ideas that led to the magnetic monopole theory is the dual invariance of Maxwell’s equation. Indeed
in vacuum the 4 equations:

V-E=0
VxB—a—E:O
V-B=0

0B
E —_—=
V x +8t 0

exhibit invariance under O(2) symmetry group transformations:

)] E— Ecosf —Bsind (45)
"| B— Esinf+ Bcosf
The parameter-angle 6 in these transformations is named dual.
In covariant form these equations are written as:
O, F" =0, 9,F" =0 (46)
where the electromagnetic field strength tensor and its dual are
F,, =0,A, —0,A,
o 1 po P AC (47)
F,, = §€HVPUF = €upe 0’ A
and the electric and magnetic fields are to be found from
i 0i 1 Pk _ L _0ijk
Ei =F' = FOi =—F" = —5601‘ij = 58 ij
(48)

Bi=B'=Fy=-F" =

|
|
Q)
[}
<
ol
eS|
ol
I

1 0ijk
—55 J ij
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It is evident that the set of equations (46) exhibit the exact same O(2) symmetry

(49)

G- FW—>FWCOSG l,sin@
Frv s FIsin § + FH cos 0

In the advent of magnetic monopoles this O(2) symmetry would be manifest even when not in vacuum provided the
corresponding 4-currents are rotated as well.

The generalised Maxwell equations are:

V- -E=p,
E
V xB-— % =Je
i (50)
V-B=pn,
0B
VXE+ — =—jn
X K+ ot J
The sources are transformed similarly to the fields. That is:
Pe —>peccTs€—pmsm0 . (51)
Pm — Pesinf + p,, cos
and their currents
Je = jecosO — j, sinf (52)

Jm — jesing + jm cosf

The invariance of the equations of electrodynamics under duality transformations shows that it is a matter of con-
vention to speak of a particle possessing an electric charge, but not magnetic charge. The only meaningful question
is whether all particles have the same ratio of magnetic to electric charge. If they do, we can perform a duality
transformation and choose a suitable dual angle so that p,, = 0 and j,,, = 0, returning the equations to their usual form.

As for the transformation properties of p,, and j,, under rotations, spatial inversion and time reversal, from the
known behavior of E and B from (50) we can deduce that[17]:

® p,, is a pseudoscalar density, odd under time reversal, and
® j., is a pseudovector density, even under time reversal.

Since the symmetries of p,, are opposite to those of p., it is a necessary consequence of the existence of a particle
with both magnetic and electric charges® that space inversion and time reversal are no longer valid symmetries of
the laws of physics.

One last thing left to explore on dual transformations is of course the behaviour of the electromagnetic lagrangian
under it.
1

Lo=— P — Fu F* (53)

1 - N
Lo — — ] (FM,,COSG—i—FM,,sinH) (F”"cos@—l—F“”sinO)

1 _ _
= — 5 (B P cos? 0 + Py sin 0 4 2, F* sin 6 cos 0)

1 1 (54)
=5 — F F* (cos” 6 — sin® ) — ” — F,, F* sin(26)

1 .
=1z (FWF Y cos(20) — F,, F* s1n(29)).

8 A dyon to be specific.
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where we have used

I % 1 o _pra 1 a « o
Fu P = S s P! PFos = 12 (0968 — 6062) FP7 Fop
= —F"F,,

At first glance (53) seems to be non-invariant under dual transformations. However, further calculation of the second
terms reveals that it is a total divergence and therefore does not contribute to the equations of motion.

. 1 1
F, FM = iﬂwswaﬁFaﬂ = §sﬂ”aﬂ (0,4, — 0,A,) (0aAs — 0As)
= 26", A, 00 Ap = 26" P [0, (4,00 Ap) — Av0,00Ap)

= 26" P9, (A,04Ap)

where we took advantage of the total antisymmetry of the indices and the commutativity of partial derivatives.
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III. THE MAGNETIC MONOPOLE IN QUANTUM MECHANICS
A. Charge Quantization Condition

In the quantum mechanical scheme of things, the fundamental quantity of the gauge theory of electromagnetism
that defines the interactions is the potential A. This is described by the action of the covariant derivative® on the
wave function as:

Dij(r) = [V —ieA(r)]¢(r) (55)
Under U(1) transformations the wave function changes as: 9(r) — U (r) = e***(")4)(r) while the covariant derivative:

Di(r) = [V —ieA(r) — ieVA(r)]e’*Fy(r)
= ¢ IVY(r) +ieVAE)P(r) — icA(r)e'h(r) - ieVAr)e D i(r) (56)
— plie(r) [V _ ZGA(I‘)]w(I‘) _ eie/\(!‘)Dw(r)

The Lagrangian (26) changes under a gauge transformation as:

1
L — 5mf2 + efA + e VA(r).

— L+ eiVAr) =L+ %[e)\(r)] (57)
and the corresponding action:
T
S = / AL = S + eA(r)|] (58)
0

We want e*® to be a gauge invariant quantity. Therefore, the change in action should be an integer multiple of 2.
So choosing A(r) = 2g¢ we arrive at:

T
Sint :e/ i--VAdt:e%dx-V/\
0 l (59)

0Sint = ej{dx -V (29¢) = 4mge

So mandating the change in action is 27n we get

(60)

|3

eg =
which is the famous Dirac quantization condition[9].

This is one of the most fascinating relations in monopole theory. That is because it explains why the electric
charge is quantized. If just one magnetic monopole was found in the universe then all electric charges would have to
be integer multiples of the smallest charge.

Another interesting thing to note is that, unlike most other cases of quantization which we are familiar with, (60)
has nothing to do with the eigenvalues of a quantum mechanical operator. The reasoning behind this is that this
mysterious quantization is of topological origin'C.

9 The form of the covariant derivative shouldn’t be that surprising to us, considering the conjugate momentum is m = %—f = mr + eA
and we replace mr with —iV
10 More on that later.
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Dirac’s quantization condition can be derived in many ways, the simplest of which stems from (20).
The total angular momentum of the system is given by:
L=[r x| —egf=][rx (p—eA)]—egf:i—e[rxA]—egf (61)

Demanding the total angular momentum components satisfy standard commutation relations, the electromagnetic
angular momentum has to take half integer values. One other interesting take on (60) is that upon taking both
charges (electric and magnetic) to be minimum, corresponding to n = 1, and bringing back the constants we have set
to 1 we get:

That is the Coulomb force between two magnetic monopoles would be approximately (%)2 ~ 4700 stronger than the
exact same force between two electrons, making their detection less likely. Moreover, the coupling constant g grows
too large and perturbation theory becomes unusable.

B. Abelian Wu-Yang Monopole

We recall that vector potential A comes together with a tormenting line singularity that can be oriented in different
directions with suitable gauge transformations. The field strength tensor is defined everywhere with no singularities'!.
Hence, we speculate that there is a mathematical description that is free from non-physical singularities of any kind.

There is in fact an idea from T.T. Wu and C.N. Yang in 1975 that manages to accomplish just that[34]. Two
basic observation are needed beforehand to come up with such an idea. Firstly, notice the Dirac string can be set to
an arbitrary direction of our choice. And secondly, we are not obligated by any means to use a single potential to
describe the whole space.

We therefore separate R3/{0} into two hemispheres RV and RS and we assign each one of them a vector potential
that its Dirac string is located on the direction of the other hemisphere, thereby making the strings undetectable in
our formalism.

In terms of expressions:

7 sin 6

63)
S _ 14 04 . PSS (
A =—gtre, — S —5<0<7m:R

{AN:gl—cosaéw :>0§9<%+%RN

We can take ¢ to be arbitrarily small so the intersection region RN N R of the two potentials becomes the equator.
The potentials we used of course did not come out of the blue. The Southern hemisphere potential is the Dirac
potential itself while the Northern one is the same with its string reflected just as we showed in (43).

From this setup we can derive (again) the Dirac quantization condition in a more elegant way.

Let us consider a charged particle moving along the equator. The quantum mechanical wave function picks up a

phase factor
T
e/ dtr - A(r) = ej{drﬂA(r)
0 l

11 Apart from the obvious physical singularity where the monopole is placed. So for the sake of brevity we say that our manifold is R3/{0},
i.e. the whole space apart from a point we have extracted. This is going to be relevant later since it drastically changes the topology of
the space.
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In the above expression both vector potentials A are equally applicable, since they are both valid in this region!
Calculating the exact same quantity for each one yields:

ej{dr-AN(r):e/ ds-[VXAN]:e/ ds - B,

! RN RN

e%dr-AS(r):—e/ ds-[VXAS]:—e/ ds - B,
! RS RS

where the minus sign stems from the different orientation of the differential surface elements ds after the application
of Stoke’s theorem.

Thus in the overlap region the action is defined up to a term:

AS:e/ ds-B:e/d?’rV-B:Zlﬂeg (64)
RNNRS %

where we applied Gauss’ theorem in collaboration with Maxwell’s equation for the divergence of B. That ambiguity
must be unobservable and therefore an integer multiple of 27, since the physical amplitude depends on ~ exp{iS}.
Therefore we arrive at (60) again:

AS = 4meg = 27n, eg:%, n ez

The same equation can be extracted by noticing that in the overlap region the wavefunction are connected via a U(1)
transformation as

wS _ U’l/)N _ eQieggp,(/JN
After a complete rotation along the equator the azimuthal angle increases from 0 to 2.
p%(0) = p™(0), ¥ (2m) = eI (2)

However, because of the single-valuedness of the wave function the exponential in the RHS must be an integer multiple
of 27, thereby yielding the Dirac quantization condition once more.
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IV. TOPOLOGICAL CONSIDERATIONS I: HOMOTOPY THEORY

We mentioned earlier that (60), namely the Dirac quantization condition is of topological origin. It turns out that
this integer n is a winding number and it represents the number of times U(¢) (our gauge transformation) covers the
group U(1)em,. It is the fact that the winding number must be an integer that makes the magnetic and electric charge
quantized. That winding number is strongly related with a group named the 1st homotopy group or fundamental
group of S! which is the equivalent manifold of the U(1) group. In the following chapter we present the basics of the
homotopy groups of relevance to our discussion[23].

A. Fundamental Definitions
1. Paths and Loops

The general idea of homotopy groups is to set the fundamentals of characterising topological spaces with respect
to the contractibility or not of loops.

We define a path as a map from « : I = [0,1] — X with an initial point z¢ and an end point z; if a(0) = z¢ and
a(l) = z1. Now if the initial point and the end point are the same we got ourselves a loop.

The constant path is defined as ¢, : I — X with ¢,(s) = z,s € I.

We can endow now the set of paths with some algebraic structure. We define the product of two paths as follows:
Let o, : I — X be paths with «(1) = £(0). Their product is denoted as « * 3 is a path in X and is defined as

o B(s) = «(2s) 0
5(s) {5(%—1) s

We note that the parameter s runs twice as fast and covers the path a meeting its endpoint and immediately after
traces path 3.

1
: (65)

Now to define the inverse path: Let o : I — X be a path from xy to x1. The inverse path is defined as:
als)=a(l—s) sel (66)

We notice that the inverse path is just « just traced backwards. One may be tempted to assume that we have
ourselves a group structure now, but it is easy to see that a* a=! # c,.

We need the concept of homotopy'? to define just that group structure needed.

2. Homotopy: An equivalence relation

The algebraic structure of paths and loops is not as useful as it is. For example the product of a path and its
inverse is not the constant path. For that reason we are inspired to define an equivalence relation that identifies
paths that can be continuously deformed to one another and those exact equivalence classes formed will be proved
to admit a group structure.

From now own we will be referring to close paths (i.e. loops) since they are of more interest to us.

Now let «, 8 be loops atxg, a,8 : I — X. They are said to be homotopic, written o ~ (3, if there exists a
continuous map F : I x I — X such that

F(s,0) =afs), F(s,1)=p(s) Vsel

F(0,t) = F(1,t) =29 Vtel. (67)

12 A special kind of equivalence relation
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/ 1
s 11
A
L0 a(0)
FIG. 3: The product of two paths
(a) (b) @
B(s)
Xo F(s. ty) Xo
t
a(s)
—
s

FIG. 4: ((a)Homotopy F interoplating between « and 3, (b) Continuous deformation of one loop to anothen

The connecting map F' is called a homotopy between o and S ”"Homotopic to” is an equivalence relation. This

means it enjoys the properties of symmetry (If a ~ 8 then 8 ~ «), reflectivity (o ~ «) and transitivity (If & ~ 8 and
B ~ v then a ~ ).

8. Fundamental Groups

The equivalence class of loops is denoted [a] and is called the homotopy class of «.

The product between homotopy classes is defined very naturally as

[ * [B] = [a ). (68)

Let X be a topological space. The set of homotopy classes of loops at zyp € X is denoted by 71 (X, zo) and is called
the fundamental group (or the first homotopy group) of X at z.
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It can be proven that the fundamental group has a group structure. Moreover, if X is an arcwise connected
topological space (which all of the topological spaces to our interest are) then the fundamental group at a point of the
topological space is isomorphic to every other point in space and therefore we can omit referring to a certain point.

B. Homotopic invariance of fundamental groups

We define homotopy equivalence and state afterwards that topological spaces of the same homotopy type share
their fundamental groups, a remarkable property making them one of the most important topological invariants that
characterise topological spaces.

Let X and Y be topological spaces. X and Y are of the same homotopy type, written as X ~ Y, if there exist
continuous maps f: X — Y and g : Y — X such that fog ~idy and go f ~ idyx. The map f is called the homotopy
equivalence and g, its homotopy inverse.

If a topological space is homotopic to a point, we say it is contractible and its fundamental group is trivial.

For example, R™ is contractible and therefore this means its fundamental group is trivial. We can also understand
this by noting that every loop in R™ is contractible to a point and therefore we have only one equivalence class of
loops that can only play the role of the identity element in the fundamental group. So,

™ (R") = {e} (69)

Without getting ourselves more involved, we present with no rigorous proof the fundamental or higher homotopy
groups of spaces which are of interest to us.

m (S 2Z (70)

Although the proof of such claim is certainly not trivial, the intuition needed is easily acquired. Suppose we encircle
a cylinder with a plastic band. If it encircles the cylinder m times, it cannot be continuously deformed to encircle it
n # m times. If an elastic band encircles the cylinder first n times and then m times, it encircles it n + m times in
total. A generalisation of this relation in higher homotopy groups is

T (S") =0 (71)
which is easy to understand since any closed loop is deformable to a point in every n-sphere except the circle.
For higher homotopy groups we get:
Tn (S™, 20) 2 Z (72)
This will be of very big significance to us, especially since the group SU(2) is identified with a 3-sphere.

That is easy to see since SU(2) is the group that consists of 2 x 2 unitary matrices with detU = 1. Now written in
the basis of Pauli matrices'3:

U = by + ibjo?

73
PR =1 (73)

As for the Special Orthogonal groups SO(n), they are identified with Real Projective planes RP™.

The Real Projective plane RP™ can be understood as S™ with its antipodal points identified. We can further
understand why this space corresponds to SO(n), since the latter describes rotations of a vector i in R™, but a

13 'We will prove this decomposition later in equation (261) on page 59
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(a) (D)

a Q=Q q Q=P
1\ — —
(VR
P=P P P=qQ

FIG. 5: (a)a is a trivial loop, while 8 cannot be shrunk to a point, (b)3 * 8 however, with the help of the identification of the
antipodal points of the circle can indeed be shrunk to a point. Hence, we have two equivalence classes and our fundamental
group is Zs

rotation of m degrees and one of — yields the same result. For higher homotopy groups (n > 1) it can be shown that
they share the same with the corresponding n-sphere:

T (RP™) & 7, (S™) (74)
But as for the fundamental groups, we have
™ (RP3) = Z, (75)
and
m (RP?) = (2;2°) = Zy (76)

for the lowest dimensional real projective planes. Z, is the cyclic group consisting of only two elements. The
explanation to (76) is better understood via FIG.5

In physics, we should state though that we do not use homotopy groups to classify topological spaces in general.
On the contrary, they are most usually employed on the classification of maps from the sphere at infinity to some
vacuum manifold

{f+ 8" = M| f(po) =mo}
We identify functions that are homotopically equivalent and then the set of equivalent classes produces a group. This

group turns out to be m, (M).

V. GAUGE FIELD THEORIES
A. Abelian Gauge Field Theory

One usually meets a Gauge theory when attempting to upgrade a global symmetry of the Lagrangian into a local
one. The simplest example is Dirac’s Lagrangian

Lp =iVU~y"*9,¥ — m¥ ¥ (77)
This Lagrangian obviously possesses a global U(1) symmetry, with the field transformations given as:

U — U = 00y
U — O = Pelt?
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The associated conserved Noether current can be found as:

L  A(sT)
9(0,%) 06

= = iU (—ig)¥ = qUy" T (79)

Upon trying to employ a local U(1) transformation, namely €9(*)  the mass term stays invariant while the kinetic
term is not, because of [, e“”’(z)} # 0 In fact the Lagrangian (77) changes as:

Lp — L = iletiae@qng, [e—i(m(ﬂc)\p} — mBetiad@) g—iad(@)y,
=00,V + q0,¢(z) PV — mU V.

(80)

We could effectively cancel the extra term in the Lagrangian by introducing a new field that interacts with the fermions
as

Vphoton—clcctron = 7(]@7“"4#\1! (81)
and postulating its transformation properties under U(1) local transformations to be:
A, — A+ 0u9(x) (82)
This can also be interpreted as the substitution of the partial derivative by a covariant derivative:
0, — D, =0, +igA, (83)

that is the suitable object to define the canonically conjugate momentum and reminds us of (55)'4
Including finally the electromagnetic term in the Lagrangian we arrive at the QED Lagrangian:

- - - 1 - 1
Logp = iWy"0,¥ — qU+y* A, U — mU¥ — EF’“’FW ={UPU — EFWFW (84)

An interesting note to take is that upon applying the Euler-Lagrange equations (147) for the electromagnetic potential
yields a source term:

0, FH = j# (85)
which is precisely the conserved Noether current (79)!

That is, (79) plays a dual role, both as a conserved Noether current and also as our familiar electromagnetic current.

B. Non-Abelian Gauge Field theories

We can generalize all the above for non-Abelian gauge groups.
Guided from the Abelian group case, we define the non-Abelian covariant derivative as:
D, = 0,1 —igA|, T" = 0,1 —igA,, (86)
where we defined A, = ALTi and T! are the dim(G) independent generators of the non-Abelian Lie group.
The generators satisfy these expressions:
[T, T7] = if9* 1", Tr(T'TY) = %5” (87)

where f¥* are the group structure constants and the second relation serves as a normalization for the generators.

14 That is, quantum mechanically following the minimal coupling perscription, it reproduces the correct Lorentz force as we shown earlier.
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The gauge transformation is defined as:
U=¢9f'T (88)
with ¢ = 1,2, ..., dim(G).
We postulate the transformation law of the covariant derivative!®
D,—»D,=U-D,- U}, U=e¥T uf=U" (89)

Now we attempt to find A,’s transformation properties.
Starting from the postulate that D, ¥ transforms in the same way as ¥, where ¥ is an arbitrary test function'® we
get:

(D,¥) =U (9,1 —igA,)¥
(0, —igA},) U¥ =U (9, —igA,) ¥
U9, ¥ + (9,U) ¥ —igA), U¥ = U9, ¥ — igUA, ¥

A, =UA U+ éUT(‘)MU (90)

/
A,

= fé(apU)UT +UA,U
The next step is to define a field strength tensor.

For the Abelian case, we have:
i
p ([Du, D)) ¥ = — (Flu) ¥ (91)

and relying on this fact again, we are going to calculate the commutator of the non-Abelian covariant derivatives
and postulate the result be proportional to the non-Abelian field strength tensor.

Dy, D] ¥ = [0, +igA,) (Oy + iqAy) — (9y +igAy) (O, +iqA,)] ¥
= 0,00 +iq(9,A,)V +igA, 0,V + igA,,0,¥ — * A, AT — [+ V] (92)
iq[0,A, — DA, +iq[Au, ALl

So we define the field strength tensor in non-Abelian gauge theories as:
F, =0,A, —0,A,+iq[A,,A] (93)
or in component form:

Fo, T = 0, AST™ — 0, AT +iq [ALT", AST°]

Fe — 9 A — 9 AY — fabcAb A€ (94)
pv T YRSty vt q [Tk %
As a result the gauge part of the Lagrangian is written as:
1 a apv
Lgauge = _ZF“VF (95)

15 Inspired from the Abelian case, of course.
16 For ease of calculations, we suppose W is in the fundamental representation.
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or using the properties of the generators (87) :

1 v
Lgange = =5 Tr (Fp F™) (96)

We take a moment now to prove that this term is, of course, gauge invariant. We start from the form (96) and use
(92) so that upon transformation (89) we get:

L1 [D,. D] D", D]

Louge = 53

+2i2 Tr [UD,U',UD, U '] [UD*U ', UD"U ']

1 _ P 97
+2—2Tr [UD,,D,)U'UD* DU "] (97)

v — 1 v
gTr [UD,,D,][D*, DU = —5Tr [F . F*]

where in the last step we used the cyclic property of the Tr trace operator.

Last but not least, it is useful to see how the covariant derivative acts on a test function on the adjoint representation.
In fact we will prove that if ¥ = T then

D,V =0,¥ +iq[A,, ¥] (98)
or in component form
DU = 9,0 — qf* A} we (99)

Our motivation will be that the result of the covariant derivative when acted upon a test function in adjoint
representation will have to retain the transformation properties of the adjoint representation.

ie. If ¥ = UPU~! then (D,¥) = UD,PU"'. We will now explore the various transformation properties of
RHS of (98) and prove it is the right expression to satisfy the aforementioned relationship.

For the first term:

9, ¥ — 9, (UTU') = (9,U)PU '+ U (9,¥)U "' +UP (0,U")

=U@,1) U™ +(2,0) U (UFU) 4 (UIU) U (,U°)
=U(0,¥)U'+(9,U)U" (UPU ') — (UTU ') (9,U) U} (100)
=U9,¥U ' + [(0,U) U, UTU ]

where we used
U9, U '=9,(UU ) - (0, U)U ' =—-(9,U)U* (101)
The second term yields:
iq[A,, ¥] — ig [UA, U1, UTU '] - [(9,)UT, UTUT] (102)
where we used (90).
We note now that by adding this to terms we get some cancellations, explicitely:
D, ¥ =D,¥ +ig[A,,¥]=UD,¥)U ' +iqU[A,, ¢|U ' =UD,¥)U! (103)

Thereby, validating (98).
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VI. SPONTANEOUS SYMMETRY BREAKING
A. A 7; symmetric Lagrangian

All these seemingly discrete independent topics from homotopy groups to gauge field theories really set the stage
for the t’Hooft-Polyakov Monopole, which we are going to present later. For now, there is one piece left to be put
into the puzzle and that is the discussion of Spontaneous Symmetry Breaking (or SSB for short) and the Higgs
Mechanism, which we move forward to introduce following Blundell and Lancaster [19].

We consider a real scalar field Lagrangian density.
1
L=30:0)° ~U(9) (104)
where U(¢) is the potential energy density.
Now we consider that the potential is given by:
oo Ay
U@d) = 59"+ ;¢ (105)
The potential has a manifest symmetry ¢(z) — —¢(x). Assuming p? is positive, the potential has a minimum at

¢ = 0, which corresponds to the vacuum state.
That is, because its Hamiltonian obtained by the Legendre transformation on (104)

H = 2 (300) (809) + 5 (8:6) (8:6) + U (9) (106)

is minimised only if the field is constant on a minimum of the potential’” U. The excitations of such field with p? > 0
are massive phions with mass m = pu.

We, now, turn to a very interesting possibility. What if the sign of the y? term in the potential was swapped? Then
the minimization of the potential

2
_ e A
U(g)=—79¢"+ ;¢ (107)
would yield:
ou
96

A

The solutions to (108) are of course (0, + %) A simple check of the sign of the second derivative for these points:

02U A2
Tl % (109)

yields —pu? for ¢o = 0 and +2u? for ¢g = 1/ % So we end up with two new minima of the potential. The system
will spontaneously choose one and the symmetry ¢ — —¢ is spontaneously broken.

17 Because its kinetic terms are positive definite
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FIC. 6: (a)U(¢) for u* > 0, (b)U(¢) for u? < 0 exhibiting minima at 4+/6u2/\

To find the new vacuum we Taylor-expand the potential (let’s say around +d¢y):

_ ou 1 [0%°U 9
U(¢_¢O)—U<¢O)+ (%)(ﬁo (¢_¢O)+§ (5@52)4)0 (¢—¢0) + ... (110)
= U (do) + 1* (6 — d0)* + ...,
So we can write the Lagrangian in terms of ¢’ = ¢ — ¢g:
L= (00" ~ 120" +0(6") ()

We conclude this example by noticing that the breaking of symmetry is a property of the ground state of the system
acquiring a non-trivial vacuum expectation value'® (VEV from now on) and that the excitation ¢’ is characterised by
mass m’ = /2u.

B. A SO(2) symmetric Lagrangian

Let us now consider the effects of spontaneous symmetry breaking on a Lagrangian with a continuous global
symmetry.

2 A
L= 3 [@ubn) + @u0] + 5 (4 6) - 5 (61 + 63) (1)

The Lagrangian (112) exhibits, of course, an internal global SO(2) symmetry of spacetime independent rotations
around the ¢; — ¢ plane. The minima of the potential this time are located on a circle on the ¢; — ¢ plane

2
19 6%. Let’s break the symmetry by choosing a particular vacuum. The easiest for our calculations is

with radius
(¢1, d2) = (+ %, 0> but any other point in the circle would be equivalent. Now expanding with ¢] = ¢1 — 4/ %

and ¢, = ¢o yields:
L= [@60) + (@65)°] — 2 (6)* +0 (¢") (13)

because 0°U/0¢? = 2u? and 9?U/0¢3 = 0. We end up with the usual m = /2 mass for the field ¢; but it seems
¢o is completely massless! This can be explained since excitations in the ¢; direction cost energy, while an in-
finitesimal displacement in ¢5 directions is free of charge, which perfectly suits the explanation of a massless excitation.

2
18 Tn this case ¢ = (6%)1/2
19 To verify set = = ¢% + qb% and differentiate with respect to x
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Perhaps more illuminating is the case of a complex scalar field with internal U(1) symmetry?°. The Lagrangian of
the theory is:

= (@9)" (@) + 1201 = A (w1)” (114)
which is of course invariant to transformations 1 — el®
It convenient to express the ¢ field in a ”polar” form 1 (z) = o(x)e'?®). Substituting into (114) we end up with:
L= (9,0)° + 0> (9,0)* + 1*0* — Ao* (115)

And now the equivalent U(1) transformation is ¢ — ¢ and 8 — 0 4+ «. Let us break the symmetry by choosing
a preferred vacuum state (arbitrarily, but with ease of calculations eluding in mind) The set of minima is on the

2
fields as o’ = 0 — 0o and ' = 0 — 6y. Warning! Serious algebraic massacre to follow:

complex circle of radius o = 1/ § )\ and arbitrary 6. We proceed to choose gg = 1/ £ )\ and 0y = 0 and express our new

L= (9,0 + 0*(8,0)° + 20> — No*

2 2
_ 72 / ﬁ 2 2 / ﬁ
= (0u0) +(9 + 2)\> (0,0")" + 1 (9 + 2A>

- 0.0+ [ +2(5) 6] 0,007 + 15 0.0

2
I AT (RN VRN T
+upte +2)\+2 7\9 /\<g+ 2)
2 2 (116)
— / /2 / n2 | B "2
=00+ |2 (5) o] 07+ 5 0.0)

4 3
+M2Q/2+l‘7+2,“ /

RNV

14 / 2 Nz /3 /~L2
gt gy B JE gy [
e AN CoxVax eV

A /2#
2

We notice that terms in the first power of ¢’ vanish and that 6’ field is massless while ¢’ is massive with m = v/2u.
The Lagrangian (116) after some cleaning and tidying?! can be cast into

L= (g) (8#9’)2 (0'-field terms )
T (8#9’) —2u0? —4 (“2’\ : 0 — Mo (o'-field terms ) (117)
+ [9’2 T (2/‘ )2 g':| (8#9’)2 +... ( interaction terms )

The occurance of a massless excitation 6 is a manifestation of the Goldstone theorem which says: For every generator
of the continuous symmetry group that undergoes spontaneous symmetry breaking there exists a massless excitation
in the spectrum called Goldstone boson.

20 Of course U(1) is isomorphic to SO(2), so the physics will remain the same.
21 Ignoring constant terms, interactions and grouping same field terms.
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C. Gauge Theory Symmetry Breaking - Higgs Mechanism

An extraordinary feature emerges when breaking a symmetry in a gauge theory and to showcase this we limit
ourselves to the simplest example: the gauged complex scalar field theory.

The theory’s Lagrangian is:
. 1
L= ("' = igA ") (00 +igAuw) + 1201 = X (910)" = J Fyu P (118)

which is symmetric under local U (1) transformations via ¢ — ¢¢'*(*) as long as we transform also A, — A, —19,a(z).
We will explore what happens when we break symmetry. Working in polars, the ground state take a unique phase
angle 0(z) = 0y for all x. We are no longer permitted to change the phase of the ground state at different values of
x (local symmetry), neither the phase of the ground state for the entire system (global symmetry). Now we are to
determine the excitations. The Lagrangian is gauge invariant, so we will be able to perform gauge transformations
to simplify the physics if needed.

The lagrangian (118) is much like (115). The most serious change is the inclusion of the covariant derivative.
Writing the field ¢ in polars as before, we get:

Ot + gAY = (9,0) € +1(9,0 + qA,) e (119)

Notice now that A, appears as:
1
A, + ;w =C, (120)

So it is better to start working with C,,, to simplify some expressions for example the first term in the Lagrangian
(118) becomes:

(0"yt — iqAMY) (0,0 +igA,) =
[(0k0e™" —iCre "] [(D,0) € +iC0e™] = (121)
0" 000+ 0*C*Cy,
Of course the replacement (120) is a gauge invariant one since the field strength tensor remains the same.
F., =0,A,-0,A4,=0.,C, -0,C, (122)

Lagrangian (118) is now cast into®?:
1
L= (0,0 + PPC* + 1°0* = Ag* = TP F, (123)

Comparing with (115) we notice that field # has vanished into thin air. Breaking the symmetry, we consider again

the minimum on g9 = \/§ and 0y = 0. Now to reveal the excitations above the ground state we expand in terms of

% = 0 — oo and we obtain the same way as before:

1 A
L=; (0,%)% — 1x® = Vux® - X
1 oM,
— {FwF™ + =-C (124)

'u2 % 1
+q° (A) x02+§q2x202+...,

22 Note we have not yet broken the symmetry.
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where M = ¢4/ ”; and we ignored constants and interaction terms.
The massive scalar excitation o is called a Higgs Boson.

The big surprise here apart from the complete disappearance of the 6 field is that the theory now contains a
massive vector field C),. It is as the Goldstone boson has been eaten by the gauge field and grown massive.

It is important to note however that the degrees of freedom have remained the same:
2 X massive scalar particles . 1 x massive scalar particles
3 X massive vector particles

2 x massless photon particles

since the mass term breaks the gauge invariance (which reduces the d.o.f. by two) but the equations of motion from
a Proca Lagrangian®? introduce one constaint?* leaving us with the three vector particles.

The disappearance of the 6 Goldstone boson is attributed to the substitution (126) which is in fact a gauge
transformation. The Goldstone boson entered the Lagrangian in a way that with a suitable gauge transformation
could be removed. It must have been then, what we call a pure gauge.

23 That is the Lagrangian of a massive vector field.
24 From L = fiFW,F‘“’ + %QC“CM Euler-Lagrange equations yield 8, F*¥ + M2C¥ = 0. Taking the partial derivative 8, of the above
yields the non-trivial constaint 0,C* = 0, which is a forced Lorentz-gauge condition.
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VII. TOPOLOGICAL CONSIDERATIONS II: SOLITONS

In conventional Quantum Field Theory, we expand around the classical field vacuum assuming the fields are
independent of space and time. While this is true for the majority of the effects we consider, there are some excited
states which stem from the non-trivial topology of the unperturbed state. Such effects turn out to be proportional
to the coupling constant in some negative power and thus no perturbative technique would ever reveal such things.

A crucial aspect of all these solutions is going to be the manifold of vacua for the theory. If there is no non-linear
term, there is nothing non-trivial and therefore we have to take the interaction term seriously and add it to the action.

Consider the ®* theory in (1 + 1) dimensions:

1 1
L=-0,90"® — -\p* (125)
2 4
The equations of motion are:
O + A3 =0 (126)
where O = 9,0*.
Our goal in the search of topological excitations is finding solutions to the equations of motion with finite energy.

Let’s check the energy functional.

The energy momentum tensor is:

o) \ (127)
= 0"90,® — 5 (8,®)% 01 + Joly
The (0,0)-component gives the energy density, so the energy functional is
e 1 s 1 2 A4
E[?] dx 3 (012)" + 3 (00®)” + Z(I) (128)

The energy is clearly positive definite. The energy is zero only if ® = 0, which corresponds to our classical vacuum.
In this case, we have only one classical vacuum and while we can find other solution apart from ® = 0, they are all
deformable to the trivial one. If we want to find topological excitations in our theory, we have to change our strategy.

A. The Kink
This time we consider the Lagrangian (1 + 1):
1
L= 53“1)@}1) - V(®) (129)

with

1 2

V(®) = R (®* — u?) (130)

where we recognize our symmetry breaking potential from equation (107) with a constant to lift up the minima of
the potential to coincide with 0 and some different coefficients which do not change the physics of course.

This theory has two vacua which we can diagrammatically see from FIG.6. These correspond to the classical field
configurations ® = u and ® = —u. After expanding around one of the minima, we easily find that the particle’s mass

ism = (2)\)1/2 u. However, the whole point of this chapter is to illustrate that other objects can live in the potential
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other than particles. These are stationary configurations2® of the field whose energy density goes to 0 at the spatial
infinities but does something non-trivial in between.

In (1+1) dimensions, ® and u are dimensionless and A has dimensions of mass squared. In the weak coupling
regime of the quantum theory, we have A\ < m?.

The case of one spatial dimension is interesting because the boundary consists of two points * = —oo and = = +o0.
This topology of the spatial boundary is mirrored by the topology of the space of vacuum field configurations, which
also consists of two points & = —v and ® = v. In each vacuum, both spatial boundary points are mapped onto the
same field value (either —v or 4+wv). This we recognize as a trivial map. More interesting for our searches is the
identity map, where x = —oo is mapped to ® = —u and x = +00 to ® = +u. The field must smoothly interpolate
between & = —u at £ = —oo and ® = u at x = oo and this requires energy. We might say that the fields at +oo
live in different vacua. If we are lucky enough and such configuration costs a finite amount of energy, then we have
ourselves a topological excitation.

To introduce some notation, we write down our boundary conditions

lim ®(x) = +u (131)

z—+o0

The energy functional can be extracted from (128) substituting the ®* term with our new potential (130).

+oo
1
E= / [ 2 4 2<1>’2+V( )] (132)
where primes denote a spatial differentiation and dots a temporal one.

We rewrite now the energy functional (132) with a malicious trick

E= /_+OO dz E (<I>’ - \/W)z + \/ch'} (133)

where we ignored time derivatives, since we seek time independent solutions.

The calculation can be carried out easily up to:

E= /_+OO d:c% (<1>’ - 21/(a1>))2 +/+U V2V (®)dd

- (134)
= /+OO dac1 (<I>’ - 2V(<I>)>2 + 2 (m?/X) m
oo 2 3
The minimum possible energy is evidently
2
M=z (m?/X) m (135)

which is much heavier than the particle excitation of the weakly coupled theory. Notice, also, its mass is inverse
proportional to the coupling constant verifying that perturbation theory would fail to reveal such solutions.

We can require the first term to vanish in the energy functional and find the minimum energy solution by solving:
' = \/2V (D) (136)

This is rather trivial but we should point out that this equation is compatible with the equations of motion for the
field which can be seen by differentiation:

25 That is 9p® = 0
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1 (02’
2\0z)
1,00 (00 0\ 00 _ 0V
~3%5: \ 9002 ) 9z ~ 99 (137)
_0vor o _ov
dr b 9r2 0P
Lo _ov
dr2 O
We proceed in solving (136):
do iy
T
¢“*
\/7 =dx
( /5)2 _ \F i
() (138)

_ u(z — xo)
d/ ( 1 N 12 ) m (x — xg)
-Y 14Y 2

=1In Ly =m(x — xp)
-y, ’

Before we start solving for Y, we point that we remove the absolute value leaving the signs unchanged. The rigorous
method would be to solve for each case of the sign separately. Doing so would yield in the case of changing the signs of
the absolute value that the solution has a singularity which we ultimately want to avoid for the sake of finite energy.

LAY e (a—20)
— omlz—x 1 Y = m(r—=To 1-Y
1—Y e =1+ e ( )
= ¥ (14 eulmm)) = emlemee) g (139)
w(z—z0) -1
e m

where zq is just a constant of integration and acts as a point where the energy is localised around.

This solution is what we call a soliton. It might seem to stretch a little too much in the field space to exhibit
particle properties, but nobody actually cares about the localization of the field configuration. It is the energy
configuration that matters in that aspect.

The energy density is given again by:
1
E(w) = 50" +U(9)

8C05h4zn léx — l‘o)) + % (u2 — w2 tanh? <% (z — ;CO)))Q
8cosh47(n im — zp)) * AZ (1 — tanl’ ( 2 (- xo))2) (140)
2t

ut 4 /m 2
A osh™ (2 —
8(:osh4( (z — 9)) e (2 (@ IO))

= )\% cosh™ (% (x — xo))
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To get the solution for all times can boost this solution,
x—x9— y(x—x0 — V),
where v = (1 — v2)71/2
Boosting the field
® — +utanh [% (x — o — vt)]
with an energy density

2
&= % sech* [% (x — 209 — Ut)}

Now for a quick check that everything is okay, we will be integrating the boosted energy density over space expecting
to return v times (135).

+o0 too Al 4 /m
E:/—oo Sd:ﬂ:/ ’}/TSECh (E(x—xo)) dz

Substituting y = % (x — x0)
A 4 2 +oo A 4 +oo
- ’Y%E sech? ydy = 7% / sech?y (1 — tanh? y) dy
— oo —00
We are also prepared for substitution tanhy = w
hut [ b4 2m?
— 2 [ (1 —w?)dw =D =2y (141)
m m

. 3 '3\

Exactly as expected!

The kink is of finite energy, can be boosted to an arbitrary velocity and transferred to an arbitrary point. It, thus,
behaves very much like a particle. In addition, the kink is stable: any attempt to remove the kink involves lifting a
(semi)infinite length of field from one potential minima to another and that would cost an infinite amount of energy.
More mathematically, we say that the kink is not deformable. One way to remove the kink, would be via annihilation

with an antikink (that corresponds to minus the solution we found previously for the kink).

We say two solutions are topologically equivalent if there exists a continuous transformation from one to another
without passing through a barrier of infinite action.

For two solutions, fi(z) and f2(z), a continuous deformation, parameterized by w € [0,1], between the two
solutions is a continuous function, F(w, z), such that F(0,2) = fi(x) and F(1,z) = fa(z).

We will check if the kink and antikink solutions are topologically equivalent?S.
We introduce a generic transformation from one to the other
m
® (w,z) = F (w) utanh (5 (z— xo)) (142)

with F(0) = —1 and F (1) = 1.

26 Of course, we expect they are not.



37

The action functional is given

Lye A (ge_mY
S(w) /dx2<1> +4(<I> 3

i e e (o (o) 1)

(143)

While the first term is convergent, the second one is divergent if F? # 1. However, since F(0) = —1 and F(1) =1
and F' is continuous, there is at least one w € (0,1) with F' # 1 and so we conclude that the kink and antikink
solutions are topologically inequivalent.

To distinguish between those two we endow them with conserved quantity we call kink-charge. A single kink should
carry Q7 = 1 and a single antikink ()— — 1. In order to come up with a sensible recipe for finding the kink, we define
the kink-current?”:

1
Jh = 50,8, (144)

Notice that this current is conserved by construction. The expression for the charge of the kink is via the usual trick

e 1 [ 00
o Yoo OF (145)
= S [B(00) — (—o0)] = 1,
whereas for the antikink we have Q1 = —1. We call the kink-charge a topological charge, explaining the subscript.

Its existence is independent of the geometry of spacetime. That geometry is encoded in ¢g** which makes no appearance
in our current. In contrast, our current has its indices summed via the antisymmetric symbol Levi-Civita e*”, which
turns out to be a general feature of topological objects.

B. Derrick’s theorem

This discussion will follow the lecture notes from [10]. Such theorem prohibits stable time-independent topological
excitations for scalar fields depending on the spatial dimensionality of the manifold.

Consider the Lagrangian L of an N-component scalar field, ¢ (x;,t) in n spatial dimensions:

1 i i i
L= 58@ oMo' — U () (146)
Applying the Euler-Lagrange equations, we acquire:
oL oL
BIER SR
(Ou )aU (147)
0,0"®" = 99
The Hamiltonian of the system, considering time-independent solution is:
1 , . .
E= /d"aéajqﬂ@jq)w/d"w (@) (148)

=B, (3] =B, (3]

where the j summation implies only spatial indices.

27 Note that this current is different to Noether currents since it owes nothing to the existence of a symmetry in the Lagrangian. We will
meet a same kind of current later, when examining the t’Hooft-Polyakov monopole!
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Applying a rescaling to the spatial components of the field, we get:
P (x) = P! (\x) (149)
which are not in general solutions of (147).

The total energy for these configurations is:

By = [ % (50010000, 0) + U 21 ()]

nfl.o 0 _; 0 _, (150)
= [dyx " SN0 o’ Ule
[ (30t 0) ) + U li(y)])
= (NT"E + A T"E,)
Now Derrick’s argument is that (150) must exhibit an extremum at A = 1
dE 2—
d;*) =2 - AN TE A By = 0= By =~ B, (151)

For n = 1, we find that E; = E5, which is a virial theorem analogue.

For n > 1, we get E5 < 0, which is certainly not physical and therefore we conclude that stable scalar topological
excitation can be exhibited with only one spatial dimension.

It would certainly be really uninteresting, if we could not have topological excitations in more than one spatial
dimensions. The problems lies in the divergent kinetic term as we will showcase next. We will also consider ways to
dodge the limitations imposed from Derrick’s theorem taking advantage that it only refers to scalar fields.

C. The Vortex

Having found a soliton that is localised in one spatial dimension, we turn our attention to (2 + 1) spacetime.
However, Derrick and his theorem guarantee us that not everything will go as smoothly as before. The spatial
boundary in two dimensions has the topology of circle S'. There is no nontrivial map from a circle to two points,
since continuity of the map requires the whole circle to be mapped to one of the two points, so the real scalar field
will not do the job this time. There do exist, though, nontrivial maps from a circle to a circle and they are in fact
labeled by an integer representing the structure of the first homotopy group?® of St (70).

We consider a complex scalar field ®(z):

L =0'dT,d — V(d) (152)
with our usual symmetry breaking potential

2

V(®) = ix (®T® — u?) (153)

The vacuum field configuration at spatial infinity is:
d = ue™? (154)

where is the integer endowed by the first homotopy group of S! or as is commonly known, the winding number?>.

28 For more, visit chapter IV B.
29 More on that in chapter IX A.
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To search for a finite energy solution with nonzero winding number, we start with the ansatz
® (1, p) = uh(r)e™® (155)

where h(r) is a real-valued function with h(occ) = 1. We also have h(0) = 0 so that we avoid divergences of the
gradient at r = 0.

Vo =u {h’(r)f + mr—lh(r)q“s} el (156)
The kinetic energy is proportional to
2 2 2,0 [T dr
d*z|V®|* ~ 2mnu — (157)
r

which unfortunately diverges logarithmically?C.

It’s time to get a little sneaky though and outmaneuver Derrick’s theorem. You see, Derrick’s theorem involves only
scalar fields, but nobody forbids us to introduce gauge ones too. Note that the Lagrangian (152) posseses a global
U (1) symmetry, so gauging it yields

1
L= (D"®) D,®—V(®)— T E (158)

where
D,® = 9,0 —ieA,® (159)

and V(@) still given by (153). The gauge symmetry is spontaneously broken and we end up with a massive scalar
particle of ms = v/ Au and a massive vector particle of my = eu in complete analogy with chapter VIC.

The gradient energy density of the scalar field is now
IDO|? = |(V —icA)D|? (160)

Here, we are presented with the chance to choose wisely the vector potential A so that we cancel the badly behaved
term of the kinetic energy.

We know that for ® = wu, there is no divergence, since it does not depend on the azimuthal angle . We should
also have A, = 0 in this vacuum. Now we notice that to go from ® = u to ® = ue™¥ we are no more than a gauge
transformation away. We have to transform A,,, however, via (90).

For r — o0,

lim A(r,¢) = ~-UVU'
rT—00 e (161)

n -
=25
er
Before the transformation, we had D, ® = 0. This is also true in our new gauge (since 0 cannot be altered by a
multiplicative transformation).

For n # 0, the gauge transformation U = !¢ is large. This means that it cannot be smoothly deformed to U = 1.
This implies that we also cannot extend it from r = oo to the interior of space without meeting an obstruction, a point
where U(r, @) is ill-defined®'. Near the obstruction, the fields ® and A must deviate from a gauge transformation of

30 This is something we ultimately expected as it was predicted by Derrick’s theorem from the previous chapter.
31 Tn this case, r = 0 does exactly that job.
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a vacuum. This deviation costs energy and results in a soliton [[32]].

We expand our previous ansantz (155) to include the vector potential A too.

(r,p) = yh(T)U(w),

i ; (162)
A(r, @) = —a(r)U(9)VU ()
where U = €'"? and we have the following boundary conditions:
h(0) =0 0)=0
(0) a(0) (163)

h(c) =1 a(o0) =1

to approach a large gauge transformation at » = co and to avoid the blowing up of the kinetic energy at » = 0. For
n = 1, the soliton is called Nielsen-Olesen vortex[25].

The non-zero potential yields a perpendicular magnetic field

B=VxA

1/0 0 N
/

na (r)i

e r

which results in a magnetic flux

@Mz/ds-B

(165)

where we used Stoke’s theorem to transition from first to second line and next we used (161). We see that vortices
carry quantized magnetic flux!

The energy of the soliton is

1
o /d% [|(v —ieA)D2 + V() + 2132} (166)
Substituting our ansatz (162), we get
B=ama [ dre (W24 0 — 1202 1 Paa (02— 1) o 167
— 4ZTTU o rr —&—ﬁ(a—) —‘rzu( —>+WCI/ (6)

We switch to a dimensionless radial variable ¢ = eur = myr and define 82 = \/e? = m% / m-%, The energy functional
reads

E = 2mu? /oo deg [h’Q + Zj(a —1)2h? + 262 (h?=1)" + Zjaﬂ] (168)
0

Either by substituting ansatz (162) into the equations of motion, or by applying the variational principle on the
energy functional, we get the equations that h, a satisfy.

Here, we follow the variational principle:
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98 _d (0c)
oh  dé\ow )~

2”—2(a —1)%h+ 1ﬁ2 (h* —1)2h — 4 (2¢n') =0 (169)
3 2 d¢
. h n2h 1
h+z—72—2(17a)2+5ﬂ2(17h2)h:0
and
0 d (DEN _,
aczdfs(aa’)
n? d [ 2n2%d
2900 —1) - & — 170
a1 g (7)< (o)
CL/

d'——+(1—a)h*=0
£
where £ is the integrand in FE.

Equations (169),(170) along with boundary conditions (163) do not have analytical solutions. However, we can
determine their behaviour for small and large values of &.

For £ < 1, a and h are small due to their boundary conditions and we can ignore them to second order. We are
left with an equation for h:

'+ 1 [ —n*h/e? =0 (171)
Plugging in an ansatz h ~ &
(1 —n?)€¢"%=0 (172)

So, we have h ~ &" for £ < 1 (because v = —n does not satisfy the boundary condition at & = 0). As for a in the
small € regime

a’—ad /E=0 (173)
Using the ansatz a ~ ¢ and substituting
(0? =2a)¢* 2 =0 (174)
we get a = 2 (because o = 0 does not satisfy the boundary condition) and thus a ~ &2 for £ < 1.

Foré > 1, leta=1—Aand h=1-— H, with A and H both < 1. Then, (170) becomes
—A"+A=0 (175)
and the solution that vanishes at £ = oo is A ~ e~¢.
As for H, we get
—H" 4+ B°F =0 (176)
The solution that vanishes at p — oo is H ~ e~ P&,

However, if 8§ > 2 then actually it is the third term in equation (169) that dominates at large &, since
(1 —a)? = A% ~ =% while the remaining terms go like e=#¢. Hence, for 8 > 2, we must have H ~ e~2¢ to achieve
appropriate cancellations at large &.

The next step in line is to examine a topological object localised in (3 + 1) spacetime. Remarkably, this object
turns out to be a magnetic monopole!
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VIII. THE T"HOOFT-POLYAKOV MONOPOLE
A. Georgi-Glashow Model

For this section we are going to present the SU(2) Georgi-Glashow model.
We start with a Higgs triplet in adjoint representation
P = ¢T* (177)
where T* = "z—a are the SU(2) generators. They satisfy the Lie algebra:
[T, T = icqp. T° (178)
and the normalization condition
1
Tr (T*T) = =6, 179
(1) = L, (179)

Based on our previous analysis the Lagrangian with the corresponding local symmetry is

L= —% Tr (F,, F*) + Tr (D, ®D"®) — V(®)

1 1 (180)
L= = Fo, PP 4 = (D,8%) (D"8%) — V()
The covariant derivative is
D, =00+ ieA, (181)
with A, = AﬁT“. It acts on the scalar field like
D, ®=0,®+ie[A,, P]
a a b xc (182)
D, 9% = 0,9 — egapc A, P
The Higgs potential is
A
V(@) =5 (@°0" - u?)? (183)
and the Field strength tensor is defined
1
F, =0,A, —0,A ie[A,, A =—[D,,D,
p " ptie[A, ] ze[ p ] (184)
Fy, = 0,A7 — 0, A — eeabcAZAf,
all of which stems directly from our analysis on Gauge field theories.
We proceed now to derive the equations of motion.
For the field ®* we have from Lagrangian (180):
oL oL
-0y =0
0P 0(0,2)
oV
T 9de D@ eeyp, Al — 0,D P = 0
uDH®® + eerpa A DHON = — ov (185)

0o
0y D' — eepp AL DHON = — 2\ (9P D" — u?)
D, D"®"* = —\@* (9*0° — u?)
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where we used €)g, = —€ag8x-
Now for the gauge field Aj:

oL oL
—9, =0 (186)
dA 9 (0,A%)

We are going to calculate each term separately:

oL 0 (_1

1
FB prob 4 §DP<I>'BD’)<I>5 — V((I))) :

9Az ~ 9Ax \ 4 7

1 d )
= —prof —_FP L DPOP ——D, 3P

2 gAn e T e

1 .5 O 5 (187)
= —§FP Bi@Aﬁ (8pAg — 60145 — 66375143140)

)
+ DPcI%’aw (0,97 — ecp,5ALD°)
i

For the first term of (187) we have:

2
= +5 P 2505 AL + Segna AJ )
e e
= §F“0555a5142 + 5555aAgF0”’6
= o5 A
where we renamed some dummy indices. For the second term of (187):

Dros

(0,9 — ecpysA70°)

(0%
p

= DPPP(—e)epas POk = —ecpas(DIDP) PO

For the second term of E-L equations (186):

oL
v = - uFV#a
0,4y~ °

since the above calculation differs not from the procedure of extracting the equations of motion from standard
electrodynamics, which we assume the reader is familiar with.

Now substituting all the above in (186) we obtain:
oL oL
a al’ a =
0A¢ 9 (0, Ag)
eF 7 Pepu5 AS — eepas (DHOP) B0 = 9, FVie s
Oy F1 + ecasp FMP AY = —ecqps (DHDP) 3° (188)
D, F"" = —eeqp5 (D'®P) @°
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A second equation complements (186) and that is:
D”Fl‘fy =0 (189)
32 which is equivalent to a Bianchi identity:
(DypFu)® + (DiFu)* + (Dy Fp)® =0 (190)
which is also equivalent to a Jacobi identity of the covariant derivatives®®, using (92):
[Dy., [Dy, Di)] + [Dyc, [Dyy, Du]] + [Dy, [Di, D)) = 0 (191)
where we used [D,,, F2.| = D, F2,.

The aforementioned commutator results upon acting it on a test function as follows:

1 @ o
*[Dm[DV»DA] W: [Dm ,,A]w

e
Dy (Fjx¢) — Fo\Dyy (192)
= D Fov+ FoDy — Fo\Dyip
= Dy Fi\.

while the Jacobi identity (191) holds trivially for commutators.
The connection between (189) and (190) can be seen by taking the latter and contracting with e*v*:
MVED L Fl 4 MY (Do Fuy)® + M (Dy Frp)* = 0
3eM (DY Fyw)" =0
D, eMVERS =0 (193)
D, FM =0

B. SSB of the SU(2) Georgi-Glashow model

The next step towards SSB is finding solutions that minimize the energy. Thus follows the calculation of the
symmetric energy momentum tensor:

2 6/—=gL
T, =—— 194
K /_g (59“” ( 9 )

where g = det (g*) is the determinant of the Minkowski metric.

™ e v (e Tige)

= = (vt e g (<5 FE 4 5 (007 (0,07 )

Substituting det(g"”) = —1 we get:

Ty = —F% F% + (D,®") (D, ®%) — g, L (195)

2% ppt v

32 where FHY = %a‘“’/"’Fp[,.
33 which is also rather funny to me, since these are two identities I always mix up the names of.
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We only really care about the T°° component that represents the total energy density of the system. So the total
energy is given by the volume integral of T°°:

FE = /d31' (—F&-Féli + (Doq)a) (DO(I)a) — gooL) (196)

Now for some algrebraic massage to put (196) in a more conventient form:

—F§,F§" + (Do ®%) (Do@“) + 3 Fp Fo — 5 (D, %) (D) + V(@) =
—F§FS + 5 (FGFY + FGF“0 + FAF9) + 1 ((Do®?) (D°®7) — (D;®7) (D'®)) + V(®) =
—3FGF% 4 1FAF 4 1 ((Do®®) (D°®) + (D; @) (D;®%)) + V(®)
What we end up is:
3 1 a a 1 a pa 1 a a a a
where we defined
1
E,=F5, and B = §5nmkF#m (198)
the ”color” electric and magnetic fields.
The minimization conditions for the static®* Hamiltonian are:
PP* =02, Fo =0, D,¢"=0 (199)

where the "static” condition also implies E;y = 0. To determine the particle spectrum in the new vacuum, we consider
a small time independent perturbation on the scalar Higgs field. Because of the internal SU(2) symmetry we can
orient the VEV in any direction in isospace. For clarity’s sake, we choose to align the Higgs VEV with the 3-direction
in isospin space.

0
P = 0 (200)
u—+p

where p is the perturbation we considered and u the vacuum expectation value as of (199).

The Higgs potential becomes after substitution of (200):

A 2 A 2
V(®) =7 (@@ —u?)” — 1 ((u+p)(u+p) —u?)
A
=1 (u® + 2pu + p* — u2)2 (201)
A
=1 (4u2p + dup® + p4)
The covariant derivative:
D#q)l 8H‘I>1 — eSleAz‘I)c —66123Ai¢)3
DM(I’Q - 8M<I>2 — eEchAz‘I)C - —6621314;@3
D,®3 0,®3 — eagbcAI’iq)C 0,®3 (202)
D,®! —e A2 (u+p)
D,®* | =| eAl(u+p)
D, o3 Oup

34 That is we deny temporal dependence on the fields.
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So the kinetic term yields:
(D, @) (D*®*) = (9up) (0"p) + €*(u + p)* (A}, A*" + A% AF?) (203)

And the Lagrangian acquires the form:

1 2y? 1 1
L= - Fa Py % (A} A"+ AZAP2) 4 2 (Dip) (9ip) — 5 (VPN 0? + ... (204)
It is explicit that this Lagrangian includes two massive vector particels of My, = eu , one massive scalar with

My = v2Au and one massless vector particle which we identify with the photon that corresponds to the unbroken
U(1) subgroup of SU(2). This U(1) describes the invariance of the Lagrangian with respect to rotations on the axis
defined by the VEV of ®°. Its generator is 7% and we assign it as the electromagnetic charge operator. Thus, the

u
covariant derivative (135) can be written now:

2,2

1 e“u ) . 1
L=—Fo e == (ALAT 4+ AZA™) 4 = (9,p) (0;
T E 1+ 5= (ALAT 4+ AFAT) + 2 (9ip) (Dip)

- %(\/ﬁu)%2 +... (205)

where we defined the ”electromagnetic projection” of the gauge potential.

C. Topological classification of the solutions

The particle spectrum of the SU(2) Georgi-Glashow model is far richer than it may seem at first glance. And
that is because there exist stable soliton-like solutions to the classical equations of motion with a finite energy along
the spatial asymptotic[31]. All this fuss about Derrick’s theorem and how to dodge its limitations is about to pay back.

The solutions to the classical equations of motions essentially map the vacuum manifold M = S2,_ to the boundary
of the 3-dimensional space, which, in fact, is also a sphere®. These maps are characterised by an integer winding
number n = £0,1,2, ..., which describes the number of times the vacuum sphere is covered by a single turn around
the spatial sphere.

It is crucial to note that the behaviour of ® on the spatial asymptotic could separate the solutions in different
classes. For example (200) corresponds to the trivial mapping with a winding number n = 0. We could also
consider other kinds of spatial asympotic behaviours, even ones where the isospace directions of the ® field
are functions of the spatial directions. Ome could argue that since the trivial configuration corresponds to the
absolute minimum of the energy functional then other such solutions would be unstable. However, any attempt
to deform continuously the fields to the trivial vacuum, the energy functional would explode to infinity. In other
words, all the different topological sectors are separated by infinite energy barriers. So, topology saves the day again36.

To construct such non-trivial vacuum solutions, we again assign that |®| = u in the spatial asymptotic. This time
though, we suppose that the isovector of the scalar field is directed in isospace along the direction of the radius vector
along the spatial asymptotic.

Behold now, the mighty "hedgehog” solution! [16],[27]

a
ot — (206)
r—oo T
Now a single turn around the spatial boundary manifold results in a single closed path that rotates once in the
vacuum sphere and thus its winding number is n = 1. Solutions with different winding numbers belong in different
topological sectors. The winding number is a topological invariant and therefore continuous transformations cannot
connect there areas.

35 Remember the discussion on homotopy groups and their use in physics and especially equation (72).
36 and the stability of soliton solutions in our system
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To acquire a non-trivial topological excitation, we require that our solution belongs in a homotopic class other than
[I] , where the identity element belongs, has finite energy and approaches the hedgehog asymptotic conditions (206).

So apart from (206), in order to retain finite energy, we should also have
D;®* — 0 (207)
in the spatial asymptotic. From the above condition we can calculate the form of the gauge potential:
a C
0, (T> — eeape Al =0
r r

2
OgiT> — ToTs B Abr
= €EEqbe 17

C

r3
TeTk T

pTe
(5ai50k - 5ak§ic) T‘T = esabcAi 7

TeTk pTe
Eacbbik 3 = esabcAi7

yielding
A9 = gm% (208)
The ”color” magnetic field will be given by:
1 1 , e .
BY = Sl = Seun (A7 — AT — ecanc ALAT) = cijn (9,47 — SeancATAL) (209)

D. Interlude: Relationship between Dirac and t’Hooft monopoles

We can convince ourselves that we are taking a step in the right direction by noticing how the Dirac potential (31)

is related to the one we ended up with now3”.

Of course Dirac’s potential is a U(1) potential and to find the correspondence of it with (208) we must first submerge
it into SU(2) via:

Ag=A, =Ay=0, A,=Ts <f€) <1COS9> (210)

T sin 6

where A, = A%T*“. So, we have aligned the Dirac potential in the 3-direction in isospace®®.

Considering , also, our scalar field with a VEV in the same direction:
& =yT? (211)
we perform a SU(2) transformation of the form:
et g
U — .cos.0/2 e '?sinf/2 (212)
e?sinf/2  cosf/2
where (212) is a specific case of the general SU(2) transformation parametrized with Euler angles:
U = 0T ,ifT2 ,ivTs

cos B/2e¢@+N/2 sin g /2= 1H)/2 (213)
~\ —sinB/2e10"0)/2 cog B/2e 1 (0 H)/2

37 We borrow this discussion from [29]
38 Notice A has only a T3 component.
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by setting v = —a = ¢, 3 = —f. We recall the transformation properties of A, from (90):
A} =UA, U™ + U9, U™ (214)

Straightforward differentiation gives:

0, Ut =0,

o1 —sinf/2 e % cosf/2
U " = — . . )
2r \ —e'?cosf/2 —sind/2

0,01 = ( 0 e_i¢sin9/2>'

rsinf \ e'?sinf/2 0

It is easy to see by applying the transformation (90):
AL=A" =0 (215)

As for the 6, ¢ components:

e \ +e'?sin(0/2) cos(6/2) 2r \ —e' cos(6/2) —sin(0/2)
i < 0 €_i¢(sin2(6/2)+COSQ(9/2)>)

Ag_i< cos(6/2) —e—wsm(ep)) 1 ( ~sin(6/2) —i¢ )

—e®(sin?(0/2) + cos?(0/2)) 0

_ 0 —cos¢ —ising | _ 1 0 Si¢ + i cos ¢
2er \ —cos¢ —isin¢ 0 2er \ sin¢ —icos ¢ 0

(216)
_ (sin@Ty — cos ¢Ty)
o er
Similarly for Ay using g = é, basic trigonometric identities and a lot of patience, we get:
A — cos§ —e "sing gy l—cosf (L1 0 cosd e sing
? 7\ ¢idgin ? cos & “r)  sind 0 -1 —e®sin?  cos?
2 2 D) 2 2
N i(—1) cos g —e?sind . 0 e sin g
ersinf \ e sin g cos g e'® sin g 0
_ g 1l—cosf cos g —e " gin % cos g e~ gin g
2r sinf €' gin g cos g €' sin g — cos g
n 1 — sin? g e~ sin g cos g
ersinf \ e sin g cos g sin? g
) ) (217)
g 1l-—cosf [ cos? g — sin? g 2sin g cos ge’”’ g —92gin? g e sin @
2r sind 2sin g cos ge¢ sin? g — cos? g 2rsin® \ e®sinf 2sin? g

e?sinf  2sin? 5

_ g < cosf —cos?f e sinf(1 — cosh) > i g ( —25sin? g e " sin @ )

T 2rsinf \ e sinf(1 — cosh) cos? 0 — cos @ 2rsin 9

g cos? f — cos ) — 2sin? g e ¥ sinfcosf g [ —sinf cosfe "
2rsinf €' sin 6 cos d 2sin? g + cosf — cos? 6 2r \ cosfe’® +sind

1
= — (T cosfcos ¢+ Tscosfsingp — Tssinb)
er
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where we acknowledge that 2sin? 6 — cos? 6 + cos 6 is just a really weird way to say sin 6.

We are in position now to calculate the Cartesian components of A. We are going to show this only for the x
component but the rest follow similarly:

Al = A, cospsinf + Ajcospcosf — Al sing

1
= — [Tl sin ¢ cos ¢ cos § — Ty cos? ¢ cos  — T cos @ cos ¢ sin g — Ty cos O sin’ ¢ + T sin&sirué]
7 ) (218)
. . —z Y
= — [T2(—cosf) + T3sinfsing] = — |:T2 () + T3 ()}
er er r r

which is just the 1-group component of A from (208) Our efforts were not in vain. After this long calculation,
we managed to prove that a specific singular SU(2) transformation can connect the t'Hooft and Dirac potentials
by embedding the latter in the larger group of SU(2). But it doesn’t end here. Witness what the exact same
transformation has to say about the scalar field ®:

d —UPU-! = cosd  —e"sing 5 0 cosd e sing |

B -\ esin g cos & 0 —% —e®sin?  cos? B

2 2 2 2 2
_u cos g —e~ " sin g cos g e~ sin g 9219
T2\ e?sing  cos? e?sin?  —cos? (219)
2 2 2 2

_uf cos?8 —sin® ¢ 42sinfcosbe ) wu cosf e ®sinf

2\ 2sinfcos?e™™  sin®4 —cos g 2 \ e?sin —cosd

Decomposing it in SU(2) generators:
®’ = u(sinf cos T + sin O sin pTy + cos HT3) (220)

Now it is obvious that our gauge transformation changed the homotopy class of the configuration”. It is as the
transformation transferred the responsibility for the monopole from the Dirac term to the Higgs sector. Before
the transformation, the Higgs map is trivial, but the Dirac potential carries the magnetic monopole. After the
transformation, however, the ”"Brouwer” degree of the ’hedgehog’ gauge changes and the gauge potential is free of
any singularities. The magnetic charge remains the same of course in all of this procedure as a topological invariant.
We can gain some better insight in this interchange between the Higgs and gauge sector soon, when we define the
generalised electromagnetic field strength tensor.

E. The Magnetic Charge

From the form of the gauge potential at spatial infinity we can calculate the ”color” magnetic field:
1 1 e
Bf = Sk = Soun (A7 — 0AT — ecanc ALAT) = cijn (9,47 — SeancATAT ) (221)

The first term can be handled as*?
1 Tn
gijr (0jA%) = ggijkgankaj (7,7)

1 Oin  2r;Tyn
= E (6ia6jn - 5in6ja) |:;2 - ,;4:|

1 3 2 1 2rq7;
g (5ia7_2_6ia712_5ia’rz+ 4 )

r

2raT;
ay _ al’s
= eijn (0;4%) = — 5~

39 Of course that is because we used a singular transformation. A regular one could not have accomplished such a feat in any way.
40 Reminder that we have defined : eg123 = —1,£123 = +1
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While the second term is:

e T
_§€ijk5abcA?Ai = _%eijksabcgbnjgcmk%
...
% ikjcjbncabctemk 4
1 T
=5 (6ib0kn — 0indkb) (SamObk — GakObm) %
1 Tt
= 5 (5am§in - 5an51’m - 35in5am + 61n5am) L;n
2e T
1 T
= 276 (25am51n - 6an5im - 351n5am) 7;4m
_ i ( Tia  Tali rira)
2e rd rd rd
e b TiTa
= *igijkgabcAjAc = - erd
where we repeatedly used
Ei]‘k&'qu = (5ip5jq — 5iq(5jp (222)

Substituting the previous results in (221):

TiTa

BFL:

7

(223)

ert

When the vacuum configuration is & = ud®3, the electromagnetic field strength tensor is given by F},, = 9,43 —8,,Ai.
We want to generalise the field strength tensor for more complicated scalar field configurations in a gauge-invariant
way so that it reduces to the regular F*¥ when the Higgs vacuum configuration is trivial. Thus, we define!:

~ N A\ b N\ C
Fo = BOF2, 4 e eo00 (DM@) (D,@) (224)
where ¢ = I%L\' We can, in fact, use this definition of the electromagnetic field strength everywhere in space where
] #0.12

To prove its gauge invariance it is much more convenient to use this form of (224):

Fup =2Tr {@FW - @D#@Dué} (225)

1
2e
To prove their equivalence we just need to utilize the following relationships for the SU(2) generators:

1 )
Tr (T°T") = 56, Tr (T°T'T°) = &' (226)

and remember that ® = %Ta and similarly for F,,,. Now for the gauge invariance we invoke the transformation of

& that is in the adjoint representation: ' = U®U~! and the same for the covariant derivative: D/, = UD, U™,

N 7 4 N N
Fl,=2T {@’F:W - Qe‘i)D,L@DuvIv}

Dy, D]

=2Tr {UéUTU
1€

Ut - ;eUi)UTUDM@UTUDVUT} (227)

=2Tr {‘i’ Dy, D] — ;‘i’D#(i)DytiJ} =Fuv
e

41 Here following [32]. Later, we will present another approach that will get us a little bit further.
42 If |®| = 0 the SU(2) symmetry is unbroken and there is no gauge-invariant way to pick up a component of F}, in the first place.
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where we also used the cyclic property of the Tr trace operator.
Substituting (182) and (184) in (224) it is possible to rewrite it as:

Fo =0, (ém‘;) ~ 9, (iﬂAg) +eleedey, 0o, be (228)
We start by expanding substituting the aforementioned equations:

Fup = ®UF,,* + e~ 19D, "D, ¢

- [0} - - - -
= 6 (9L — 0,45 — es AR AT) + — e (9,8" — e A67) (0,97 — e=T9A D7)

Then we expand the terms in the brackets:

A A A o A A A A
= $°9, A — 99, A} — e AV AL + — 00,0, 0 + e eI ALDC AT DI
€

o 6abcsbde14‘(3(:[)6é}sl,(i)c(i)a . Eabcgcngzégau(i)b(i)a

We now employ Eijkgqu = 5ip5jq — 5iq5jp

A A A 1 A A
= ®°9, AL — 09, A% — e AD AT 4 —£*¢0, 8%, 0
€
+ el (59767 — §%965PT) AL 4+ @ AJDID + e (575 — §5°°6%°) AL + B0, DD
— (69 5%9 — 5°96°7) A D90D D"

Afterwards we contract the Kronecker delta’s:
=09, A% — 09, AL — e AL A + éaﬂébaﬁcw
+ eghde (Al‘i(i)bAZi)e - Azémgéa) D%+ PUALDD, D — ALD D, DD — ALDYD, DD + AL D0, D0
First good news of the day some terms cancel due to being products between a symmetric and antisymmetric tensor.
We now group the appropriate terms and rename their indices for their manipulation to be smooth.
= 399, A — 20, AL — e e AD AT + éaﬂébaﬁ%“

écé()
2

_ egbdeAﬁAlb/(i)ai)ai)C + A% u+ 0, ( > P — A (é"‘@a) 9, d°

poHb \ . o .
— A%, (q)f ) o+ AL (9°97) 0,0"

We have also prepared ourselves to use pada = 1.
~ ~ A ~ 1 A A A
= 0“0, A% + ALD, D" — D90, A% — A%0, 0" + gauqﬂa,,@%a
Sa_abe Ab Se ebd gb 4d
— QA A} — e A A
Here we are, ready to taste the victorious result of what was more of a battle than a mere calculation.

Fuw = 0 (A507) = 0, (A3d°) + ésabcaﬂébayciﬁiﬂ (229)
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In this form the generalised electromagnetic field strength tensor is comprised of two parts that are not separately
gauge invariant. Of course, the total tensor is trivially invariant as we have shown earlier. So it is that the two parts
transform in a way that the changes cancel each other out. Thus, a singular gauge transformation that can change
the homotopy class of the configuration and manipulate or even annihilate the Dirac string, 'transfers’ the magnetic
charge between the topological properties of the Higgs and gauge fields.

It is obvious that in the trivial topological sector*® where ®% = (0 0 wu), F, reduces to the usual F,, =
0,A3 — &,Ai we all now and love. In that case, the Bianchi identity is trivially satisfied and there is no place for

magnetic monopoles here. What happens when we choose a non-trivial vacuum field configuration, we shall soon see,
but first we will present another interesting way to arrive at (229) with some rather useful insight to it.

F. Generalised Electromagnetic Field Strength Tensor: An alternative approach

Returning to (229), we define the electromagnetic potential as the projection of the gauge potential on ¢ as:

AT = A% pe (230)
Remembering also the condition that the covariant derivative on the spatial boundary is 0:
D,®* =0 (231)
We propose that [8]:
Al = AT + e ey, D10, P (232)

is a general solution** to (231) and satisfies (230). We can readily test those claims.
Multiplying both sides of (232) with ®* and making use of ®2®* = 1?2, we easily retrieve (230).
For the verification of the second equation:

A 1 p
(9u¢)a — €Eqbe D° — eaabcTEbde(I’cq) 6HCI)G =0
u uce

1
auq)a _ 0 + ? (5ad6ce _ 6ae5cd) (I)C(I)dauq)e _ O

(233)
a a 1 aa cHC 1 c 58 a
;/,@ +ﬁq) H(I)(I) _E(I)(I) ud®® =0
Inserting our newly acquired relation for the gauge potential into the field tensor will yield:
F;[:u = auA(; - ayAZ - 66abCAZA,C/
o 1
F* =0 ZAem acq)bayq)c
ny 1 < u + 2o Cab )

(234)

e em 1 c
— 6y <’U,AH + ﬁeabﬂ)b&“@ >

Pb 1 d P 1
Z_Aem 4 _ Z_Aem 4 f
— €Eabe ( " AZ + u26€bdeq) 8,@@) ( ” Ai + u2e€cfgq) 8Z,<I)g)

Now that’s a lot off terms, so we better start working on them one by one?®:

. 1 oy - 1 N )
9, ((D“Af,m + eaabccpbaycpC) = ey (@bayqf) +9, <<I>“A'f,m)
1 o A ~ ~ A
— “eane [(8,9") (0,9°) + 8°9,0,9°] + 0, (a5)
43 with a regular gauge potential

44 In fact, Aim can be an arbitrary vector potential. We just identify it with the potential of electromagnetism.
45 Meanwhile, we switch to ®% notation to ease the formalism a little bit.
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Similarly for the second term:
- 1 . . 1 . .
-0, <CI>aAZm + esabcfbba}@c) = —geabcay (@baﬂqf -0, (@“Azm)
1 20 i 2b i 2
= e |- (0,8) (9,8°) — 8°0,0,0°] — o, (beA7")
e
_ 1 ¢ b b ¢ £a fem
= Zeue [(8,8°) (9,9") - #°9,0,9°| - 0, (& A5™)
Gathering our first two results:
£a Aem 1 b ¢ 5a fem 1 b 5 C
Ou | PYAT" + €61 P70, ) — 0, | DAL + —€0pc 20, D¢ | =
e H e
2 Hb Fc £a gem £a gem
“zane (0,97) (0,9°) +0, (0245 0, (b2 A5")
Antisymmetry annihilates the next term:
—egapc PP PCATT AT = 0
Proceeding:
1 N PN A 1 A N N
—eEabe S5 ebaeterg @10, 970,89 = — i |(0as8bg = Bagoy) 810,570, 57]
1 ~ A ~ ~ A A o
= —eua. (999, 8°070,8" — 999,849, )
e
1 ~ ~ ~ ~ ~ A
= ey |10, (9°9,8" - 670,67 |
e
1 A - Ay a 1 A - A
= _ggbdeédauq>eayq>b<1>a + ggbdeqﬂ@ba@eayq)a
1 ~ ~ Ap A
= —Eabdei)d@u(be&,d)b@“
And for the cross-terms:
—Eabe (sbdeédaﬁeém,ﬁm) = (84e0ac — Odadec) @10, DD AT
— [0 (9,8 ) deagm — &° (9,7) beag]

peope . U
9, ( ) dagem (aucba) dedegem

2

— _ ((?u(Pa) A}ejm

Similarly the last terms falls too, giving a total of the cross terms:
549 HedHe gem 5f 595D gem ) _
—abe (a,decb 8, beheA° ) — abe (gcfgcb 0, 9% A° ) -

(0,0 agm — (9,07 Ag™
Substituting all of the above into (234)
a m m\ &a 2 < Ic 1 < =S A CHa
Fo, = (0,AT" — 0,A5™) &° + gsabcé)ﬂ@b&,@ - gadb,;(bd@u@ba,,(b d (235)

And so performing an ’electromagnetic’ projection by multiplying with 7 we get the modified electromagnetic tensor
(again):

A 1 ~ A oA
Fup = FL,0% = 9, AS™ — 0, AS™ + gsabcau@bay@c@“ (236)
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We previously calculated the ’color’ magnetic field, which gave us some good intuition about the existence of the
magnetic monopole in our model. We are now in position to calculate the magnetic field as it stems from the
definition of the field strength tensor (229) with the help of the ’hedgehog’ solution (206) and the SU(2) gauge
potential we calculated before in (208).

It is easy to see that*6:

n.a

rr

AT = AP = Cani—g~ = 0 (237)

because of the skew symmetry in n, a indices. So, only the 'Higgs’ sector contributes. We continue in the calculation

of ./—"jki
1 r? rb r¢
Fik =—€abe—0; () O ()
e r r r

1 ra p2§05 — pipb p25ke _ pkpc
= —£ be——
e r3 73
1 r¢ . .
= —Cabe = (7"25bJ - rjrb) (7"25’“ - rkrc) (238)
e T

1 , . . .
= —Eabe (r4r“5b35kc — r2pagbipkpe — p2pagkepipb 4 r“rbrcrjrk)
e

a

1 1 bi Ak r
= GEabe5T 00 = Caik g
where we used :
b 2 cbj b
r red% — plp
o) = (239)

The magnetic field easily follows now

)

a r

T
Bi = SeijrFjn = 53 €ijkCajk = (240)
W—/

2 2er erd

2601

which is exactly the field of a magnetic monopole.

G. The conserved magnetic current

We will abstain from the specific "hedgehog’ solution and delve into the general properties of the modified E/M
tensor (229). More specifically, we are going to examine the dual tensor and its equation of motion:

9, F" =0, (;ewaf,m>
1 vpo em em 1 Voo 2aq 2 2.
=0, [26“ P7(9,AS" — 0, AS )] +0, [265“ P9 e e ® (apcpb) (ag@ )} (241)

)

We can also write this in a more symmetrical form.*7

8Hfl“, _ ;egﬂupagabc(a‘u(i)a)(ap(i)b)(ao@c) (242)

46 Here we calculate, oglly the spatial components of the gauge potential, since those are relevant in the construction of the magnetic field.
We also use &% = “-.
47 But it’s really just for the looks. We will be almost exclusively be using the definition (241).
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We see that the Bianchi identities are not satisfied! That’s a really solid indication of the existence of magnetic
charge in our theory. Not only that, but it is also conserved.

We define the magnetic (or toplogical) current:
1 - A -
K = e e aned, (9 (9,9") (659°)) (243)
Its conservation is trivial:
1 = ol 2 A
Ok = e e, Dy (fI)“ (apq>b) (aaq>°)) =0 (244)
due to the antisymmetry of Levi-Civita and the permutation of partial derivatives.

We note that this is conserved current does not originate from some internal symmetry and Noether’s theorem. It
is conserved by its very definition and its origin its strictly topological, as we shall demonstrate soon.

Of course, every conserved current comes with a conserved charge and this case is no exception.

The 0-component of the magnetic current is:

ko = *%Eomnksabcam (‘i’a (3n‘i’b> (a%c»

2
1 m [ §a n Hb k Fc
= % (7€Omnk) 8abca <(D (8 (0] ) (8 [} )) (245)
1 R - .
= 75mnk€abcam ((I)a (8nq)b> (akq)c>>
2e
where we took into account €g123 = —1,e123 = +1. The magnetic charge is, then, given by integration in the whole

space:

g= /dgxko — %/d%emnkﬁabcam (‘i’a (an(ib) (ak(i)c))
1 oo (b ) ()

We can get some intuition on how this integral should evaluate*®. For a spherically symmetric field* each component
of the integral dSi,dSs,dSs has no reason to differ from each other. The only change that can occur is via the
Levi-Civita symbol &,,,, which will evaluate €1k, €2 and €3, Naively now, one could argue thates,;, should cancel
the 1,1 because the latter will result in the same terms as the first only with different sign (due to 2 being on the
first index of the Levi-Civita tensor). So we would be left with an integral like:

g= ?16 / S 3mnEabe (cISa (anéb) (akcif)) - 2ie / ASEnkEabe (<15a (ancib) (akif)) (247)
with n, k = 1, 2.

(246)

Enough waving our hands, in order to believe anything of that blabbering we have to get a little more rigorous.

We start with a parametrization &,, with w = 1,2 since that is the minimum number of coordinates needed to
describe the surface of the sphere S2:

o _ 08" 09"
s, = - "9 2

25mij5uv 87€u 8€U

48 Friendly reminder that: dS, = dS% = daz’ da’
49 Tike our beloved hedgehog.
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Then (246) becomes:

Q
I

1 ~ A R

= / dS, 20 Eabe (qﬂ (a,,qw) (akq>6))

1 /1 Or' ord L, [06Y 090\ [0 090\

P —_ .. - (b(l

% 2£ng£uv 85“ agv EmnkEabe ( (87"” 8€u/> <8rk 8§U,>> d f
11 , ort ord [0 98\ (g 9de )
- % 5(51n§jk - 5”“5‘7”)5“”87&718751)6“% <(I) (87’" 8gu/> <8rk 85”')) d 5

n k k n u’ v’ Hb Fc
T P "

= 2—6 5 aifuagv - 8§u 851} orn Ork afu/ @
1 1 . oD b 2
— % 5 [5uu’5vv’ — 5uv/5vul] (@ agu/ 8€UI> EabcEuvd 5

T2 ] 2

oEn 9gY dEv ogv

1 [1(,,00°0dc . 0db3de
<(I)a 0 0 o 0 0 > Eabcguvdzf

1 1 N - -
- 7/§€abc€uvq)aau(pbav¢cd2£
(&

and we successfully arrived at (247). Before we proceed, it is imminent to return to topology temporarily and talk a
little bit more specifically about winding numbers.
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IX. TOPOLOGICAL CONSIDERATIONS III: WINDING NUMBERS

Intuitively speaking, the winding number of a closed curve around a given point is the numbers of times this
certain curve travels clockwise around that point and it is represented (more often than not) by an integer number.

In topology, we use the winding number to describe the degree of a continuous mapping (also mentioned often as
Brouwer degree). Despite the existence of a general definition, it is perhaps simpler and more useful to examine the
case of an S™ to S™ map.

Let f : S™ — S™ be a continuous map. Then, f also induces a homomorphism f, : H, (S™) — H, (S™) where
H,(+) is the n-th homology group®’. Now considering H,, (S™) = Z (much like the n-th homotopy group®!), then we
see that f, must be of some sort f, : z +— ax where a € Z. That integer « is what we call degree or winding number
of f.

Below we are going to examine the definitions and properties of various winding numbers on certain S™ manifolds
and illustrate some some simple examples to build intuition and correspondence with what is needed in our case. The
examples are drawn almost exclusively from Srednicki’s Solitons and Instantons chapters [32].

A. S!' Winding Number

The winding number is a topological constant and sometimes it coincides with other constants of topological nature.
For example, for a circle S!, we know its first homotopy group is m; (S 1) = Z. The winding number for a map between

two circles U : ST — ST is defined :

n=— [ dU— =— [ o= (250)

i [T dUT_1/2” do

where U = /(9.

Well, of course, we know that U is a representation of the U(1) abelian group and hence the function « has to be
of the form () = nf + §. and substitution in the above integral verifies it.

Although the meaning of the winding number in S* is clear now, it is advisable that we cast the above integral in
a similar form to establish some correspondence with higher order spheres (and especially S2).

Noting that we can parametrize S* on the R? with a unit vector &(r) = (cos a(8),sin a(6)), then we can write (250)
as:

1 2m

n=— dOe® ¢ 9pe® (251)
47T 0

Now, the winding number of a map from S? to S? is given by:

1 2 ™
n=— dep / dfe""e;;67 0,600, é° (252)
8 0 0

2

which comes as no surprise®?, since it is an immediate generalisation of (251).

Just for reference purposes, we give here the general definition of the winding number for a parametrization =y :
R"” D D — R

1
n= [ e et 00, D). 0,307 () dx (253)

50 Homology groups are closely related to homotopy groups we mentioned earlier in the sense that they categorize "holes” in topological
spaces. Vaguely, they are groups that are made of n-cycles that are not n-boundaries. They will not be needed any more in our
discussion, so we will not go into any more details.

51 See (72)

52 One should also note at this point the similarity with (249), so this whole discussion is not in vain after all.
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but we are going to mess ourselves only with definitions (251) and (252).

So far we have continuously claimed that winding numbers are topological invariants, i.e. they remain the same
under continuous transformations. It is now the time to prove so.

We are going to start with the S' winding number and study its behaviour under infinitesimal transformations.
Of course, every smooth transformation can be made by compounding infinitesimal ones, so it will also prove to be
invariant under smooth transformations. The definition of use to us will be (250) remembering that UTU = 1.

We consider an infinitesimal transformation of U: U — U + §U: then using
Utu =1
we get
SUTU +USU =0
Now solving for 6UT:
Ut = —UsU
Next up, we consider the variation of the integrand in (250):
5 (U0pUT) = 6U0pUT + UdpsU
= 0UpUT + U9y (—UsU)
= 6UOpUT + U [-2UT (8pU1) U — U046V |
= SUOpUT + [—2 (0pU") 6U — UT9p6U |
= — (0pU") U — UT0p0U

= —0p (UT6U) .
We are now in position to calculate the variation of the winding number:
i 2m i =27
on = - ) 9oy (UTSU) = %UTdU T 0 (254)

since U is continuous and 6 = 0 is identified with 8 = 27 which finishes the proof of our assertion.

As a next task, we are going to show that the group product of two maps U, (0),Ux(#) with winding number n, k
respectively is a map U, 1 (0) with a winding number n + k.

First we deform U, () so that it equals 1 in the interval 6 € [0, 7].

Similarly we deform Uy(0), so that it equals 1 in the interval 6 € [r, 27] then their winding numbers being invariant
under such smooth transformations will retain the same value but will now be given by:

k= QL/ AU DU}
i
. 0271' (255)
n=— [ doU,o,U}
2r ).

So the winding number of U, will be

. 27
n k= QL/ U, Uy (U U)!
= (256)

T . 2
- i/ AU, DU} + i/ doUn 99U} =n + k
2 0 27T T

™

since in 0 € [0, 7] we have U,, = 1 and 9pU,, = 0 and similarly in 6 € [r, 2] it is Uy, = 1 and dpUy, = 0.
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B. S® Winding Number

Before involving ourselves with the S? case, we are going to shed some light on the S® winding number or
Pontryagin indez. It is given by

Ky

/ d*ze" Tr [(U9;UT) (U9;UY) (U0, UY)] (257)
where U € SU(2).

The group SU(2) has the topology of a 3-sphere. This can be seen by writing a general 2x2 matrix:

U= ( Z Z ) (258)
Ut = (a* ¢’ ) (259)
b d*

1 d —b
U= 2
ad—bc(—c a) (260)

Elements of our group have unit determinant so we can omit the denominator in the above relationship. Now, we
just have to identify UT = U~! and acquire some relationships between the matrix elements. That is d = a* and

Then

and its inverse is

¢ = —b*. Now, writing a,b in complex form a = a4 + ia3 and b = ay + ia; where a, € R, we get
U= .a4+2f13 l(a1—'m2) =ay+id-¢& (261)
i(a1 +iag) a4 —iag

and putting the determinant to 1 yields
detU =aua, =1 (262)
which is just a 3-sphere equation for the coefficients of a, b.

Now that we understand how the SU(2) group gets involved, we will prove invariance of the winding number under
infinitesimal (and therefore smooth) transformations.

Similarly to the S case consider
U—-U+4§U (263)

then using UTU = 1 we get §UT = —UTeUUT, where the only difference is that U’s now do not commute.

The variation of each term entering the trace of (257) is

§ (U9, UT) = §U9,UT + U9,oUT
=609, U' — Uy, (UTsUUY)
=0UH, U — Uy, U sUUT — UUH,6UUT — UUT§US, UT
= Uy, U'sUuU' — UU g, sUUT

~U (6, U'6U + U'9,6U) UT

= -Uog, (UsU) U'

(264)

However, the variations of U9;UT, UajUT, and U9, U' contribute equally to dn after cyclic permutations of the trace.
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We, thus, have
% Tr (U9, U") (U, UT) 6 (U9, UT)]
= -7 Ty [(U9;UT) (U9, UT) Uy, (UT6U) UT| (265)
= —¢"* Ty [9;UTU9;UTUY, (U'U)] .

We used the cyclic property of the trace and UTU = 1 to get the last line. After integrating Oy by parts, terms with
two derivatives acting on a single UT vanish when contracted with €%, The remaining terms are

— e Ty [0,UTU0,UTU9, (UT6U)| (266)
= +&"* (Tr [9;U79,U9;UT6U] + Tr [9;UTU9,; U9, UUTsU]),

where we used UUT = 1 in the first term. In the second term, we now use U(‘?jUT = —0; UUT and §,UUT = —UH, U".
followed by UTU =1, to get

— e¥F Ty [9,UTU0,;UTUG, (UT6U)]

. 267
= +e¥* (Tr [9;U"9, U0, UTsU] + Tr [9,U"0,U9, U'sU]) (267)

The two terms are now symmetric on j <+ k, and so cancel when contracted with €% and so we have
on=0 (268)

C. S? Winding Number

Now we are going to prove the invariance of the winding number under smooth transformations for the S? case.

We will use (252) for that purpose. In fact, we shall rewrite it replacing é with d to establish correspondence with
the t’Hooft-Polyakov monopole.

1 2 T R R R
n = 8— d(p/ d@a“bcsijé“@ifbb@j@c (269)
T Jo 0
Using
Eijgabcszjaai@baj (ﬁc _ 25abc¢a89¢ba¢¢c (270)
we also get the equivalent form
1 27 T R . R
n=_- dyo / df=* 29, $b9, ¢
T Jo 0

We follow much the same steps as before. Starting from:

we have

and likewise

%(®- &) =28.9,8=0
Since 6®, 9, ®, and 8,® are all orthogonal to ®, it is

(al<i> x 32@) 5d =0
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and so in tensorial form:
£e5H9, $P,d° = 0

It also holds for arbitrary partial derivative indices, because if they are the same contraction with Levi-Civita vanishes
them and we have only two choices.

€599, 99, ° = 0
We are going to use this result right afterwards.
The variation of the integrand of (270) yields:
6 (D" 08'0;0°) = (60°) 0:'0;0° + 5 (908" ) 9, + 0" (0;5%°)

abe

The first term when contracted with £%°¢ will vanish. We manipulate the other two terms as follows:

o (9:09") 9, + 0,89 6° =
) (@aéébaj&f) — 5829,599;8° — 5°58b0,;6°
+0; (0 8%65¢ ) — 560,60, — d76°0,0;"
Now the total derivatives will yield 0 upon integration due to their single-valuedness and identification of the
integration points. The middle terms of each line disappear due to contraction with £**¢ and the last terms vanish
by contraction with €;; and the commutativity of partial derivatives.
Thus, we can safely conclude that:
on=20
Equation (252) is useful for proving properties and stuff, but when it comes to actually calculating a winding number
given a map of some sort, the many contractions between indices make it kind of tedious. Therefore, we will try to
cast (252) in a more practical form for applications [12].
We start by an arbitrary parametrization of the sphere S2:
é(r) = (sinacos B, sin asin 3, cos «) (271)

where a(0, ¢) and (0, ¢) are functions of the polar and azimuthal angles and we use é insted of $ temporarily.

Before substituting (271) into (252), we first write the terms of the contractions explicitly:

1
n = c—&ijabe / dOdpe®0;e"0;e¢ =

1 Aa 5 5C

= 875ab52/d9d¢e 896b6¢6 =
1

= b / dodge’ (9ge*0ye® — 0pe0,6”) + & (0pe0pe" — Dpe' 0ye?)
7

+ &% (0pe' 045e% — 06" Dgé?)

At this point we substitute (271), so fasten your seat belts, it’s going to be a bumpy ride.
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1 . . Oa . ap . e
n= /d@dqﬁsmacosﬁ (cosozsmﬁae +s1nacosﬁ89) (— sma)a—d)
Jo!

—sinacos 8 (cosasinﬂgz + SinacosﬁZi) (_Sina)%
+ sin asin 8 ( sinag—z <cosacosﬂgz — sinasinﬂ?i) + sinag—a (cosacosﬁgz — sinasinﬂ?ﬁ))
+ cosa <(cosacosﬂgz — sinasinﬁ?ﬁ) (cosasinﬂgz + sinacosﬂgg)
e (ssacos 522 snasing22) (o522 ¢ snacss22)
n= %/d@dgﬁ [— sin2acosasinﬂcosﬂg—zg—z — sin® a cos? Bg—gg—g + sin2acosasinﬂcosﬂg—zg—z
+ sin® o cos? Bg—zg—g — sin® acosasinﬂcosﬂg—zg—z + sin® asin® Bg—zgg + sin? acosasinﬁcosﬂg—zg—z
— sin® asin® ﬁ%g—z + cos® asinﬂcosﬂg—zg—z — sin a cos? o sin? Bg—gg—z + sin « cos? a cos? Bg—zg—g
— sin® acosasinﬁcosﬁg—’gg—g — cos® asinﬁcosﬁg—:g—z + sin av cos? avsin® ﬂa—zg—i — sin? a cos® a cos? 62—?2—;
+ sin’ acosasin@cosﬁ%g%
- ﬁ / dfd¢ (— sin® arcos® B — sin® asin® B — sin a cos® asin® B — sin a cos® o cos® b) g—gg—z
+ (sin3 acos? B + sin® asin? 8 + sin? o cos? a cos? B + sin av cos? o sin? 6) g—z g—i
= %/d@d(ﬁsina <g§g§ - gggz>
Finally, we made it! We can now shamelessly brag at the dinner table that:
n= 4171_ dfd¢sina (gzgi - ggg;) (272)

Let’s make use of this equation right here and now.
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X. THE T"HOOFT-POLYAKOV MONOPOLE: REVISITED

We will calculate the winding number of the following field configuration in the spatial asymptotic:
® = (sin # cos ma, sin 0 sin ma, cos ) (273)

with m € Z. Using (272), we easily get by substituting o = 6 and 8 = m¢:

_ 1 . (000(mg)  d(me) I _ 1 o
n_47T/d9d¢sme(898¢_808¢) —E/deqbsmOm—m. (274)

The alert reader might have noticed that for m = 1, we recover the t’"Hooft-Polyakov ansatz for the symmetry breaking
pattern of the @ field (206), since

=" (sin 6 cos ¢, sin 0 sin ¢, cos 6) (275)
r
Returning now to (249) and comparing with (269), we can identify the result of the integral of the magnetic charge
as:

4
9= — (276)

which is the t’Hooft-Polyakov analogue of the Dirac quantization condition.
To make the correspondence explicit, we need to redefine ¢’ = 4mg, since in the Dirac case, we started with
V- B = 4753 (r)
Then (276) becomes:
n
9/ = e (277)
We notice that the t'Hooft-Polyakov monopole appears to be twice as large as the Dirac one, when comparing with (60).

While the Dirac monopole was introduced into our theory by hand, the t’'Hooft-Polyakov comes up naturally after
the energy minimization condition on symmetry breaking D, ®* — 0. Our next step will be to find the solution for
the fields in the whole space and identify the mass of the monopole.

A. The t’"Hooft-Polyakov ansatz

We showed that asympotically the conditions (206) and (207) yield a monopole magnetic field. We now proceed to
find the full field configurations. Considering static solutions, we are only left with an SO(3) spatial symmetry from
the full Poincaré group. We also have an SO(3) symmetry in ® isospace. Thus, we can make the ansatz>3 [16],[27]:

7,.(1 m

ot =u—H(r), A= eamn%u — K(r)], Ag=0 (278)

We can find the functions H and K from the equations of motion. However, it proves much simpler to exploit the

fact that the monopole configuration corresponds to a minimum in the energy functional.

We rewrite the energy functional®* (197):

1 1 1
M = /d% (E;LE;L + =BI!B{ + =

5 5 3 (D;®) (D;®%) + V(<I>)) (279)

53 Notice the similarities with chapter VIIC
54 which we now call M, since it corresponds to the mass of the monopole.
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We now proceed in calculating separately every term in our functional with ansatz (278).

The simplest one to rewrite is the scalar potential V:

2 (@ -
(uzT r ~ u2>2 (280)

= V(®) = H3(r) — 1)

My rb\y»b

The covariant derivative term is:
D;®" = 0,0 — ecap.AVDC

a nl_K c
=0, (urH(r)) — eeabcsbmgi(r)ur—H(r)

r er r
8ai Tt rort rhpe
=u <7,, - T3 H(?") +u 7"2 HI(T) + (51171561' - 5ai5nc) 7”3 [1 - K(T)]H(T)
Sai ot H ; baill — K(r)|H 281
= u“H(r) + uy (H’(r) - (r)> +ul L — K (r)H(r) — u ail () H(r) (281)
r T T 7" T
Oai apl H 1 — K(r)H
=% ()~ 1= KO + 0 (1) - 20 LRI
T r r r
Udg; KH
- D;®% = KH+W r <H’—)
r 7‘ r
Now performing the contraction of two such terms:
2 KH\? 2 K2H?
(D;i®?) (D; @) = 3%K2H2 +u? (H’ — ) 422 (KHH’ — )
T r r
2 OKHH' 2 2KHH' 2
= S%KQHQ—I—UQH’Q— u2+u—2K2H2+7u2—2u—2K2H2
r r r (282)

uQ
— 272K2H2 4 ’LL2H/2
r

1 2 2H/2
= 5 (D) (D9°) = S K*H* + = —
T
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For the ’'color’ magnetic field:

a __ o a
Bi' = geijely,

= eije (9545 — SeancALAL)

2
"1 —K e rmpl (1 K
= €410; Cank ™~ ~ 5Cabe€ijkEbmCelk 3~

er 2 er

Spjer? —rie2rd v e el (11— K2
= €ijk€ank (](1 - K) - K/r) + 5 BivGmk = Gimdok) (1adkb — 1pOka) — 5~ ( )

e2rs er? 2 er
Oni  2rmyd rhyd e rmrl (1 — K\ 2
= (6(“5”] — 6ni5aj) — |:(e:; — 6714> (1 — K) — e/]a?) K/:| — 5 (6im6al + 5il(sa7n) 7“72 < or ) (283)
30; 20; 0; 0 2ray? rort rort
_ a4 ia 1-K)—- g - 1- K K'| = 1_K2
{( er2  er? ) ( ) er (61"2 ert > ( )+ ers3 ] ert ( )
2yt it g rort
= 1-K - =) K' - 1-K)?
ert ( )+ ( ers er) ert ( )
= o oK K 142K — K?) - g
er er
éBf:%(rK’—Kz—kl)—%K’
er er
The ’color’ magnetic field squared:
a a (TK/ B K2 + 1)2 3K,2 5(li Tari ! ! 2
(BY) (BY) = 3,4 +€2T2 —2; er4K (rK'— K*+1)
_(rK - K*+ 1) 3K? 2K? 2(1-K°) K’
- e2rh + e2r2  e2p2 €273 (284)
P2K? 2K (1-K?) (1-K?)® K2 2(1-K2)K'
T T2 o2 4 ol T e o213
1 K?  (K2-1)”
2 (B%) (B%) —
:>2( z)( ’L) 627‘2—’_ 2627"4
This is a good place to sum up the boundary conditions for the functions H, K.
K(r)—1, Hr)—0 as 7r—0 (285)
K(r)—0, Hr) -1 as r—o0
as for their derivatives we have
K'(r)y—0, H(r) -0 as r— oo (286)

Taking now the limits of (283) and (281) for  — oo and supposing the fields and derivatives vanish strongly enough
to cancel mononomial terms, we can establish back their spatial asymptotic forms we calculated earlier (223),(207).
a.t

a,.t

o T ’ e B Oai 1oy rér
Bi = 67‘4 (TK K +1) e’rK rjo er4 (287)
S api KH
Do = Lo T (H’ - ) — 0 (288)
r r r ) r—=oo

We can also verify the existence of magnetic charge in our system. Starting from the magnetic flux integral we have:

oo AN
g= / dS;B; = / dS;Be — = / d*zD; (Bg) == / r2dr B D; " (289)
u

u u
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where we used D; B¢ = 0. This stems from the Bianchi identity (190):
(D, EL,) = 0
Choosing A = 0 forces the rest of the indices to become spatial. Thus, we are left with:
e9* DG = D; (eYFF,) = D;Bf =0 (290)
Note also that,

Dy, (Ej®") = D, (E}') ®* + E'D,,®*

= (0.Bf) " — e AL Ef®® + E (0,9%) — ec™ AL O°EY
= 0, (B{®%) — e ®" A} Ef + ec* A} B

= 0, (E{®*)

(291)

Here E{' is an arbitrary fundamental representation field, not to be confused with the color electric field. This
explains why we were able to substitute directly the covariant derivative from Stoke’s theorem instead of the normal
derivative®®. So back to our integral, we substitute what we have calculated up to now, namely the covariant derivative
and the magnetic field

4
g= hall r2dr B D;®*
u

47r 2 { (TKI K2+1)—5aiKI:| {u(SaiKH_'_urr <H'—KH>]
er r

72 r

l H(rK'=K*+1) (1K' = K>+ 1) (rH' ~ KH)
r

—~3KK'H — K' (rH' — KH)]
(292)

: l (K = EEE )P ok 4 rH’)]
=% [ar[(1- K?) ' — 2K K H]
== d%[(l—I@)H]

which by virtue of the boundary conditions (285) yields the magnetic charge of our monopole:

47

9=—
e

We can also shortly check that (289) coincides with definition (246) for the magnetic charge. This can be done by

noticing:
o 1 o
g :/dSiBZ- = /dSiBf—u = /dsigeijk e

1 em em Eabe cHa
ﬁgijk/dsi (@545 — D,A5™) + ~20,0"0, 2" ]

1
= ﬁsijkaabc/d&aj@bak@c(ba
eu

Substituting the above in the mass functional (279) we end up with

K'’? K2 -1 2 2 w2 H"? A
M= 47r/r2dr< + ( ) + L K°H? + + 2yt (H? - 1) (293)

e2r2 2e2r4 72 2 4

55 Tt is required, however, that the group contracted fields are on the same representation.
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where we employed spherical coordinates. We also omitted Ef', since in the static regime, the fields have no temporal
dependence and Af is 0.

It is rather useful to perform a change of variables on the mass functional

§:uer—>r:£
ue

d d
d€ = uedr — — o ued—g

52

ridr — ——dg

Then (293) becomes
ute? (dK\? ute? [dH\? wule? 2 ute? B? 2
M=4 — — K? -1 K?H? +ute?— (H? -1
T <£2(d5>*'2 (df)*’%4( VT I e ()

4 K2 1) K2H? B2
Wu/§d€<£2 H/Q—i-( 254) + = +62(H2—1)2>

where we also defined the parameter § as half of the ratio between the mass of the Higgs boson and the massive
vector bosons of our model:

1My 1u/2x ., A
p= ML A
2My 2 eu 2e2

where the masses have been drawn from (204).

We now apply the Euler-Lagrange equations for each of the functions K, H to minimize the mass functional:

oM _ d oM _
0K  d¢OK'
2(K?-1)2K , d
:T +2KH _Ig(?K) 0 (295)
K?-1)K
:>K//: ( 52 ) +KH2
As for the H field:
oM _ d oM _
OH d¢OH'
d
=2HK>+5° (H* - 1) — & (2H'¢?) = (296)
2 /
@H//:Qif —%+262H(H2—1)

where M is the integrand in M.

The system of the coupled non-linear ordinary differential equations (295),(296) cannot in general be solved analyt-
ically®S. We will take a short break now and talk about the Julia-Zee dyon, a generalization of the t'Hooft-Polyakov
monopole with a twist. It is endowed with electric charge too!

56 Yet, we will cover the 8 = 0 solution in due time.
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B. The Julia-Zee dyon

As we mentioned earlier a dyon is particle that possesses both magnetic and electric charges. The Georgi-Glashow
model we are currently studying admits such solutions. We just have to alter the t’Hooft-Polyakov ansatz (278) a
little bit so that we allow a non-zero temporal components for the gauge potential.

The Julia-Zee ansatz [18] we will be using for this section is

(ba = U7H('f‘)
v oy er
,ra
Ae—u g
0= U , (r

Not a great deal has changed from the previous section. We are just to calculate the ”color” electric field contribution
and see how this changes the equations of motion for our fields.

So,
Ef’ — F(()l; = aoA? — 31148 - eaabCAgAg

(4T 0) - e (L)

er
SaiT? — 17t re rt (11— K
e e < er ) (298)
Oai rort rapt rart Oai
= [TJ— I+ J(l—K)—r.](l—K)]
= —u [T . <J’— JK) +6‘“JK}
T T T
Now squaring it,
e o |(JK =g 3J2K?2 2(JK —rJ)JK
(E) (BEY) = u [ 2 + 2 r2
2
u
=— [JK —rJ)(JK —rJ —2JK) + 3J*K?
” [(JE ~rJ") (JK —7 )+ ] (299)
= 5 [FUK =T UK +1]) +37°K?]
’U,2
— — [2J2K2 +7"2JI2:|
;

Of course we do not want our fields to be singular, so we impose specific boundary conditions on J to avoid such
problems.

J—=0, r—=0

300
J—-C, r— o (300)
where C is an arbitrary constant and J has to approach 0 at least like 2.
The mass functional in the Julia-Zee case will be:
J K2 J?  K"? (K2—1)2 u? uw?H? ) 2
_ 2 2 u? 2772 4 (7172
Mf47r/r dr (U St aat oma T K+ (H? —1) (301)

Performing our usual regularising substitution: £ = uer, we get

2R2 g2 2 2 _1)? 272 2
47”‘/§ dé (']K +[§2 +1H’2+(K2£41) +K£f +62(H2—1)2> (302)
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Applying the Euler-Lagrange equations on each of the functions J, H, K we get
oM d (8/\/[) _ 0

8J  de\aJ
2JK? — J'€* —2J¢ =0 (303)
J = LKQ — 2;]/
&2 3

where M is the integrand in M. For H, we have

oL ()

OH  d¢ \OH'
2HK?+23% (H> —1) HE? — H"¢? —2H'¢ = 0 (304)
2 /
H' = %—%JFMQH(H?—Q

And last but not least

oM d (8/\/{) 0

0K  d¢ \ OK'
2(K?—-1)2K
2J°K + (252) +2KH? —2K" =0 (305)
K?-1)K
K'"=KJ*+ (52) + KH?

The magnetic charge of the system is the same as in the t’Hooft-Polyakov ansatz. Here, we can, however, calculate
also the electric charge of the dyon.

pe e\ 4
q= / dS;E; = / dS;Ee— = / d*zD; <E> == / r2dr B¢ D;®° (306)
u u u

Here,we invoked the Stoke’s theorem again and we used D;E{ = 0. We can deduce this by employing the fields’
equations of motion (188) as follows:

D;E¢ = DiF{, = —ecap.®’ Dy®°
= —€Eqbe (80<I>C — eacdequ)e)

d,.e

rir
= ngabCCI)bECdeuQT—QJ(r)H(T) =0

At this point, we can calculate the electric charge contained in the system. We will use the J O.D.E.(303) and the
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relationship between the fundamental units of electric and magnetic charge in our system®”

g=2 [ 2, {u (T YJK — ') — 5‘”JK> <“5‘”'KH+ ol (H’ - KH))]
u

r3 r r 72 r

_Aw 4

r2 T 3 r2
w?r?dr [7«4 (JK —rJ')KH + 5 (rH — KH) (JK —rJ') — T—2JK2H - (rH' — KH)JK
= 47ru/d7" (JK —rJ')(rH — KH+ KH) —3JK’H —rH'JK + JK*H]|
= dru / dr [rH'JK —r*J'H' —rH'JK — 2JK*H |

= —4ru / dr [2JK°H +1°J' H')

) (307)
_ % 2 § 2.2 g/ g7/
= —47nu 2JK°H + —=—u“e"J'H
ue u?e?
dm 2 2 7/ 17/
=~ [ de [27KH + 7' H']
_ A 2 g1 / 2 717yt
=~ [ dg [ H + 260" H + T H]
4
== [dg (&) s H + ¢ (s'HY |
4 / dT
- e[ o) = LT s
We have to pay special attention to the last step. Taking the O.D.E. (303) for J we have:
2 ST
&2 3
= J +2) =2JK?
= (gQJI)/ - 2JK2 (308)
= / (2J7) dg = 2/ JK2de
0 0
2 g1 _ 2
=¢ J|g:+oo*2/0 JK?d¢
We can now confidently state the final result [18]:
8 oo
q= —g / JK2d¢ (309)
0

On the classical level, there is no reason for the electric charge to be quantized, unlike the magnetic charge, so the
value of (309) remains arbitrary. At this point, we should also note the similarity between the Higgs triplet and the
0-component of the A field. In our ansatz (297) the two fields are parallel in isospace and one can consider the latter
as a second triplet field of scalars. This is called the Julia-Zee correspondence ¢ = Af.

C. The BPS limit

The Bogomolny-Prasad-Sommerfeld limit sets a minimum for the monopole or dyon mass [28]. Taking the formal
limit®® of the coupling constant A — 0, we have the following inequality for the mass functional (293)

M= % / C[(B7) (E7) + (BY) (B) + (D;®%) (D;®%)] (310)

57 That is g = 4?“
58 The limit is formal, because we need a non-zero potential to fix the value of ® at infinity.
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Now, we perform a little devilish trick®®. We introduce an arbitrary angle  on the mass functional
M > %/d?’x [(EY) (E¢) + (BY) (BY) + (sin® 0 + cos® 0) (D;®%) (D; ®%)] (311)
Completing the square in each term yields:
M > % / Bz [(BY) — sinf (D;®)]” + [(BY) — cos 0 (D; )] + / d3x [sin 0 (E2) (D;®%) + cos 0 (BY) (D; )] (312)

Of course, the first two terms are clearly positive and the following ones are just the electric and magnetic charge of
the system repsectively.

We, thus, get a Bogomolny bound for the mass of the dyon

M > /d% [sin@ (E¢) (D;®) + cos 6 (BY) (D;®@%)] = sine/d% (E&) (D;®%) +cos9/d3x (B&) (D;@%)

(313)
= FE > ugsinf + ug cos 6
If we want to saturate that bound, we need to set the squared terms to zero
E! =sin6 (D;9°
: (D;®") 1)

B = cosf (D;9%)

This way, we arrive at the BPS equations. The minimum of the energy functional with respect to the parameter 6 is
easily found to be

tang = 2 (315)
g
Rewriting the integral (309) as
T- 9 / JK*d¢ (316)
9 0

we realize that it is strongly connected to the duality principle, identified with the tangent of the dual angle Using
some basic trigonometric identities

Q po

sin (arctan g) =

_ q
2 2442
6 = arctan 4 = ) Vitte

cos (

Vit
- \/1+(g)2 - \/ng-HJ2

_
Qla

(317)

arctan g)

we arrive at the final form of the BPS bound

M > ur/¢? + g2 (318)

Let’s concentrate on the monopole configuration for now by setting ¢ = 0 or § = 0. Then using Mw = ev and
a = €% /4w, we can write the Bogomolny bound as

M
M > =Ny (319)
@
since aw < 1 the monopole is much heavier that the W boson.

Also, in our case the BPS equations include just

Bf = (D;®") (320)

59 This is the same trick used earlier in chapter VII A to find its exact solution.



Substituting the t’Hooft-Polyakov ansatz (278) and equating same tensor components we get

_Oai per Wi gy
er T
K' = —ueKH
dK
ued—5 = —ueKH
dK

and

Ta

7 a,.i KH
w2 ) =0 (- B
er r

(rK' — K*+1) = uer (rH' — KH)
(EK'—K*+1) =¢(¢H' — KH)

dK 2, dH
€—d§fK +1—£7d£ ¢KH
QdH K2

gcTs*l*

72

(321)

(322)

where we made use of the first differential equation to make first derivative terms of K go away in the second one.
We have arrived at a system of non-linear differential equations. This system can be solved analytically along with

the asymptotic behavior of the corresponding functions (285).

Starting from (321), we can solve®? for K.

K = -KH=
K/
e &
K =
(nK) =-H=
K = e

We have also absorbed the integration constant into the indefinite integral of H.
We now substitute (323) into (322)
E2H =1 — 2 HiE
Differentiating
2H' + EH" = —e2/ Hi o
Substituting (324) into the above equation
260H' + EH" = (1 - ¢&H')2H

2 2
1 ! !
H +EH +2HH ——€2H:O

(323)

(324)

(325)

(326)

We have arrived at a second order non-linear differential equation in H. There is no standard method in solving these
and a little bit of luck is required. Here, we try guessing that the solution will contain an inverse mononomial of

60 where we use primes for the d% operator now.
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arbitrary order.

c
H=G-—
é‘n
cn
H =G + gt (327)
Cn(n+1)
"
H' =G"+ W
Substituting this in (326) yields
, cn(n+1) 2 2cn 2c*n 2c_,  2cn 2 2¢
G/7T+EG/+6’”+2+2GG/7W7€7 +§n+1G7§72 +§n+2:0 (328)

At this point, we notice that the choice ¢ = n = 1 really saves us from a lot of trouble. Indeed, the resulting differential
equation magically reduces to

G'+G? = C? (329)

still nonlinear in its entirety, but integrable nevertheless.

[

Now, factorizing the denominator and splitting the fractions

11 1
g_/ZO[C—GJFCW—G]dG

Separating variables

Integrating

C+dG

20¢ =1
c¢ n|C’—G|

+D (330)

The next step is to solve for G, which is rather trivial. There is one concern though and that is the absolute value in
the denominator. The rigorous way would be to take distinct cases for the sign of the absolute value and work that
way. However, we remember that H = G — % and our ultimate goal is to derive a solution that minimizes the energy
functional and if our function has such a severe singularity, ain’t no way we will be achieving that. If we want to at
least have a chance, we should hope that G will induce another singularity in the same point that cancels the one we
are already burdened with. The only way at least retain some chances is choosing C' < G (at least this choice leaves
room for our function G to grow infinite).

After all this, solving for G gets us

_ 1+4+exp(2C¢ - D) D
G_l—exp(QCg—D)_COth<2£ 2) (331)

Employing the boundary conditions (285) H must go to 0 as £ goes to 0.

Using a power series expansion for the hyperbolic cotangent

& 22n32nm2n—1
COth.T = Z W
1 n x 3 + 220 x’ n
Sz 3 45 945 4725

where Bs,, denotes the Bernoulli numbers.
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The series converges for 0 < |z| < 7. So taking the limit to 0

. : D\ 1 , 1 ce-2 1
%%H_§%<coth(cg—2)—5>_§%<C£g,+ g~ T g) =0 (333)

we deduce that D =0 and C = 1.

So
H = coth¢& — % (334)

Now we turn our attention to K and equation (323)

K — o~ J Hdg' _ — [(cothe'~L)ag’ _ e—f(:;’:;‘g,’—s—l,)dg’
= e~ Insinh{+Iné+c _ ¢ é- (335)
sinh &

The constant ¢ has to be 1 for the asymptotic conditions for K to be resolved.

Note, also, that the solution of the first order BPS equations automatically satisfy the Euler-Lagrange O.D.E’s we
got earlier (295),(296) with 8 = 0. For example, substituting (322) into (296) yields the second order equation we
just solved (326)

2H 2H'
H“* 52 (17§2Hl) 5

2H 2H'
H' = £—2 —2HH' — £

2H' 2H
H" + i +2HH’—£—2:0

The compatibility of the K differential equations can be checked by direct substitution of the solution into (295).

The BPS equation along with the Bianchi identity yield:

D™ = B, 336
D, D,®" = D,B% =0 (336)
As a result
(D, ®%) (D, ®*) = D,, (*D,®%) =
= 8, (9D, ®") = 9,9°D, * + °9,, D, d*
= 0,90, 0" — eapcA) D0, P + B0, 0, D" — B ecape Al In P — €2apcOn Al PP
= 0,9%9,0° + ©%0,,0,,®" (337)

- %anan (®9)

where we used the Bianchi identity (290), that the covariant derivative of a product of same representation fields is
just its partial derivative (291) and the skew symmetry of certain indices.

With this in mind we can show that the energy of the monopole in the BPS limit is independent of the properties
of the gauge field and can be calculated from the Higgs field alone.
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In the BPS limit (313) along with (314) becomes

M = / d®z (D, ®%) (D, ) = 27 / r2dro, 0, (®*d%)

9 5, 1 0 5 0
= 2mu /r drﬁa T‘EH

2mu 0 0
== dfa—g <.§26§H> (338)

_277“52(1_ L )*“’
e £ sinh*¢

2mu . 52 4y
=—lim —5—=—
e &—0sinh” f e

0

where we used the solution for H (334), verifying the Bogomolny bound for the 't Hooft ansatz.

Srednicki, once wrote in his book [32]: ” Alas, the Georgi-Glashow model, which has monopole solutions, is not in
accord with nature, while the Standard Model, which is in accord with nature, does not have monopole solutions.
This is because, in the Standard Model, electric charge is a linear combination of an SU(2) generator and the
U(1) hypercharge generator. Nothing prevents us from introducing an SU(2) singlet field with an arbitrarily small
hypercharge. Such a field would have an arbitrarily small electric charge (in units of e ), and then the Dirac charge
quantization condition would preclude the existence of magnetic monopoles.”

This is also the main argument -presented in an intuitive way- why no one has searched for monopole solutions in the
Weinberg-Salam model. Things have changed recently, however, when Y.M. Cho and D. Maison had the ”audacity”
to attempt constructing a soliton solution with dyon properties in the Standard Model. The solution they presented
in [7], exhibits the monopole properties, in a very much elegant way, in what appears to be a mixture of the Dirac
and 't Hooft-Polyakov monopoles.
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XI. CHO-MAISON MONOPOLE

In this section, we proceed with a brief outline of the Weinberg-Salam model, along with the topology of the
Standard model, paving the way to eventually present the Cho-Maison solution.

A. Weinberg-Salam Model

Trying to unify the electromagnetic and weak forces, the first model to be proposed was that of Georgi and
Glashow®!'. However, the SSB of this model, despite exhibiting two massive gauge bosons and one massless which
one could identify with the photon, it failed to predict the existence of the neutral Z boson. So the Georgi-Glashow
model had to give its place to its successor, the Weinberg-Salam model.

This model is based on the spontaneous symmetry breaking of the gauge group SU(2)x U(1) to U(1). Rather
intuitively, we can already guess that this model has the potential to incorporate the Z boson, since the U(1) addition
to the Georgi-Glashow model, offers lavishly one more generator to work with.

To construct the Weinberg-Salam lagrangian density (ignoring the fermionic sector), we couple the SU(2)xU(1)
Yang-Mills field to a complex Higgs doublet.

1 a auv 1 v A 2
L= Fp,F™ — GG + (D) D' - 2 (818 —u?) (339)

where

F, = 0,Wg — 0,W4 + ge"*WI W

G/’”’ = 8/,LBIJ - 8VBH, (340)
D, =9, —ilrwe il p
H R 2 o 9 12

The spontaneous symmetry breaking of this model can be described by giving a non trivial vacuum expectation
value on the complex Higgs doublet®2.

(0]@(0) = ( 2 ) (341)

Exploiting the local SU(2) symmetry of the model, we can align the direction of the SU(2) internal degrees of
freedom®3, by performing independent transformations in different space-time points.

An arbitrary ® excitation can be written as:

i = 0
i’(x) = 6710 @5 ( o(x) ) (342)
U+ 5

The 6" excitations can be gauged away via a suitable SU(2) gauge transformation

B (x)=e 9 OTP (343)

61 See section VIII A

62 Only scalar quantities can acquire non trivial VEV because of the Lorentz invariance that needs to be preserved

63 or ” weak isospin” as is often called
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choosing o = =& .

g
So we are left with

a(r) = (HOJ&? ) (341

We say that the Goldstone bosons have been ”swallowed” by the longitudal components of the SU(2) vector bosons.
The o excitations are called ”"Higgs bosons” in a completely analogous spirit to subsection VIC.

To determine the particle spectrum in the symmetry broken phase, we substitute (344) into the Lagrangian (339).
To inspect the results qualitatively, it is useful to calculate the covariant derivative of ® keeping terms of up to order

one in fields®4.
_ L (o0 i [ gWi+gB, gWi—igW?\ [0
DH(I’ - u 1 ; 2 3 ’
V2 \ 9,0 2 gW,, +igW; gW; —g'B, u

_ L0 ) i W —igWy
\/5 auo- gWS - g/BM
Calculating the square of it

fpug — | L i (gL i TV 3 A0 ) i fgW,—igWE
(D,®)'D"® {\/5(0 8ua>+2(gW#+ng# gwy; gBHH [ﬂ(@p) 2u<gW5’—g’BM

(345)

NN

2

1 2
= 30000 + g (W) + (WD) + T (W) - 9'B,)’°

m

So, the Lagrangian (339) contains quadratic terms of the form

1 1 1 2
L= (040) (9"0) = smpo? + zg%u? (WAW'™ + W2W™) + = (gWi — ¢'B,) (W™ — g'B") +

(higher order terms) + (kinetic terms for W, B fields)

Although the o, W', W? have explicit mass terms in the Lagrangian, W3, B appear mixed. To unmix them, we
perform a field rotation in field space. This rotation is described by the following field redefinition:

A, = cos by By, + sin Oy W}

Z,, = —sinfw B,, + cos 9WW3 (346)
with tan 6y = %’.
The Lagrangian (without including interaction terms) now becomes
Losaaraic = 3 (0,0) (00) — 40”
- i (0, W, — 0, W,,) ("W —d"WH) + éngQWjW“‘
- % (0, W7 — 0, W) ("W — 9" W) + é g rAwEw (347)
- i (OuZy — 0uZ,) (02" — 0" ZH) + %ﬁ (9> +97?) 2, 2"
1

— 1 (OuA, = 0,A,) ("4" — 0" A%

64 This will give us the quadratic terms in the Lagrangian.
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We can now read off the masses of each boson

I 2\ M,
My =M,="2=My, Mz=2%(>+4¢%7= 348
1 2 ) Z 2 ( g ) cos 0 ( )

fg
2

There is, also, a rather easy way to calculate the o mass term starting from the potential with the help of (344),
keeping only quadratic terms

2

A 2 A 0
=_Z(®'® -2 == o a2
v=-S(@e-u) =3 (o u+\/§)<u+a> u>

V2
2
A o 2 ) A o o 2 (349)
——2((“@) ‘“) —‘z((“ﬂ”“) (“Wf“))
)\0’2 g 2 second-order in o 1 / 2 2
=55 (2u+\/§) = —5( 2X\u)o

Thus, we colnclude that the Higgs boson excitation comes equipped with a mass mpy = v/2Mu, via the mechanism of
Sponaneous Symmetry Breaking.

Inspecting the form of the Lagrangian now, we can come to the following colnclusions, regarding the degrees of
freedom in the SSB of the Weinberg-Salam Model.

Before SSB D.o.F After SSB D.o.F
3 massless SU(2) gauge bosons 6 |3 massive gauge bosons 9
1 massless U(1) gauge boson 2 |1 massless gauge boson 2
1 compplex Higgs doublet 4 1 Higgs boson 1

TABLE III: Degrees of Freedom in the Spontaneous Symmetry Breaking of the Weinberg-Salam model

As in our previous examples of SSB the Goldstone modes of this model have been swallowed by the gauge bosons
which now acquire mass. We, also, have a massless gauge boson A, which in the context of the Standard Model is
understood as the photon, the carrier of the electromagnetic force.

To understand better the symmetry breaking patterns, we observe the masslessness of A, comes from the choice
of our vacuum condition, which happens to be preserved by the generator % (1 + 7'3).

oo ()(0)-()

We can write the covariant derivative from (340) using the A,,, Z,, fields as

1 3 : 3 1 3
D, = (au +ig sinHWwAu +—9 (T — sin? ew(JrT)> Z,+ .. ) (350)

Explicitly

2 cosbOw \ 2 2
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We can verify this by direct substitution of the field redefinitions (346) into the covariant derivative

3

L. 1+7 ig T3 . 9 1473
D, =0, + igsinfy 5 A”+0089W<2sm Ow 5 Zy+...

3

1
= 0, + igsin Oy T (cos Ow B, + sinQWW;f)

. 3 1 3
1g (T — sin? 0y +27' ) (_ sin Oy B,, + cos QWW3) +

cosby \ 2
3 1 3 3 1
=0, +1ig T sin Oy cos Ow B, + ig T sin® QWWE’ —ig% sin@me;ri-...
3 -3 3 3
LT . sintOw 14T e, 14T (351)
+197Wu +ig Y B, —igsin” Oy > W, +.
1473 in® Oy 0
=0, —l—zg W3—|— g sin(‘)wcosﬁw—i—sm w1 T sin WB + ...
2 cos Oy 2 cos@w

T3 3 1473 9 . 9 .
=0, +ig— 2 W, + ig tan Oy, (cos Ow + sin HW) Bmu—ZQTtanewB#—i—...

,T ‘g
:(r“)ﬂ—l—zg?Wj’—i—zEBu—i—...

From (350), we can deduce that the fundamental unit of charge is
e = gsinfy (352)
Therefore, in the above example, we have the following SSB pattern

SU(2) x U(1) = Ugm(1)

B. Topological Argument

In the case of the Weinberg-Salam model, it was generally believed that there do not exist non-trivial toplogical
excitations with monopole properties. That is because the quotient space SU(2) x U(1)/Uem(1) has a trivial second
homotopy group.

Hoever, Cho and Maison argued in [7] that the Weinberg-Salam model can be viewed as a CP(1) theory, which in
fact has my (CP(1)) = Z.
More specifically, it is the £ field, which is to be defined at (356), that is to be regarded as the C'P(1) field.

But first things first. What is CP(1)? Well, it means Complex Projective Space of dimension 1 and is usually referred
to as the Riemann Sphere. The Riemann sphere represents the complex plane plus a point at infinity C U {oco}. The
topological structure that arises is that of a sphere and can be imagined as though the complex plane is wrapped
around an S? via a one-point compactification. Seeing, also the C'P(1) as the Riemann sphere, it is very much justified
why 72 (CP(1)) = Z as we have earlier discussed in IV B.

As a sneak peak and to elaborate the topological argument better, we present that the £ field is defined as the
normalized Higgs doublet from the Weinberg-Salam model.

=%p§ (i =28'®, cle=1)

The spherical topology of £ might not be obvious at first site, but using ¢ and with the help of Pauli matrices, we
can create a triplet field

B0 = ¢ire
It can be verified using the first Fierz identity of (361)

8"y = (¢lre)” = (¢le)” =1

a
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Stereographic Projection of the Complex Sphere on to the Complex Plane

COMPLEX SPHERE

J imaginary
\ tneridian

COMPLEX PLANE

FIG. 7: Image from [1]

and now it is clear that ® lives on a two-sphere.

It might also seem weird that we utterly ignored the p field, but as we will show in (357), the conserved currents
of the Electroweak model will prove to depend merely proportionally to p and all the non-trivial stuff stem from o
This can inferred from a decomposition of the kinetic term of the Higgs field in our models’ Lagrangian using p and
¢. This decomposition is presented at [20] and is as follows

A Iz
T _ ~ra paprv uv
— D@+ 2 (<I> P A) 4FWF G el
1 2 p 2 A 2 a papv %
R T R0 LY e

Here, it also £ that retains the covariant derivatives and p and p enters multiplicatively.

C. Cho-Maison ansatz

In the following, we will present analytically the results discussed in [7].

First, consider the Lagrangian (339)

o ~ 2 A + Mz 2 1 2 1 2
= [pyof -5 (el ) - {7 G
D,¢ = (au - ig’r ‘A, — 2*92'3“) & (353)

/
- <D# - i‘gBu> b,

where we changed the symbol of the Higgs doublet from ® to ¢ and W bosons to A, in order for the formalism to
match that in [7]. We also defined the SU(2) x U(1) covariant derivative and the raw SU(2) covariant derivative in
the lines above.

The equations of motion for the Weinberg-Salam model can be computed by minimizing the action functional via
the Euler-Lagrange equation on the Lagrangian.

D, (Dug) = A (¢* ¢ - ”;) %,
D, Fu = —j, = i% [qb*r (Do) - (ﬁm)Tnﬁ} : (354)

0,Gp =~k = i% [qb*( ) - (ﬁm)%].



Extracting the equation of ¢

oL oL

— -0, ———=0=
) (auqu)
(ia ™ pe L Ao ote
(+zg2A#+ZQB#>¢ 22((;5(],’) 3 10}
+9,Dlp=0=
A A u2
D,D"¢ = A (qs*qs - A) ¢
For the SU(2) Yang-Mills field, we have the following:
OF°
e = 63,00 — 6905,
8(8)\14%) AL k AvOkp

a(Dug) g :
_ _ Q a fa 2 _Q a sda
A7 —aAz ((“)ﬂ 5T Al Z2BH)¢ 227'5 Oku@
and
OF%

|24 abc bd c b sed

= —ge (5 Ok LAV—I—A 0“0

o A A5

Using the above and the Euler-Lagrange equations, we get

oL oL
941~ Mg @A) "

A 1
Re Du¢’r(_i)£_’_d5k ¢ _ Z fuva [_g&.abc (5bd5k Alc/ + Ab (SCda]w)]
{ : 2- } 2 8 g (355)
— O [—2F’“’“ (636 Oy — 5da5w5ku)] =0
DAFM =i (¢mDF g — (DR ¢)'r9)

The E.o.M. for the U(1) is much similar to the one we did now, but simpler

Now, setting

¢>=%p§ (2 =260, le=1)

¢ =¢re (356)
Au - ¢A> ’ Au
C, =it9,¢

The currents can be rewritten

1
2
90 (g g 9 (a (357)
ku:_T (2A#+2BM+C#> = <¢"ju)'
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It is easy to verify the second equation

/

e st e, (1)

Im{p{T (8 —z T“A“—z'g—/ )p{}

~

Q

2
/
:gxm{pgu B,p) € + pPeta, e — gp L agetrog—it ,,psg}
g g
ZQIm{p&,p—l—pQ(—i)C —Z—A“d) 2'2B,jp2}
g g
= 2p Im{C +z A, —HZB}
_ 9 29 9
= 2p (2Al,+ 2BV+C’>

where we used that C, € R.
This can be seen as follows using £7¢ = 1

We showed that C), is equal to its complex conjugate and as a result it has to be real.
We can also verify that

/

2 ~ ~ A~ ~ ~
kﬂ!;(d,.j#)_é;(g;’) B(p.A# ( B, +c>¢ b+ 56 (B 0,8)

90 g g
=0 [fa s gmiral

The verification of j, comes as follows.
First, we need to introduce some Fierz identities [24],[26].

)3 (¢'r'0) = (s'0) .
5 (176) (870) - (#6) (#).
(¢'7'0) (¢'0:0) — (¢'¢) (¢'70.0) =i (¢/7°0) 0, (& 7"0) e+

¢ 0. = 610,06 — (9,0) 10
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(358)

(359)

(360)

(361)

(362)
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Then starting from the RHS of the second equation from (354), we have
i [¢'7D,¢ — (D¢) r'0| =
g .
=i [pﬂT’ < v (p€) =i TJAJ wpE Z* ypfS)
g/ T
< L (p€) — i 57 TAT ¢ — 25 yp€> T'pE| = Expanding the covariant derivative

= ng (fT g V'Of +£Trig, 6 —i2 AJ Jet {7' TJ} E—gBE T ’5) Use anticommutator of Pauli matrices

—gw’ﬂé = Mﬁf)

p
9P (0t in e a etioy L T ai L I p
- (2 (617'0,€ - B,81re) + L4l + 23,,¢>)
2 . / A~ . )
_ % (g iy %Byap" + % (ngE%D Exploit ¢f¢ = 1
= 97'02 <gAf, + %/B,,éi + % (fTﬁ) (fTT"g%)) Use 3rd Fierz identity
= %)2 (gAl’, + %/Bngi + %Eijk (ﬁT‘rjf) 0, (fTka) + % (fTTif) (g*ﬁé)) Remember (ﬁ“ = fT‘r%
- 9792 (gA; + i/Buéi + %é X 0, T %g*#g (€0, - M*g)) Use (359)
_ 90 (9, i
=5 <2Ay+ Z B¢ + 2¢>< Dy +CV¢>
(363)
We are now ready to introduce the Cho-Maison ansatz
p=p(r)
. sin(§/2)e
§=t ( —cos(0/2) ) ’
¢ =¢&re =7, (364)
1 ~ 1 N N
A= gA(T)autcb + ;(f(?‘) —1)¢ x 0,0,

1 1
B, = ——=B(r)o,t — — (1 —cos )0,
g g

What are we to do with this ansatz? As in the ’t Hooft-Polyakov ( see section X A one or in the Julia-Zee (see
section X B), we will derive a system of differential equations for the functions of the ansatz.
This can be achieved in two equiavlent ways. We can either substitute the ansatz in the equations of motion or
calculate the energy functional in terms of the unknown functions and minimize the energy functional.
We will use the second way, as it is much easier to deal with a scalar quantity (i.e. the Hamiltonian) rather than all
those scary vectors and matrices.

However, before we get going, in order to showcase the first way, as well, we are going to see what we can get from
the U(1) gauge field E.o.M.

Substituting the ansatz (364) in the E.o.M. for the U(1) gauge field, we get

aMngzp( A po 4 2 B +C>
(365)

= 9,0"B, —,0"B, _92”< A“(—f“)—ngB#—i—C#)
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To proceed we need to calculate each term in (365).
For the d’Alambertian of B,

1 1
0B, = ——,0B0d,t — =0O[(1 — cos 0)0, ]
11 ag ! 1 (366)
= J2or (r*B) 9,t — ?8“ (sin 00,00, + (1 — c0s0)0,0, )
where we employed the d’Alambertian operator in spherical coordinates in the first term. Doing the same for the
second term

110 1
= ?725 (7’2B) ot — ? [cos H(VH)Q(?V@ + sin 0V208Vg0 + sin Gaué)a”@l,ga}
1
g (sinf 9,0 0*0, ¢ + (1 — cos§)00, )
367)
110 ,, 1 [cos6 . 1 (
= ?725 (7‘ B) ot — ? 2 Oy — sm@m cos 0
110,
where we ignored terms of the form 0,00"0, ¢ and 00, ¢, because they are zero, of course.
For the divergence of B,
" 1 " 1 " 1 " 1
0,BY = —58 Bo,t — EB(? Out — ?8 (1 —cos8)0,p — 5(1 —¢0s6)0,0,9 =0 (368)
For the right hand side of (365)
re 1
Al — = —Ad,t
B g H
C;=0,Cr=0 (369)
i 0\ o—ip
Cy = ictoye = (i) ( sin(2)e?® — cos? cos (3) e —0.
o= ilng = 5 (=0 (sn(§)ee —cos) ) ( sin (§)
and
<6
) . ) sin (5) e "
Cyp = i€10,¢ = rsine(iz) ( sin(§)e’? —cos §) ) < (23 >
(370)
_ tan (g)
2r
Substituting all the above equations from (367) to (370) into (365), we get
110, g’ (g1 g1 g1

Now, it is easy to see that all the choices for v lead to trivially satisfied equations®®, apart from v = ¢, which yields

. 2 . 9/2
B+;B:zm%3—m (372)

65 Maybe v = ¢ needs a little more work, but basic trigonometry suffices.
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This is how we extract equations for our ansatz functions from the equations of motion. Now, for the rest of them,
we are going to turn our attention to the Hamiltonian of the system.

We can extract the Hamiltonian density from the (00) component of the energy momentum tensor.

H = Too = —Go,G* — F§LF§" +2 (Do) Dogp — gL (373)

The Hamiltonian of the system is just the integral over space of (373). Defining the non-Abelian electric and
magnetic fields as

1 .
B =Ry BY = Loyt (374)
and their hypercharge counterparts
1 ,
Ey; =Gy By;i= igijkGJk (375)

We can write the full Hamiltonian as

1 1 1 1
H = /dst = /d?)l' {2 (E;l)z + 5 (B;l)2 + §E32/,L =+ 53}211 + (D0¢)T D0¢
B o (376)
+ax@WD%)+2(w¢—A) }
The process up to now bears much resemblance to the 't Hooft-Polyakov and Julia-Zee case,we discussed earlier.

The next step is to substitute the ansatz (364) into our Hamiltonian (376). This will prove to be a long procedure re-
quiring patience and care. To make it easier to ourselves, we are going to treat each term of the Hamiltonian separately.

Starting with what to be the simplest term to calculate, the Higgs potential.

N2 w2 2
vo -3 (55 (377
Now for the Uy (1) fields. We have
1 1
Eyi = G()i = (r“)()Bl — (913() = —8iBO = —ai (—/B(T)> = f/alB(T) (378)
g g
where temporal derivatives of B; vanish.
Its square is
i 1 i 1 2 B2

where B indicated differentiation with respect to 7.

Next up is the magnetic Uy (1) contribution.

1 sin 6
BYi = §5ijijk = EijkajBk = —7527‘;68]‘9 am(p (380)

We know the drill now. We square it.
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; 0
By By = sin” ——€ijkE€itm 050 O 010 0 Substituting the ansatz
By g2 i ¥ nP
in* 0
= Slg% (0510km — 0jmOk1) 0j0 Ok 010 O Using what we should have learned by heart by now (222)
sin2 9 2 m 2 . . 9
= T [(8;9 Omp)” — (Om8 0™ ) Contracting with the Kronecker delta’s
= sin” 0 (V0)* (Vg)* The second term in the brackets above contributes nothing
g?
1
=— Well, that certainly looks monopoleish
g’%r

(381)
Next station, our favourite SU(2) gauge fields.
The ”color” electric field is

E¢ = F8 = 0gAY — 0; A + geapc AYAS Definition
1 ~a a 1 b 1 d e
= —0;A(r )r + A( )O; (r) +gsabcfA(r)T—f(f — 1)acder—8i (r) Ansatz sub
g r g rg r r
1 252(1 a 1 a(sze _ i€
= —&A— Lot =t 1 (Sadbpe + Gaclpa) A(f — 1)7” r ot — i Using (222),(239)
g g s g r? s
1 a 1 25ia _ ,.i.a A(f =1 at _ .2 85ta
= faiAT— + Ly 0 N (f=Drirt=r% Symmetry washed off some terms
r g r3 g r3
1 a 1 257,0, 0 Q
7781AL+7A1,7' 3rr
g r g r
(382)
Let’s square it now!
A2 £2 4 o 2.4 _ .02
EES = {a ADA + f (" (6)° + = 2267 "s" ) 4240, g A
,
g1 2 f2 (383)
(A2 2 >
At this point, we should notice the similarity with the Julia-Zee ”color” field contribution (299).
The stakes are higher now. We will calculate the contribution from the ”color” magnetic field.
a 1 a a c
Bi = isijk (@Ak — akAJ + géabcA?Ak)
= 5ijkajA(]z + gsabcgijkAb'Az
(384)

1 r¢ —1 b r¢
= *8jf€ijk€abc 5k ( ) +523k€abcf 0 () Ok ()
g qg T T

g :
+ EgabcgiljkAjAz
As you can see, the expressions are starting to bite. We will treat each term in (384) separately, starting from

b c 2 kc k,.c
€ijkEabe o La L _ Ez]ksabca ~ o —rFr
— 8jfr k(r> p f 773,
a.
= gj%gijcgabcrb
oot (385)
= g (6majb aibaja) ,,,b

_ (Opf) rP6% — Oy fr'

gr?




The second term is messier.

f—1 rb re 1 f—1725% — pbpi p25ke _ pkpe
EijkfabcTaj - Ok ) = Ja€ikcabe ; 3 -
1 —1 . . ) )
= —5€ijkEabe (7“451”(5’“ + rbpdpkpe — pbpip2gke _ rkrcébj)
r
1 f—1 rbrif—1 rkre f—1
= —E&iik€aik — Eiic€abe — ——— ———E&ijk€aj
r2 ijkcaj g 4 ijcCabe 4 g ijkcajc
1 f—1 2703 f-1
= ﬁ((gwdﬂ - 5ij5¢1j) g - ; 2 (5111531) 5ib5ja)
2 f-1 f—1 2 ropt f —
= rfgéiai - 2T (dia) + r2 r2 g
And the last one is of course the worst.
d e f g
g r r r
§€abc€ijkA?Ac/;; = Eabcgz_ykt (f - ) 7 j ( r ) 6bde?alc (T) Ecfg
1 (f- 1) rdpf p25ie _ pipe p25k9 _ phpg
- 2912 2 r2 2 €abcCijkEbde€efyg

1 (f—1)2rdrf

= ﬁTrTfabcfijkEbdjfcfk
1 (f —1)2rdpf
= 297"2 ?"2 ((saj(scd - 6ad50j) (57,c6]f - 5Zf5(;j)
—17@1) 0a;0cddicO 0a;0cddifo 0ad0ci0ic0;f + 0adleidifd,
T2 2g (aJCdZC]f_ade'Lij_adC]Zc if + adcngcg)
_ (f _ 1)2 TiTa B ,ra,,,i B TaTi +37"a7"i
2g72 r2 r2 r2 r2
1 (f-1)2 _ .
_LU-12,,
r g
After all is said and done %6, we can write for B¢
Bo — (Opf) P67 — O, fr' N 2r“ri f—1 N rort (f —1)2
v 2 4 4
gr r g r g
rf&ia _ Oq frt n f2— 1ot
g gr? g
And we square it,
, 2
rf§ia aa i 2 _ 1 papt
R
gr qgr g T
ia)?2 2
_RPEY, @p et (o)’
g*r gt g°re
B 2rf5i“ (f2—1) rort _27"f5i“ dufr’ 8 frif2—1ra?
- gr2 g r gr2 gr2 r2 g ré
. . 2 .
S SR SN C et MDY A Vit ) NP AP I Ok
g2r2 | g2r2 g2r4 9273 9272 923
-9 f2 (f2 — 1)2
- 927“2 g2r4

66 and also substituting (385),(386),(387) into (384)

87

(386)

(387)

(388)

(389)
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Next up, we are going to calculate the covariant derivatives of ¢, but, first, we are going to prepare a little.

a

A r
Bpé +i——=1"— 390
I3 oWl mls (390)

i

2V2

TGL: 01 sin 0 cos @ + Q_l sin 0 sin ¢ + 10 cos
T 10 7 0 0 -1

/
D()d) = (ao — ’L.gTaAg — Zngo) ¢ =

Notice now that

. (391)
[ cosf  sinfe™"¥
sin fe’? — cos @
When this acts on £, we get
[ cos® sinfe=t sin(0/2)e~ [ (cosfsin g —sinf cos &) e7i¥
Z . . =
sinfe’® —cosd —cos(0/2) (sin@sin & + cos 6 cos §)
[ 20 .0 30 0 . 20\ —ip
_ (cos 58in g —sin® 5 zbm 5 (;oz )9 (392)
2sin? —cos— + cos? § — sin® & cos §
[ —sin Ze~
Cos 5
Therefore,
D — 393
And
iB 1A
Dy Doep = ( Pt + 5*) ( pf)
2v2 2{ 2{ 22 (394)
B B2p2 N A2 2 _2ABp2 _ (A—B)2 2
-8 8 8 8
One last term remains and that is the spatial covariant derivative.
b—(0,—i%a0r _i%p
Di6 = (0 i arrt 15, ) gt (305)
We also need its daggered form.
/
(D;p)" = o' (a +i2 TaAa - 253 ) (396)
The contraction of the two terms yields
/ /
i)' (D) = (016" + 1517t 45015 ) (91— 15774t 9 B
=090 — ig8-¢T Al — 'g—/B'a- f 9 gt re 490, ﬁ F(re42)?
=0; 9 Yi T A Z2 zz¢¢+z2¢7- iz¢+4¢(‘r 1,)¢
! ! ! 2
+ %qﬁ TIAYB + z"iw&aﬂp + @qsf TIAB; + Q—B%Hp (307)

— 9,010+ i (¢T ©A90,¢ — ;i “A“qb)—i— (quTqb—d)T@iqb)

/
+ Y gt a B+ Lol (AP o+ L Bioe



Now that is a lot of terms. Just as before we are going to treat them one by

Bd) 10¢ 4 1 9¢ .
Ve = 67 +7%0+rsin0%¢
_ Lo 1 1 cos(0/2)e™" 1
B \/§§r+ r\/§p2 ( sin(0/2) ) * rsind \/ﬁp( i) (

Calculating the first term of (397)

; 1, 1 0 ; . (0 cos (%)
T ai _ T — 2 -2 v +ip v b
0.:6'0'6 = VoI Vo= i+ up (am(2>e $n<2)>< N
_ 1 L o 2 (0 .o (0 p° sin®6/2
= p +87“2p <cos (2 + sin 5 +27“2 sinZ 0
p?
fp + — (1 +tan®6/2)

82

For our next term

2/

9” ninit, 90 1 2y 2
IB B'¢'¢p = =——— (1 —-cos0)*(Vo)
2
p 50 1
:—4 _—
8 sin” 2712526
_ p?sint /2
©2r2 sin%0
02

Next up in line is

92 + 2 92 T
T (AN 6 =T (T A) T A)o
:§¢T[(A.A)I+i(AXA)T]¢

2 2
= Lazarele = Laran?

2
1
— %97( F—=1)%p (729;7°) (#19,7°) € apeCade
(f o 1)2p2 b ,,,251'6 _ plpc Td ,,,251'6 o Ti’l"e
B
-1 2.2 b,.d
= U= (b — Bpeba)
o
(f = 1)%p? (f—1)*p°
M JFP 3 = _JF
8r2 (3 ) 472

where we used the following identity of the Pauli matrices
(a-7m)b-T7)=(a-b)I+i(axb) T

For the following term

89

one.

398
sin(6/2)e~*¢ (398)
0
e~ P2 )
_|_ —
g) ) 2r2sin” 0 )
(399)
(400)
Pauli Matrices identity
(401)
S-A terms vanish
(402)
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/ / 1 ’I’b rc 1
%ngTT“A?Bif = %pzﬁfT“f(f —1)—eawp0; <) <,> (1 — cos0)0;p
g r r g

1 ,,,b(sic

= _ZpQ (f—1) (5*7-“5) (1 —cos®) i PEabe Notice ¢ definition
11— oy
= _ (f 1)(2 cos ) p2¢ aabcr—acap Parallel vector cross product
r
=0
(403)
Bringing in the next one
9 B (8.6t — o'0.0) = izl LAV 5t
223z (&d) d— ¢ 8Z¢) —222zIm e (1 —cos0)0;p0'd' @
= —i(1 — cos0)iIm {V(p V¢)T<I)}
1 . 1 9¢'
= (1= cosf)Im { rsinﬂsorsin@ &0(P¢}
1 p? 0
=1-(1—cosf)—L—mm{ | Lt
2( o8 )TQSiHQG m{(&pg )f} (404)
1 p* . _ sin(6/2)e~% .
- (1- g 2~ _
27’2( COSQ)QSirPG m{(—i— sin(6/2)e 0) ( cos(8/2) (—1)

_ sin?(0/2)
 4r2sin?(0/2) cos2(0/2)
p? tan?(6/2)

2 4

p? (—sin®(0/2))

In this calculation one should notice that V only contributes its azimuthal part to the Higgs field, due to the
presence of .

We are almost done. Proceeding, now, to the final term.

%" (¢ A0 — 0,6 7 A7)

= %922' Im {QSTT‘LA?(;&} Cleaning up with Im

=—gIm {;prT“A? (0:p€ + pazf)} Expanding the derivative

= —g%paiplm { (fTT‘If) A?} —¢Im {ffTTaaiEAf} First term here vanishes after ansatz use

—1)p? )
_¥ Im {ETTaalfT’lﬁbaﬂﬁcEabc} Ansatz (405)

- 9m {(=7) (f = )"0 cape
-1 2 . 5i6 _ pinc .
- 7% Im {g’rr‘lalgfbwgabc} 7'7“does not contribute
r

—1)p? )
= _U=be o ) Im {@T“@T?bsabi}
_ (f = 1)02 1 . @
I wa— Im {5 (T xr)- V{} T denotes a vector with components 7
r
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To calculate the cross product, it is advisable to use spherical coordinates in order to prepare for the dot product
with V¢.

Therefore, we introduce the Pauli matrices in spherical coordinates [22].

sinfet*®  —cosé

. —ip
7" = cos psin @71 + sin @ sin o712 + cos 13 = ( cosf sinfe )

. Qi < —ip
79 = cos 0 cos p7' 4 cos fsin 12 — sin O3 = St 9 €08 .96 (406)
cosfe’¥  sind

_ ip
7% = —sin psin ! + sin g cos 7% = sin ¢ 0 e
ie'? 0

With these in our weaponry, we take on (405) where we left it.

PO @
U= ) o 106, 1 OE
I r 0 @ - — 0 _>
2r e R or T r 00 +7‘sin96g0(p
1 0 0 (407)
(= ) (1%, [
N 2r ( go) r 00 Jrrsin98gp('0
(=0 il 06 1 4,0t
= 7 i 1 R 05
2r mq s r 90 7"sin95 T Op
— 2 ) P 0 ,—ip
= _M Im i sin QeJrup — oS Q ‘ 0 e COS.26
2r 2r 2 2 g 0 smg
i I 0 —sinf  cosfe ™ sin fe~1¥
e (bm 2¢ o8 2) (cos fet®  sinf ) ( 0
(f —1)p? 1 /.0, 0\ [ —ie " sin?
- _ VTP ) = 7ol _cog 2
2r Y 2 (P o© %9 1Cos g
i .0 L 0 —sin@sin fe
+rsin9 (sm2e COSZ) ( cos@sing
_ 2 . .
:fuhn * fsinggfcoszg + Z fsinf)sin2gfcosesin9
2r 2r 2 2 rsin 0 2 2
(f-1)p* |1  1(. ,0 cos®%—sin®$
T | tr\Ma T 2
_ (f-1p?
2r2
Adding all equations from (399) to (XIC) gives us
-2 2 .2
D,¢'Dig—2 + 17 (408)

2 4r

Summing all our results up to now before plugging them into our Hamiltonian.
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vol(s-5)
By, Bl L
Ey,Ei L
Be B 2g£i2 (f;—rif
EiE | 4 425k
D0¢TDO¢) (;4—2)22/)22
Di¢p'Dip| G+ 57

At long last, our Hamiltonian (376) is

oo 242 42f2 D) 2 _1)2 B2,2 1
H:/d3a:7-[:47r/ PRACL LS S S i A
0

29 g2 72 29212 + 292 + 29212
A— B2y -2 2.2 )\ /2 2\ 2 (409)
A=B)"p” o P70 707 A (P N
8 2 4 2\ 2 A

At this point one should notice that our Hamiltonian contains an incurable diverging term 29,%7«2. That term
comes from the contribution of the Hypercharge field to the Hamiltonian which possesses via the ansatz a point like
singularity at the origin. The blow up of the Hamiltonian should definitily alert us and it is urgent to find a way to
regularize it. There have been numerous attempts to construct a finite energy Electroweak dyon in the context of

Beyond the Standard Model physics. For more, see (Cho et al., 1997, [6]), (Mavromatos et al., 2018, [21]) and (Ellis
et al., 2016,[11]).

Nevertheless, we turn a blind eye on this for now and continue minimizing the Hamiltonian by applying the Euler-
Lagrange equations on each of the variable functions living in there.
This is for B.

o don_
0B  droB
_ 2 5.2
éMTQ_i BT :O:>
4 dr \ g’
- .. (410
(B —A)p*r B o B
4 7“972—7“ 97 0=
_ 2,2
B+EB—(B A)pg” _
4
For A, we have
OH _dOoH _
0A  dr0A
92 _ 2,.2 2 4
2y AB)p  d (rfAY
g2 4 dr \ g2
y (411)
2f2 (A — B)p*r? 1 r2A
72 + 1 T92 e 0

2. 2f’A (A-DB)p*s

A+ZA- =0.
= +r 72 4 0
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Euler-Lagrange equations on f yield

O _doH _
of dr of
24 (P10, 2, d(2f
24 L i A 412
92f+ g°r? S d7'<92> ' .
A2 _(fz_l)f_92p2f _
foarg - "Ly =
and finally for p

oH _doH _,

dp dr Op

A=BPpo L g2 (012, _d o oy _
2 e+ 5 + Ar 5 v )P dr(pr)—O:> (413)

2 2 2 2

2 (o, Fr (A-B)p

PP A(2 A) 92 PR

This is the system of differential equations whose solution describes the Cho-Maison monopole. There is no
analytic solution for the given system and progress can by made only numerically. We show, however, as mentioned
in [7] the boundary conditions and asymptotic behaviours of the functions.

The boundary conditions ensuring a regular solutions in the SU(2) sector are

f0)=1, p(0)=0, A(0)=0, B(0)= bo,
f(00) =0, p(c0) = po, A(00) = Ag, B(o0) = B, (414)

The asymptotic behaviour near the origin is

fel4+amr?+---,
p251r6+"'7
A~air+---
B~by+bir+---,

(415)

with 6 = 1+T‘/§ And at infinity we have

[ frexp(=kr)+--,
exp(—v/2ur
p’:po+p17p( ; u)+_”’
A (416)
A:AO+71+--~,

B~ A+3176Xp<r_w) o

where po = \/2/Mu, k =/ (9p0)” /4 — A3, and v = \/(g% + g%)po /2.

D. Charge Properties

In this section, we are going to show that indeed the Cho-Maison ansatz (364) exhibits the magnetic properties
advertised.
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For this, we turn to the unitary gauge, which will simplify the calculations a lot, via the following gauge transfor-

mation.
(0
€—>UE—<1>7

| (417)
U= _i cos(0/2) sin(f/2)e ¥
sin(6/2)e’?  —cos(6/2)
Notice the remarkable similarity of this gauge transformation with the one in chapter VIII D!
It is easy to verify that in this gauge
po =59 (418)
But, what happens to the SU(2) gauge potential?
Well, to find out we have to perform the gauge transformation.
/ 2 .
A, =UA, U - 7 (0,U)U (419)
where the factor of 2 is included because we work in a basis of Pauli matrices 7 instead of 7.
As always, we will work out each term separately.
a_a 1 ~a,..a f_lAb ac\ .abc __a
A, =AT" = EAautr T4+ e 700, (7)e™ T
1 . _ 1 6,1,LC —_ mHRC .
— Lagprr 4 L1 T b
g r
1 , —1
= —AQtt" + f-1 apbgabi (420)
g gr
1 -1
= —Ad,tr" + -1 (=061 + 79519)
g gr
where we used spherical coordinates, exploiting the fact that 7* has only an r-component.
The transformation of the temporal component yields
1 1 0 in 8e—ie g i —ip 8 in 8e—ip
anutUTTU’lzfAﬁﬂt 'cc;sz sin ge . 'cosel sin fe .cc;sz sin ge .
g g sin Set¥  —cos § sinfet® —cosf sin gt —cos §
1 1 (421)
= ZAd,t R — A, T3
g 0 — g

The 6 component

f-1 coS g sin ge*w —ginf cose” ¥ cos g sin ge*"*" f—1 0 e %
-0 T 0 44 : -0 T 0 = +i (422)
gr singe™?  —cos g cosfet®  sinf singe™¥ —cosg gr e 0

and the ¢ term

- 1
—Ur*U ' = —fiT“" (423)
gr gr
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The additive terms of the transformation

o,U=0

(0 U) U~ = 1 [ —sin g cos ge_w cos g sin ge_w
2r \ cos ge“" sin % sin ge“’ — cos g

1 0 —e
2r \ e 0
(0,U) U~ = 1 0 —isin §e1® cos g sinfe ¥
i rsin@ \ isin %eiﬂ" 0 sin gew — cos g

i [ —tanf —e7¥
2r e tan g

And the resulting potential post-gauge transformation is

(424)

(sin 0,0 + sin 0 cos 0, p) f(r)

1
Ay — — | (—cospd,b + sin b sin pd,p) f(r) (425)
g —A(r)Out — (1 — cos0)0,p
From this, we need
3 1 1
A3 = _QA(T){M — E(l — 08 0)0,up,

/ 1 (426)
B” = —?B(r)aut — ?(1 — COSe)a;LQD

Introducing now the electromagnetic potential 4, and neutral potential Z,, via the Weinberg mixing angle Oy,

A, _ cos by sinf,, B,
Z, —sinfy, cos by Az

(427)
__ Y (9 g)(Bu
VaE+g?2\ ¢ g A3
we get
1 1 1
A, =—e <2A + /QB) Oyt — —(1 —cos0)0,
. g g ¢ (428)
Zu= (B A
with
/
e=—99 (429)

We now almost ready to calculate the electric charge of our solution.

qe = f dS-E = / dS'E; = / dS' Fo; (430)

but

1
9

Fup = 0A, — 0, A, = —e [ A+ 912,3] (7,0t — 7p0,t) — ésin& (0,00, — 8,0 0,,) (431)
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and of course

As for the magnetic charge

er? e

, 1 . _ ot 4
I = /dSiBZ = —§/d5’lsijk}7k = /dSZ ==

appears to be twice as large as the fundamental Dirac charge from the Dirac quantization condition.

As for the corresponding charges for the neutral potential, we have
G = 0,2, — 0,2, = é (B = A) (70t = 7,0,1)
It is evident that
Gij =0
so it does not possess a magnetic charge in the neutral sector, while its electric counterpart is

JTOi:fi(B—A)f,;

99’
4 ) .
qze = — 7r/e (T‘QB — 7“214) =0
g9 r=oo
qzm = 0

by virtue of the asymptotic behaviours of the functions A, B.

E. Gauge Invariance

96

(432)

(433)

(434)

(435)

(436)

(437)

While everything worked smoothly, proving the charges of our construction, one cannot ignore that we fixed the
gauge to achieve our malicious goals. Proving that this method can be altered accordingly and cast in a gauge
invariant way is a whole another story that certainly deserves our attention. One such attempt is presented at [5] by

none other that Cho himself, while interesting ideas are presented by Savvidy [30].

In the following section, I shall be showing my take on the gauge invariance of the model, which admittedly
has a lot of problems, but nevertheless succeeds on reproducing the results of the Cho-Maison ansatz in another gauge.

Let’s say that we do not go into the unitary gauge, but rather stay in the radial/hedgehog gauge given by (364).

Then, it is easy to see that
éa _ fa‘l'af — _jpo
¢ = p¢

1 1
Al = §Ac’)ﬂt 7 4 5( f = 1)eanc?0, 7.

- 1
A = 450" = = ADyt

(438)

Now for the first sketchy step. Inspired from the 't Hooft-Polyakov tensor, we write the Abelianisation of the SU(2)

tensor as

F,LLV == 8#141, - ayAy, + ;Eabca,u(z/gbal/qgcéa

(439)
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This seems to have come out of nowhere, but I think it grants the Abelian F),, the gauge invariance needed.

The second sketchy step of this derivation has to do with the unmixing with the Weinberg angle. In standard
Weinberg-Salam procedures, we are used to see this implemented via a rotation on the potentials like (427). One can
see, however, that if (427) holds, so does

Fuv _ cos by, sinfy, G (440)
Guv —sinfy, cos by EF,,

Here, we are using the unmodified version of the Abelian projection of course. We can verify as

Fuv = 0, A, — 0, A, = By definition
Oy (cos Ow B, + sin HWAE) -0, (cos Ow B,, + sin QWA,?:) = By employing (427) (441)
cos by (0,B, — 0,B,,) + sin Oy (6@4?’, — 8,,Ai) = Rearranging
cos Ow G + sin Oy Fy,
Similarly for G,
gp,l/ = a}LZl/ - 81/2;1, = By definition
Oy (— sin Oy B, + cos HWAE) -0, (— sin 6y B,, + cos OWAi) = By employing (427) (442)
—sin Oy (0,8, — 0, B,) + cos 0w (B#A,?j — &,Ai) = Rearranging

—sin 0w Gy + cos Ow F,,

Now with the modified (439), (427) does not imply in any way (440). However, the inverse is true. If (440) holds,
(427) is satisfied automatically.

Let us check how this works.
Fuw \ cosfy  sin by Guw \ cos Ow Gy +sin 0w F,y, (443)
Guv —sin by cos Oy F, —sinOw G, + cos Ow Fy

: : ! b 2cla
B Oy (cosOw B, +sinfw A,) — 0, (cosOw B, +sinbwA,) + g\/ﬁ%bcauﬁb dy P

Oy (—sinbw B, + cosw A,) — 9, (—sinOw B, + cosw A,) + ﬁﬁabﬁm”&aﬁ%a

Now,we can see that both neutral and electromagnetic tensor have been endowed with a ’topological’ kind of term
reminiscent of the topological current from the 't Hooft-Polyakov tensor (229). Also, noticing the argument of
the partial derivatives, we see that (427) is forced automatically, which is a good thing for our trick. If (427) was
violated, we would be doing something wrong. Of course, employing indirectly via (443) is not necessarily the
right way. One could argue, for example, that only (427) holds and the tensors are obtained via direct calculation
rather than rotating. Everything involved in this calculation should be taken with great caution and critical
thinking and the physical meaning (or physical meaninglessness) of it all is subject to discussion. Having warned
you all of the imminent dangers, we proceed with our calculation and let all the brave or irrational ones follow along!5”

To calculate the electric and magnetic content of F,,,G,., we need to calculate first their respective 4-potentials
and plug them in, while also not forgetting the topological current contribution.

67 The notion of the Weinberg rotation in terms of tensors is also found in [24] and [33]. The latter discusses the general independent of
gauge form of an electromagnetic tensor for the broken symmetry phase of the electroweak model.
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A, =cosbw B, +sinfyw A,
1 1 e
=—e (ng + g’QB> Out — 972(1 —cos6)0,p
(444)
2, = —sinfw B, +cosfw A,
e e
—(B—A)0,t+ — (1 —cos0)d,p,
gg'( ) gg’( 0u

Comparing with (428), we see that both potentials now have monopole like terms. This might appear as problematic,
especially for Z,, whose field we expect to exhibit no charges, but the topological terms we added, are here to save
the day! Notice, also that electrically everything remains the same as in the unitary gauge.

We need
Fi = 0, A5 — Op Ay — g%sabcajfbawfa
_ _g% sin 60 (9,0 O — Ol D;0) — g%r%sabcfaajbakc
So
EijkFik = —29—?2 sinf (V6 x Vnp)|i — g%gsajkeijk

e . 1. 1 ‘ e r¢
= —9?2SID0 (’/‘0 X Tsind)@)’ — ngT‘iQ (6ai§jj — (5aj5j-)

1 1 . /2 2 . 2 .
:—262(2+/2)W:_262 e L=t
AT g =\ (99) er

We are now in position to calculate the magnetic charge of the electromagnetic tensor in the ’hedgehog’ gauge.

1 ; 4
qm — /7§€¢jkfjkdsi - ?ﬂ— (445)

The magnetic content of G,,, can be found as

1 b Jcla
gjk: —ajZk - (9;2;2] + WEchaj(b 8k¢ ¢
1 1
. O R—— 416
Vi + g7 © i9) NCET (446)
1 re

= # sin 0 ((%9 8k¢ - 8k9 8]¢>) -

And upon contraction with Levi-Civita,

V9?2 +g"? 2ok

25in0 (VO x Vo) — ——2_" _g (447)

1

Therefore, G,,, possesses no magnetic charge. We conclude that this method yields the same results in the hedgehog

,’k
€ijG’" =

gauge as well as in the unitary gauge (since derivatives of (;AS“ vanish there.
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F. Clarifications and Discussion
This one chapter shall serve as a closure to the Cho-Maison monopole discussion. We will present some peculiar-
ities with SU(2) Yang-Mills field equation of motion in the Standard Model (354) that is seemingly not manifestly

gauge invariant. Based on this and discussions from Restricted Gauge Field theory [4], we will show the group
transformational properties of ¢* and the Abelianization of the Weinberg-Salam theory [5].

1. Gauge Properties of SU(2) Yang-Mills field in Weinberg-Salam model

Remember (354) in vector form states

D,FS, = —j¢ =

nv

[N

o7 (Ds) - (D.9) 770)
In adjoint representation
D,.(Ff, ™) = —j, =i} [qb*r“ (D.6) ~ (D.o)' Taas} 7"
Now it easier to perform a gauge transformation.
UD,F,r"U" = —j, = ig |:¢TUTT'1U (ﬁygb) - (ﬁyqb)T UTTaqu] o
At first glance, the two sides of our equation seem to behave differently, which would ruin our day and definitely the

Standard Model. Thankfully, this is not the case here, because we can prove that the two sides indeed transform the
same way, but closer inspection is needed. It is also helpful to work with infinitesimal gauge transformations here,

approximating U with
U=exp (igaw’) ~ 1407 (448)

We can show for the left hand side of (354) and in general for any adjoint representation quantity that

D, F % = UDMFEVTQUT Adjoint rep transformation law
=(1+ i@ﬂ‘rﬁ) (DHF;VT“) (1-— i&ﬁrﬁ) Infinitesimal transform
=D, Fj, 7" + i@BDuFﬁ‘y (T’BTa — TaTﬁ) Keeping up to second order terms
=D, Fg, 7 +i0°D,Fg, [v7,7°] (449)
=D, Fj, 7" + 0P F 3,,2'56 ek ol Rearranging-Renaming indices
= (D.FS, +i0°D, Fy,ie?) 7¢

At this point, one can notice from the first and last row of the above calculation that

D, F2 = (6*7 +i0°7*) D, F}, (450)
and setting
(T7),, =" (451)
we get
DHF;:; = U3><3D/AF;:V (452)
where

U3><3 = exp (z&ﬁTﬁ)
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We see that adjoint representation quantities can also be transformed as 'vectors’ under the transformation generated
by the structure constants!

Now, we are going to perform a similar procedure on the R.H.S of (354), but for simplicity we are going to bother
only with the first term, since the other one has the same transformational properties.

o'UTroUD, ¢ Second term of (354)
=¢! (1- i@ﬁTB) T (1+ 2'957'5) D, ¢ Infinitesimal transform
=¢' D, pT +i0° T (TQTB — 1'57'0‘) D,¢%1T® Keeping up to second order terms
=¢' D, 7" +i0° ' [1*, 77| D, pT* (453)
=¢' 7D, ¢ +i0°¢'ic ' 7D, pT
=o' rD, 7 +i0° ' 7D, P iV T Renaming-Rearranging

= <¢TTO‘DV¢ +i6” ((ﬁTT’YDV(ﬁ) ieo‘f”) T

Now comparing the last line of (453) with the last one from (449), it becomes evident that (354) holds indeed in
every gauge!

2. Transformational properties 0f¢3

This brings us to the next topic. We remind that

¢t =¢lreg (454)
which is a triplet. Now a gauge transformation on this makes it look like
¢ = ¢futreug (455)

which is in the limbo between an adjoint triplet and just something weird. We are going to show that it is in fact an
adjoint triplet. One can notice that the structure of is the same with (453) and as a result, a similar analysis reveals
that it indeed transforms as in adjoint representation.

There is also another interesting way to deduce this and that is to check its covariant derivative.

First, we should state the following identity for fundamental representation objects

D, (¥'%) = D,9) ¢+ ¢'D,w =9, (v'y) (456)

which can be verified be simple calculations. The only remark here is that the covariant derivative goes under the
dagger operator when performing the multiplication rule and that is to guarantee that our quantity is a group scalar
as it should. A
Inspired from this, we will calculate the covariant derivative of ¢.

D,¢" = (D,&) 7% + €7D ¢
= €' re+iS Ale P roc 4 hroD g —if Al rorte
=0, (£Tr9¢ —igAﬁgT 7o P ¢

16770 4 o o) .
= qua—zEAgz'saﬁVgTﬂg

= Ou¢” + S ALY

which is the covariant derivative of an adjoint representation quantity as we have shown in (99)!

This is indeed really, since now that we have our hands on an SU(2) triplet (which is also trivially invariant under
U(1) transformations), we can impose the condition of the vanishing covariant derivative at infinity much like in the t
Hooft-Polyakov case of chapter VIITF and create the modified SU(2) Abelian projection tensor in the Weinberg-Salam
model (439), instead of summoning it through the mystical arts of guessing.
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XII. FINITE ENERGY ELECTROWEAK MONOPOLE
A. Born-Infeld Regularization of the Cho-Maison Monopole

We return for now to the problem we met at (409). As you may remember the energy of the Cho-Maison monopole
has an incurable divergence because of the singular nature of the hypercharge monopole field.

We can write (409) separating the divergent part with everything else.

H=Hy+ H;
* 1
H0:47T/0 Wd?”
oo 242 2 2 2 2 2 522
s, r2A2 A2f2 f2 (fP-1)" B (458)
Hl—/d x?—l—47r/o dr 5972 + 72 —|—g—2+ 2g2r2 + 2
. 2
(A=B)p* 5 0" o Pr° MN(pP* 1\
+ 3 e+ 5" + 1 +2 ) h\ T

The divergence of the energy functional casts serious doubts on the existence of a consistent monopole solution
in the Weinberg-Salam theory and calls for an urgent extension of the model if one wants to acquire a finite energy
solution.

Here, we will examine the Born-Infeld extension of the hypercharge sector as proposed by Arunasalam and
Kobakhidze [3] and continued by Mavromatos and Sarkar [21]. The modification proposed requires only the sub-
stitution of the hypercharge field kinetic term with a non-linear Born-Infeld term as shown below

A 2\? g 1 1 ~ N2
Lpr=—(D,9)" (D) - 5 (¢>T¢ - L;) = g Ew T+ B? (1 - \/1 + TﬂszG’” T (GWG'“”) ) (459)

The formalism is the same with the Lagrangian of the Weinberg-Salam model from (353). The only additions

we have to clarify are éxw = 1/2¢,,,,0G"?, which the dual tensor of G, and the parameter /3, which is generally
connected to the string mass scale®®, but here it is sufficient to consider it a free parameter to be identified by the
experiment.

Having our Lagrangian, the next step is to acquire the equations of motion. As one may expect, they do not
differ that much from the ones we derived before on the Cho-Maison monopole. In fact, only the one related to
the hypercharge field is modified. We do not do the derivation here, but one can intuitively understand that upon
differentiation the square root moves to the denominator and on the numerator remains a function of G,,,,.

D, (D) =A (66— 5 )0

D.,F. =-j,= ig {@T (]5”¢> B (ﬁV(z’)TT(b} ’ (460)
0| O (GusGer) G | = ho= i o (Dus) - (Do) o]

68 The Born-Infeld parameter 3 has dimensions of [mass]?. The ESM Lagrangian reduces formally to the SM Lagrangian for 8 — co. In
the context of microscopic string theory models, the parameter /B oc Mg, the string mass scale [21].
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And after the equations of motion are settled alright, we propose an ansatz, which in this case is very much the

same as the Cho-Maison (364).

1
¢ = ﬁpf
£=i sin(0/2)e=%
N —cos(0/2) |’

b=cire= s,

A, = éA(r)@uté + é(f(r) —1)¢ x 0,
1 1

BH = —?B(T)aut — ?(1 — COS 9)(%%

(461)

The solution indeed preserves the same magnetic charge, which can be shown in a very similar manner to the

Cho-Maison case.

We can see this briefly by switching to the unitary gauge

_ (1 . . cos(0/2)  sin(f/2)e™*?

and

1 (sin 0,0 + sin 6 cos pd,,p) f(r)
Ay — — | (—cospd,0 + sinfsinpd, @) f(r)
g —A(r)0ut — (1 — cos0)0,p

All the same as in chapter XI D, nothing new to see here. Rotating to the physical fields

Ay _ cosfy sinf,, B,
2, —sinfy, cosfy Ai

1 9 ¢ B,
Vi \ 9 9 )\ 4

we get
1 1 1
A, =—e ?A + ngB Oyt — g(l —cos0)0,p
e
Z,=—(B—-A),t
iz gg’( )0y
with
/
e=gsin(0w) = 99
92+ (9)

Now for the monopole solution, one needs to set A(r) = B(r) = 0. Then

1
A, fg(l —cos0)d,p
Z,=0

(462)

(463)

(464)

(465)

(466)

(467)
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It is now evident that the solution represent a dressed Dirac-like monopole whose magnetic charge is twice the

fundamental Dirac charge%?.
4 Am\Jg®+ (¢
TV (468)

dm = — = 7

e 99

Our final step here is of course to show that the solution also has a finite energy!

Before that, however, we should also take into account if the Cho-Maison ansatz (with A=B=0) still satisfies the
modified equation of motion for the hypercharge field. Thankfully, we have done the same analysis in the Cho-Maison
case’® and at least the RHS remains the same, which means that for vanishing A and B, it equals 0.

The hypercharge magnetic field is By; = %ri. Therefore G, has only spatial components.

Gl‘j X El‘jkB{g/
We do not have an electric field, so
GaﬁGa’B o« B%,

and Ga,@éaﬁ = Gope®®PG7 but for G4 to be non-vanishing a, f must be spatial and so must be v and 6. In that
case, though at least one index has to be repeated once and the term is cancelled by the Levi-Civita tensor. So the
LHS is of the form

EijkBYk (T)

1+ ﬁGagGaB

0;

Considering that only differentiation with respect to r could yield a non trivial result and that only the r-component
of the magnetic field could contribute, we see that again the Levi-Civita tensor stands in the way leading a vanishing
result for the LHS as well.

For completeness, we state that the rest of the O.D.E’s from the ansatz substitution into the equations of motion
remain intact and are exactly the same as in the Cho-Maison case.

Now we are ready to tackle the energy functional. Remember that all the terms except for the kinetic one of the
hypercharge field remain unchanged. Also, since we examine a time independent solution the appearance of such term
in the Hamiltonian will be the same as in the Lagrangian with a reversed sign.

H=Hy+ H;

; 2 R 2
) f2 (f2 1) 2 ) f2 2 A 2 2 ) (469)
H, = (13?-[——47'(' dr— 4+ *—u—+— 4+ —pr° + L + = o2
' / ! /0 e 2212 2" 4 "o\ )"

while the (not anymore) singular part is

Ho—dn [ 124 14 L am— - (q,,amw) - g
O—TI'O r-ar +27/82 nz _W( ny )_B

= 47/0 B2ridr {\/1 + TBQQBWB; - 1} Using results from above
o [T 22 ! I (470)
7471-0 /67’ 'S 1+W71 rushing up

1/2 oo
=4 (gi) / dx [\/ 1+at— xQ} Via x = +/¢’Br substitution
0

69 That is gm = 27/e
70 See equations (365)-(372).



104

Now that’s an interesting integral and who are we to back away from such a challenge.

/ (\/1+x4—x2)d:r:
0
> 1
/ S -
0 14+ 2% + 22
/°° dy coshy
o coshy +sinhy 2\/sinhy

dye™Y(y/sinhy) =
\/sinh yefy‘oo + / v/sinhye Ydy =
0 0

S—

Y4+ —e~Y o0
lim 4/ e—’—%e_y -0+ / v/sinhye Ydy =
Y— o0 0

= —— [ (1-2)27344,

1 31
- 537 (73)
L'(3/2)r(1/4)
44/21(7/4)
sD(1/2)T(1/4)
44/23T(3/4)
_ V7 (/4
6v2T(3/4)
Vsin (%) 12(1/4)
6\/577
_ /4
=5/

Multiply with the conjugate
Set 2t = sinh? y

Use coshy + sinhy =e™Y
Perform partial integration

Both limits go to zero

Now substitute y = Inwu

And w=1/u

Set 2z = w? (471)

Beta function definition appears

r
Expand with B (z,y) =

Use I'(z+1) =2 (z) and ['(1/2) = /7

Employ Legendre Duplication Formula

Solving analytically the equations for the ansatz functions one can now determine the mass of the monopoole with

respect to the free parameter 3.

Using the value of ¢’ in the Standard Model (¢’ = 0.357) the ex-singular part is calculated as

H, ~ 728/

Hy is already finite readily from the Cho-Maison case and its value depends on the type of solution or approximating

method used and turns out to be of order 4-10 TeV [5],[21].

In Mavromatos and Sarkar [21] using their interpolating function solution, they obtain
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Hy ="7617 GeV

thus giving a monopole mass as a function of the parameter 5 in the form of

total = (72.81 (GeﬂV)Q + 7617) GeV

Now, some remarks for the closure of this chapter. In our model, up until now, we have considered the S merely as a
parameter that is to be constrained by the experiment and that it refers only to the hypercharge part of the Standard
Model. However, considering low-energy field models derived from limits of string theories, we expect the non-linear
Born-Infeld behaviour to be inherited to the whole SU(2) x U(1) gauge group of the SM and that definitely calls for
further research. It is indeed reported in [14] that in an SU(2) Born-Infeld model, monopole solution stop existing
below some critical value of the Born Infeld parameter 3.
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Conclusions

Finishing our discussion on the Cho-Maison monopole, it is time we drew some conclusions. We have shown
the interconnection between the existence of topological or not magnetic monopoles and the quantization of the
electric charge, thus providing a beautiful explanation of such quantization. For this reasoning to hold, however, it is
mandatory that a magnetic monopole is found in the physical world, but experimental evidence are so far non existent.
It is, therefore, evident that experiment and theory collaborate paving the way to the truth. Of course, nature - and
thus the experiment - is the one to have the last word on everything we propose, but monopole theories especially
those possibly applicable to the physical world (meaning in the SM or unified versions) must be brought under careful
consideration. The Cho-Maison monopole is one of them but the problems associated with it pose serious questions
on each existence. In this thesis, we tackled the gauge invariance of the monopole and provided a gauge invariant way
of generating solutions in contrast with the unitary gauge chosen by Cho and Maison. We also merely scratched on
ways of regularizing its infinite energy, an issue which calls for urgent resolution. Further research is also required on
Born-Infeld models incorporating the whole gauge group of the Standard Model.
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