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“Do not dwell in the past, do not dream of the future,
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[Tepiinym

Ta acvppata dixtva wéumtng yevidg (fifth-generation, 5G) égouv oyedwnotel yia vo
OVTOTOKPIVOVTOL OTIG OAOEVO, KOl TTLO OTTOLTITIKEG OVAYKEG TOV SLUPOPETIKAOV OVOSVOUEVMDV
vnpectdv  pe  Egxoprotés  amotnoelg:  Evpulovikég vanpeciec vymAng  ToyvTnToc,
€TEPOYEVELG, eEPETIKA 0EIOMOTES, ACPAAELG KOl YOUNANG KABLOTEPNONG. XTA OGVPUOTO
diktva mépa and 1o 5G (beyond 5G, B5G), 01 d0pu@opikéc EMKOVOVIEG Kot YEVIKE TOL [n)-
emiyeln dlktva Bewpoviviorl TeXVOAOYieg evepyomoinong AOYm Tng dvvatdTnTog ToPOyNs
TOYKOG OGS KAADYTG, TNG CUVIEGOTITOC OTOLOKPVO LEVMY TEPLOY DV, TNG EXEKTUCIUOTITOG
Kot NG ovOeKTIKOTNTAS Tovs. Ot dopvEOPIKEG TEYVOAOYiEG €lvar NN OPKETE MPIUES Yid
Lev&elg vmootpiéng (backhauling) kat yio epappoyég Awdiktoov tov [paypdtov (Internet
of Things, IoT) xkdvovtag ypnomn dopveopwv VYNNG pvBuamddoong (high-throughput
satellites, HTS) om {ovn Ka (20/30 GHz). Emiong, apketéc ebBvikég kor moAvebvikég
SloTNUIKEG VINPEsiec ovppetéyovy oy e€epevvnon tov Pabéng Swuotiuatoc (deep-
space), kovtd ot ['m (near-earth), tng ZeAqvng kot tov Apn Ko oxeddlovv Kol GAAES
arootorés. H Pedtiotonoinom tov opueopik®y EMKOVOVIOV VoL EVOC OKOUT GNUOVTIKOG
topéag otn Prounyoavio Tov véov SwotnpoTog (new space). Ady® TOv TEPLOPIGUEVOL
dwBéoipon pAcpaTog, ol Tapadoctokég (evéelg padioemkovovidv (radio frequency, RF)
AdLVOTOVV VO TAPEYOLV TOGO VYN AN puBpanddoon. H ortiky enicotvavia ehevbépov ydpov
(free space optical, FSO) eivon pia evaAloxtikn pe mowido migovektiparta Evavit tng RF mov
Exel KePOIoEL aLENUEVT TPocoy 6T H0pLEOPIKT KowvoTNnTa. Q6T1dc0, 1 FSO givar gvdimn
0715 60POPEG EMATMOGELS TOV ATULOCPUIPIKOV GTPOBIAGUOV, TOV COOAUAT®OV GTOYELONG KoL
TOV omvOnploudy.

H mapodoo Alotpiff] eTkevIpOVETOL GTNV LEAETT TOV OTTIKMOV SOPLPOPIKMY GLUGTILLATOV
EMKOWVOVIOV Kol EWIKOTEPA OTNV HOVTIEAOTOINGTN TOL OMTIKOV JSldAov Katw Levéng
(downlink, DL) kot 6t BEATIOTOTOINGN TS KOTAVOUNG 16YVOG GE OTTIKA S0pLQOPIKE SikTVA
TOALOTAGV €10000v - €£60wv (multi-input multi-output, MIMO). Aivetor éupaon ota
ducpev] EOWOUEVE TOV OVTIMETOTI(EL 1 déoun @®TOG Katd Tn Olddoom o1 ynwn
ATUOGPALPO KOl OTIG TEYVIKEG AUPAVVONG TOV QOIVOUEVOY aDT®V. Apyikd, yioo TNV akpipn
TPOPAEYN TOL oTVONPIGHOD évtaong akTtvofoliog Tov DL ontikod koavaAiod avamrtiydnke
pebodoroyio. mov TOPAYEL XPOVOGEIPEG LE YPTOT] GTOYOUCTIKAOV S0POPIKAOV EEIGHCEDY M
omoia emkvp®ONKe Ko eMPEParmONKE ©C TPOG TO CTATIGTIKA TPAOTNG Kot deVTEPTG TAENS
(ovvaptnon mokvotntog mTOAVOTNTOG, COPOIGTIKY] GLVAPTNOT KOTOVOUNG, (OGHOTIKY
TUKVOTITO 16Y00G) LE TEPOUATIKG dedopEva. Xt cuvexela, eetaloviol cevapla apydc
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OTTIKAOV S0pLEOpIKGV cvotnuatov MIMO kol mpoteivovtal adyopiBpol BEATIOTNG Ko
OOJOTIKNG €KYOPNONG oyvoc. To kOplo mpoPANUa S10TVIMVETOL ©OC KLPTO TPOPAN A
BedtioTomoinong Ue TEPLOPICHOVS HEYIOTNG EMITPEMTNG EKMOUMNG 1OYVOGC LE OKOmMO TNV
LEYIOTOTOINOT NG YOPNTIKOTNTAG KOl KATOMVY amocuviifetar og oveEdptnta Kvuptd
vrompoPfiiuota. H 6An mpotewduevn pebodoroyia esivor Poaciopévn otov aiydpiBuo
vdpomAnpwong (water-filling) kou kovomoiei tig ovvOnkeg Karush-Kuhn-Tucker (KKT).
Eniong, diepevuvatar o BéATiotog €leyyog 1oyvog o€ vPPdKd dopveopikd diktva (Yprion
emyeiov relay). ®egwpeiton n otk DL (eb&n anokwdikomoinong-kou-tpoddnong diming
avamonong (dual-hop decode-and-forward) Yoo o yewotatikny dopv@opikny TMyA.
AouBavovior vToyn 1 YOPIKN CLGYETION, Ol UNTPEG KOl GUVIEAECTEC GUGYETIONG. AKOUT, TO
TPOPANUO BeXTIGTOTOINONG 10YDOC SATVIMVETOL KOl EMAVETOL UN-YPOLUIKA Y10, GYNUATO
VPP1OIKNG avtodpaTNG aitnong enavekmtounng (hybrid automatic repeat request, HARQ) o¢
YOUNAnG tpoyudg dopvedpovg (low-earth orbit, LEO). AxolobBwc, t0 7pofinuoa
BeltioTomoinong 16300¢ EVOMUATOVEL TA. GOAAUATO GTOXEVCTG KOl TPOTEIVETAL EDPOOTN
pebBodoroyia yia trv avtipetdmion g afefordtnrag g ontikng drtakvpaveng (jitter). Télog,
N Awzpipn] olokAnpdvetol pe TV HEAETN aAyopiBpmV VELPOVIKOV SIKTO®V, LNYOVIKNG,
Babidg kan evioyvtikng pdonong. Ipoteiveton alyopBpog ywpig poviélo (model-free) mov

pe axpifela mpoPArémel T PEATIOTN KATOVOLY] 16YVOG GE KAOE ONTIKO KOVAAL.

AéEarg Kierdord—aryopiBpog vdpomAnpmwong, acvppata diktva 5G, ACOPUOTEG OMTIKEG
EMKOW®VIES, atpHoo@olpikol otpofiiiopol, fabid evioyvtikn nabnon, Péltio exympnon
1GYVOGC, SOPLPOPIKEG EMKOVAOVIEG, dopLPOPIKES Levéelc kKaBOdoV, EAeYYOC 16YD0G, EpYOdIKN
YOPNTIKOTNTA, EOPOSTN PEATIOTONOINGT], AOYUPLOUOKAVOVIKES OLOUAEIWELS, KOTOVOUT TOPWV,
Kupth PeArTioTonoincm, HOVTEAOTOINGT, VEVP®VIKG OIKTLM, OTTIKG SOPLPOPIKA diKTLa,
onTIKO VPP1OIKS SiKTVO, CTIVONPIoUOL, GTOTIGTIKA LOVTEAQ, GTOYOOTIKA LOVTELD, CLGYETION

kavaiov, GEO, LEO, HARQ, MIMO, ARTEMIS.
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Abstract

Fifth-generation (5G) cellular networks are engineered to satisfy the unique requirements
of a variety of emerging services, each with escalating demands: Broadband services
characterized by low latency, security, high-speed, diversity, and high reliability. Because of
their universal coverage, connectivity, scalability, and robustness, satellite communications
and non-terrestrial networks are regarded as enabling technologies towards beyond 5G (B5G).
High-throughput satellites (HTS) in the Ka-band (2640 GHz) can be employed for Internet
of Things (IoT) applications and backhauling because satellite technologies are now
sufficiently mature for these usages. In addition, a number of countries and international space
agencies take part in the exploration of Mars, the Moon, deep-space, and near-Earth. In the
new space sector, optimizing satellite communications is another crucial field. Conventional
radio frequency (RF) lines are unable to offer such high regulation because of the restricted
spectrum available. In the satellite community, there has been a growing interest in free space
optical (FSO) communication as an alternative to RF communication. Nonetheless, FSO is
susceptible to the detrimental effects of scintillation, pointing errors, and clear air turbulence.

This Thesis focuses on the study of optical satellite communication systems and in
particular on the modeling of the optical downlink (DL) channel and the optimization of
power allocation in multiple-input multiple-output (MIMO) optical satellite networks.
Emphasis is placed on the adverse effects faced by the laser beam from propagating in the
Earth's atmosphere and on their mitigation techniques. First, for the accurate prediction of DL
optical channel irradiance scintillations, a methodology was developed that generates time
series using stochastic differential equations and validates them in terms of first and second-
order statistics (probability density function, cumulative distribution function, power spectral
density). Then, all-optical MIMO satellite system scenarios are considered, and optimal and
efficient power allocation algorithms are proposed. The primary problem is formulated as a
convex optimization problem with maximum allowed transmit power constraints to maximize
capacity and then decomposed into independent convex sub-problems. The entire proposed
methodology is based on the water-filling algorithm and satisfies the Karush-Kuhn-Tucker
(KKT) conditions. Moreover, optimal power control in hybrid satellite relays is investigated.
A dual-hop decode-and-forward optical DL link for a geostationary satellite source is
considered. Spatial correlation, correlation matrices and, coefficients are included.
Additionally, the power optimization problem is formulated and solved non-linearly for
hybrid automatic repeat request (HARQ) schemes in low-earth orbit (LEO) satellites. Then,
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the power optimization problem incorporates the pointing errors, and a robust maximin
methodology is proposed to deal with optical jitter uncertainty. Finally, the Dissertation
concludes with the study of neural networks, deep learning, and deep reinforcement learning
algorithms. A model-free learning algorithm is proposed that accurately predicts the optimal

power distribution in each optical channel.

Keywords—atmospheric turbulence, channel correlation, convex optimization, deep
reinforcement learning, ergodic capacity, log-normal fading, modeling, neural networks,
optical hybrid network, optical satellite networks, optimal power allocation, power control,
resource allocation, robust optimization, satellite communications, satellite downlinks,
scintillations, statistical models, stochastic models, water-filling algorithm, wireless 5G

networks, wireless optical communications, ARTEMIS, GEO, HARQ, LEO, MIMO.
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Chapter 1
Extended Greek Summary — Extetauévn

[IepiAnyn

1.1 Eloaywyn

>10 Kepdraro 2 g mapovcog Atotping mapovotdleTon o elooymyn ot entysia diktva
méumng yevidg (fifth-generation, 5G), mépa amd 10 5G (beyond 5G, B5G) kot €ktng yevidg
(sixth-generation, 6G), SiveTol Lo AVOGKOTNON OTIC OTTIKEG S0OPLPOPIKEG EMKOIVOVIEG KO
OTNV TPEYOLGO. TEXVOAOYIKN KOTAGTOON kKabdg kol o meptypapn e ddpbpmong g
Awtpifne. Amo to 2019, ta diktva kvntig mAepmviag SG €rovv avantvybel oe 6o TOV
KOG Kol £Xouv oM TAcEL 6€ TOAD peydAn KAlpoka og optopéveg yopec. ['a mapddetypa,
0 PO TV eyKatestTUEVOV otaBudv faong 5SG omv Kiva vrepépn tig 500.000 oto téhog
tov 2020, eEumnpetdvtag meplocotepovg amd 100 ekatoppvpro cuvdpountég 5SG. INa tov
optopd tov 5G, tpia oevdpra ypnong tpotddnkav apykd arnd v ITU-R M.2083 to 2015:
Beltiopévn kwvnt) evpulovikdétra (enhanced mobile broadband, eMBB), eEoipeticd
a&16moTeg emKowvmvies yaunAng kabvotépnong (ultra-reliable low latency communications,
URLLC), polikéc emkowmvieg tomov pnyovig (massive machine-type communications,
mMTC). Qot1660, aVTd Ta cevapLa ypnong SG 6ev LTOPOVV VOl IKAVOTOIGOVV TIG TEXVIKEG
arotnoelg Tov B5G kot 6G. T'o mopdderypa, to avtdévopo oxnuate 1 To wtaueva drones
YPELALOVTOL TOVTOYOD GUVIESTUOTITA LE DYNAT puOUaTOdocn, VYNAN a&10meTio Kot YoUnAn
kaBvotépnon. H taydmta ot0 6G avopévetar va gtdost £oc kol 1 Tbps, evad 10 5G €yet
péytoto puud 20 Gbps yio v katepyopevn (evén kar 10 Gbps yia v avepyouevn. £to 5G,
N eAdyotn anaitnon vy kabvotépron emmédov ypnotn eivar 4 ms yio eMBB kot 1 ms yua
URLLC. Avtf n Tiun mpoPArémetor va pewwdet mepartépo oto 100 ps 1 ko ota 10 ps. 1o
5G, o1 péyioteg paouatikéc omodooelg sivor 30 bps/Hz otnv katepyduevn (evén won 15
bps/Hz otv avepyodpevr. Extpudror 611 o1 mponypéveg padioteyvoroyieg 6G pmopoldv va
EMITOYOLVV TPEIS POPES VYNAOTEPT) PAGLOTIKY amOdoon o€ oyéon pe 10 SG. Tta diktva 5G, 1
eldyot omaitnon afomotiog petpiétar pe mbavotta emrvyiog 1-1075. Avapéveton va
Bektubosl TovAdyiotov 0o TaEelg peyébovg, dnAadn 1 — 1077 1 99.99999 %. Téhog, 1
araitnon evpovg {dvne oto 5G eivan tovidyiotov 100 MHz evd to 6G B0 vootnpilet £mg

kot 1 GHz.
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Ta mapadocilokd entysl GLOTHHATO EMKOWOVING Egovv avbicel pe TOAAOVG TPOTOVG,
®o1600, e£okolovBolv va vITdpyovV opiouéva gyyevn petovekTipota. To dikTva Kivntig
miepoviog £€ovv KoK KOALYN OE OMOUOKPUCUEVEC TEPLOYES. YTOQEPOLV  amod
kafvotepnoelg HETAd0oNG peyOAwv anootdoewv. Emmiéov, mn eumdbein oe @uoikég
KaTaoTPOPES Ta Kobotd un dwbéoua oe axpaieg meputtdoelg. Eniong, facel tov Odnyon
Avcegwv ZOvdeong oto Awdiktvo Tekevtaiov Midiov mov kvkhoedpnoe amd tov Topéa
Avantoéng e ITU, 10 49% tov moaykdosuiov taAnbocpod (| 3.7 dioexotoupdpio avOpmmor)
eEakorovbovoe va (el ywpig ohvdeon oto Awndiktvo ota TéAN Tov 2019.

O 6pog un exntyelo diktva TEPAOUPAVEL Uid TEPACTIO TOIKIALD SIOCTNUIKOV KOl EVOEPLOV
SIKTOOV ETKOWVOVING, OT®MG S0pLPOPOVS YEMGTATIKNG TPoyLas (geostationary Earth orbit,
GEO) (36000 yAp), pecaiog yfvng tpoytdac (medium Earth orbit, MEO) (5000 pe 25000 yAp),
yopmAng ynwng tpoxas (low Earth orbit, LEO) (500 pe 900 yAp), Sopveopikovg
AOTEPICHOVS, TAATEOpueS peydiov Vyovug (high-altitude platforms, HAPs), mlatpoppec
YOUNA0D VDyovug, un emavopopéva evaépla oxnuota (unmanned aerial vehicles, UAVs) kot
drones. Xg cOYKpIoN LE TA TOPASOCIOKA ETIYELN SIKTVA, TO HOPLPOPIKE STKTLO £XOVV TOAAY
TAEOVEKTNHATA. ATO OIKOVOLIKY GTOWT, TO J0PLEOPIKO OIKTLO Elval L0 OIKOVOUIKA
OTOJOTIKT EMAOYN OTAV TAPEXEL KAALYT EMKOVMVIOV Y10 OTOUIKPLOHEVES TTEPLoyES. Etvon
EMIONG KOVA VO TOPEXOVY ATPOCKOTTH KOl YOUUNANG KaBuoTEPNONG KIVITH GLVOESIUOTITA
Yo oynuata, tpéva, aepomidva, UAVs kAn. EmimAéov, 1 dopupopikn| emkovavia dev eivat
TEPOPICUEVT], amd 1o &€30poc kol dev Bo vmootel (Nuid amd QUOIKEG KATAGTPOPEGS,
KoO1oTOVTOG TNV KOTAAANAN Y10, ERMKOWOVIEC EKTOKTNG OVAYKNG KOTAGTPOP®V. Mg nv
gvpeio. KAALYT TOV, 0 oPLPOPOG UTOPEL emiong va. TopEyel mepleXOUeEVO Tolvpuécmv. TN,
1N 6UVIEST S0PLPOPOV TPOC YT TUPEXEL Mot EVOALAKTIKY emihoyT (e0éng kopuov (backhaul)
Yo To eniyela SikToa, OTAV 1) YOPNTIKOTNTA TOV ETIYEIOVL SIKTVOL givar kopespévr). TToArEg
etapeieg, 6mmgn SpaceX, 1 Amazon, 1 OneWeb, ) TeleSAT &yovv 1161 avokotvmdoel peydia
oxéd LEO, ocvpmeplopfovopéveov yIAdowmy dopu@opov Kol OpIoHEVEG £xovv Mon
exto&enoel. H SpaceX éxel 6100 va @tdoet 6xedov touvg 12.000 dopupdpovg péypt ta Héca
g dexaetiog 2020s. Alha a&roonpueiota Tpoypappata ival to European data relay system
(EDRS), to SeCure and Laser communication Technology (ScyLight), to High thRoughput
Optical Network (HydRON), to Moonlight, to LunaNet ko1 Mars Cube Ones (MarCOs).
Téhog, T0 Néo Adotnua (New Space) dev avapEPETAL OE L0 GUYKEKPULEVT] TEXVOAOYi, OALA
VTOONAMVEL Hidt VEX VOOTPOTia amévavtt 6To ddotnua. [IponAle and Tpeig kopleg mruyég: 1)
[diwTticomoinon tov Saotiuatoc, 2) opikpuvon dopuveopwv, 3) KOIVOTOUES VLTNPECIES

Boaciopéveg o€ ST KA dEdOUEVOL.
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O1 {dveg GLYVOTATOV TTOL YPNCILOTOLOVVTOL Y10, SOPLPOPIKES EMKOVMViES elvain S (2—4
GHz), n X (8-12 GHz), n Ku (12/14 GHz) ko1 n Ka (20/30 GHz). H {itmon yo vyniotepoug
pLOLOVG dedopEVaV Kot TEPLOPIGHEVO d100EG10 E0POG (DVNG BEL TOVG XEPIGTEG HOPLPOP®V
va ypnopomotovv 1om 1ic Loveg Q/V (40/50 GHz) ko va g€gtalovv v W (75-110 GHz).
Av 1 peteykotdotacn oyt povo amerevbepavel v Ka yia t (e0én ypnotn, oAAd mapéyet
vynAotePo gvpog Comvng yuwo (eBEEIG TPOPOSOGInG OV UTOPOLV VO PIAOEEVIIGOLV Evav
dopuPopo vynAng puduamodoong (high-throughput satellite, HTS).

O1 omtikég emkowvovieg erevbepov ympov (free-space optical, FSO) avauéverar va
dtadpapoticovv onuovikd poio oto peArovtikd diktva 5G/B5SG, ta onoio Pfoaciloviol og
dopupoptkovg aotepiopotg LEO kot un eniyewo dixtva drone/HAPs. Avtd mpotpémet v
avamTuén TeppoTiK®V laser mov pmopovv va TomobeTnBo0V 68 PIKPEG KIVOVUEVEG TAUTOOPLES.
[Mpéopata, ta cvomuate FSO avadelyfnkov og Buociun emioyn yio v KGALYTN TOV
Baocwav arotioewv tov diktoov 6G. Ipdypat, ot {dveg emkowvwviag FSO eivon ympic
nopePPorég Kot 0dg1060TNoN, 6mov ot petaddcels ota 850, 1310 ko 1550 nm toupialovv
KOAG [E TNV TLTIKN EMKOWVOVIO OTTIKOV WOV. AVt 1 GLUPATOTNTA LE TNV VIAPYOLCA
VoSO OTMTIKOV WOV emTpénmel ota cvotnuata FSO va mpoocepépovv ywpnrikotnto
OLYKPIoIUN HE TNV OTTIKN Tva 0AAG 6€ Eva KAAOHO TOV KOGTOVS TG avantuéng tovg. H FSO
amoTELEL 1oL EVEMKTY Kot EVEPYETIKN ADON Y10 SOPLPOPIKE GLGTHLOTO KOOMG Tapovc1alet
OYETIKA EDKOAT KO YPTYOPN OVATTUEN, TEPAGTIO TOGA EVPOVE CMVNG TOL UTOPEL VO PTAGEL
€KOTOVTAdEG terabit/s, dev amaitohviol AdEEG XPNOMG PAGLOTOC, TEXVOAOYin amd onueio o€
onueio AOy® oty ToAD 6TeEVH HETadOOUEVT] déoun Aélep, KOOIGTOVTOG £TGL KATAAANAN Yial
Lev&elg kopuov (backhauling) kot TOANG SikTOOV.

MMopd to mBava TheovekTpatd Toug g Gyéon Ue Tig padiocvyvotnteg (radio frequency,
RF) o1 ovvdéaeig FSO €yovv modrég eyyeveic mpokANGelC Tov Ba TPETEL VO AVTIUETOTIGTOVV
TPOGEKTIKG, Y10 TNV emitenén otabepdv kot a&lOMOTOV GUGTNUATOV ETIKOWVOVING. AVTEC O
TPOKANGELS TEPIAAUPAVOVY ATDAEIEG ATOPPOPNOTG KOl OKESUONC AOY® BPoyng, X1ovioD Kot
OUiYANG, KaBMOG Kol TUYaiEG OUKVUAVOELS OTT YOVia APIENG SEGUNE TTOV TPOKAAOVVTOL OO
ATHOGPALPIKOVG OTPOPIMOHODS, OTmg omvOnpiopol kon mepmAdvnorn 6éoung. Ymapyovv
pocheteg mpokAncelg mov oyetifovrot pe 1o oxedlacud pag (evéng FSO: AnmdAieleg Kakmg
€LOVYPALIIONG, ATHOCQOIPIKEG AMMAELES, KUPIKEG oLVONKEG (OpiyAN, cUVVEQQ, OUiyAn,
afadopiyAn, yuovi, avepot, Bpoyn, ToAKd cOVvEPQ, NEAGTENKT dpactnplotnTa), 86puvfog,
oK€d0oT, ammAeln dtadpopne, oricOnon Doppler. Q¢ ek To0TOL, YPTCILOTOIOVVTOL TEYVIKES
LeTpLoc LoV, 0nmg vPpdikd cvotiuate FSO/RF, dtapopiopodg Béong pHécw ontikadv emniysimv

oTafumV Kol S10popPIGUOC HKOVS KOHATOC. MEB0dO1 pLGIKOD EMTEGOV OTWS OMTIKOT OEKTEG

16



LEYOANG OWpETPOL Yo TNV AUPALVOT T®V OTHOCEOPIK®V oTpofiliopumv  (aperture
averaging), kot ta TPocapUocTikd ontikd (adaptive optics, AO) elvoar omd TIg mO

EPUPHOCGLEVEG TEYVIKES Y10 TOV LETPLICUO TOV OIVONpIGUOV.

1.2 Movtelomnoinon atuoodalplkwyv oTpoBIAlouwY - 2UvBeon
XPOVOOELPWV LOXUOC OE KATEPXOMEVEC OTITIKEC SOPUDOPLKEC
(EVEELC KAl ETUKUPWON UE TIELPAUATIKA ATIOTEAECLOTA

210 Kepdhato 3 g mapovcag Atatpiprg avapépetan po pebodoroyia yio T dnpovpyio
YPOVOCEPOV AauPavouevne axtivoforiag/ioyvog yia o kotepyouevn Levén GEO mov
AQOPE LUKPA OTTTIKG TEPUATIKA (TnAgokomia). H yevvitpia ypovooelpdv Aappdvel vmoym ta
ATUOGPALPIKE Qotvopeva Tov vtoPaduilovy Tn S1dd06n TOV OTTIKOD GIUATOG Kol Wtoitepa
o eowvopeva otpoPfimcpod. o 1 povielomoinon TV QUWVOUEVOV  oTvONpIeHon
Bewpovvron ot e&ng Pacikég mapadoyéc: o) Metadoon katepyouevne (evéng, B) Cevéeig pe
yovia avoywoong peyodvtepn ond 20 poipeg, v) Aappdavovral vedyn acbeveig otpofilicpol,
) exmépumetan povo pia déoun Gauss, €) Bewpeiton o pdopo Kolmogorov kot 1 mpocéyyion
Rytov mepi aoBevav otpoPiiiopav. o v evoopdTmon Tov eawvopuéveov oTpofitMcob,
amoteitot 1) 6Tafepd dopung Tov delktn dSEOAAONC Yo OAOKANPY| TNV KEKAMUEVT S1odpopT KoL
N tpomonompévn €kdoon tov povtélov Huthagel-Valley (H-V). I'a aoBeveic otpofiiiopote,
TO KOVOVIKOTOMUEVO AoyoplOuikd mAdtog pmopel vo Bswpnbel ©g yopuniomepotn
I'coovolavn dadikocion undevikng péong Tiung, povadiaiog dwoomopds pe kiion -80/3
dB/dexada. Tétoleg Sadikacieg UTOPOVV va LOVTEAOTOINOOHV ¥PTCUOTOIDVTAG GTOYUCTIKES
dwpopikég e&lomoelg (stochastic differential equations, SDEs) mov odnyovvior omd
KAaouatikn kivinon Brown. H mpotevopevn yevwiTpla ypovosEp®Y ETKVPOVETAL MO TPOG
TO. OTOTIOTIKO TPMTNG KOl dg0TEPNG TAENG UE TEPOUOTIKG dEdOUEVO amd TNV OTTIKY
dwomnuikn amootoly ARTEMIS pe moAd xadn cvppwvia. ITo cvykekpipéva, n aBpototikn
ovvaptnon koatavoung (cumulative distribution function, CDF) mov vroloyiletor amevbeiog
anod to oedouévo. ARTEMIS cvykpivetor pe v CDF oand tov mpotewvouevn yevvitpla
ypovooelpav. Emmhéov, ol cvvapticelg mokvomrag mibavottag (probability distribution
function, PDF) mov mpoépyovtal amd to TEPAUUTIKO SE60UEVE GUYKPIVOVTOL UE VTES TOV
mpoépyovtol amd To ouvTiBEuEVa dedOpEVO KOl TOPOVCLAlETOL O aVTIOTOY(0G O&IKTNG
omwvOnpiopov. Opoing, 1 PAGUOTIKY TLUKVOTNTO 16YV0¢ (power spectral density, PSD) tov

petpnoewv ARTEMIS cuykpiveton pe v PSD tov mapayBéviav ypovooelpmv.
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LxNua 1: EmxowoT) oTaToTikV meWTNe TdEng (a) ZuvAaQTnon KAVOVIKOTOUHEVNG TUKVOTNTAG
mbavotrag (PDF) dedopévwv pétonong évavtt kavovikorompévng PDF twv magaydpevav
dedopévwv. (B) abpolotikr) ocvvagtnon katavouns (CDF) dedouévov pétonone évavtt CDF

TIAQAYOLLEVWV DEDOLLEVV.

13/09/2003 23:40-23:45

102
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=——Methodology Data
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LxNua 2: Emvowon otatiotwv devtegns taéng. PSD dedopévwv pétonong évavtt PSD

TIAQAYOLLEVWV DEDOLEVV.

210 Zyfua 1, mopovotdalovtal 1o oTATIoTIKA TPMTNG TAENS, N Kovovikoromuévn PDF kot
1n CDF yio autiv 11 cuvedpia Kot GUYKPIVOVTAL LUE TO TEWPOLATIKA OTOTEAEGILOTO. LTO Ty L0
2 @aivovtol To 6ToTIoTIKA devTepNg TaENG (PSD) ko eAéyyovial EVavTL TOV TEPOUATIKOV
aroteleoudrtov. TELOG, emonuaiveTal 1| ¥pNON TOV Y10 TPOGOUOIMOT| Kal LOVIELOTOINoN G€
eminedo cvotiuotoc. [apovsidlovial TPOGOUOI®UEVE GTATIOTIKG AUPOVOLEVIG 1GYVOG V10!

SLAPOPES KAPIKES GUVOTKEG YPNCIUOTOLDVTOS TNV TPOTEWVOUEVT] ETIKVPOUEVT] pLeBodoAOYia.



1.3 BEATIOTN KaTAVOUN LOXVOG OE KATEPXOUEVEC OTTTIKEC
SopudoplkeC (eViEels Kal o€ UBPLOLKA otk SopudopLKA
Sdlktuva

Y10 Kepdraro 4 e mapovoag Awatpifng eEetdleton pia ontikn Katepyopevn (evén GEO
d0pLPOPOL GE UL SIOUOPPDCT TOAALUTADY TOUTOV Kol TOAAATA®V dektm@v (multiple-input
multiple-output, MIMO) ka1 tpoteiveton évog BEATIOTOG 0lyOplBLOg KOTAVOUNG 1o(DOG OV
Aoppdéver vTOYN TO. PULVOUEVO, TV TUPPOIMOV OTHOCPUIPIKGOV KavaAldv. H aviikeeviky
oLVAPTNO™ ToL BEATIGTOTTOLEITOL EIVOL 1] EPYOSIKT] XOPNTIKOTNTO, TOL OIKTVOV VIO TOV OAMKO
OVOUEVOUEVO TIEPLOPIGUO 1GYDOG Kol TNV UEYIOTN EMTPENOUEVT 10Y0 ekmoumnc. Ta koaviiio
EMKOWVMVIOG YPNOLOTOI0VV 1010 UNKOG KOUOTOG KOl VO GO SILUOPP®CTC EVTACTG KoL
dpeonc aviyvevorng (intensity modulation and direct detection, IM/DD). EmmAéov,
Bewpovvrorl Tédelec cuVONKES GTOYELONC KO TOPUKOAOVONONG KoL 1) ATHOCPALPO EAELOEPT
amod ovvvepa Kol opiyArn. Ta omtkd otoygela mpémel va eival emapkds Tonobetnuéva o€
OmOoTACELS HeYoAOTEpES amd tnv mopapetpo Fried, mote to omtikd wovdiio va givol
acvoyétiota kot oveEapmta. H mopdpetpoc Fried opiletor o¢ 10 unixog cuvoyng g
atpocpaipoc. ‘Exovv ypnoyomomOei mpoypoticd Telpopatikd dE30UEVa Y10 TNV EQOPUOYTN
TOV TPOTEWVOUEVOV GTPATNYIKGV Katavopunc. O alydpiBpog mapovctdaletal 1060 6g cuvonKeg
acBevovg 660 Kat 6g 16YVPOVG oTpoPiiiopovs. [apovsialoviol TPOGOUOUDGELS FSIKTVOL LE
aplBunTKd dedopéva Tov dlePELVOVV TNV gvancnacio Tov aAyopibov otov omvONpPIGHO Kot
omv atuospapikn e&ocdévnon. Ta Prjnata e uebodoroyiag Pacilovior otov aiyopOpo
VOPOTANPMCTG KOl GTOV GYNUATICHO TNG cuvaptnong Lagrangian kol 6T HETATPOT TOL
apYIKOD  TEPLOPIOUEVOL  TPOPAAHOTOC o  €éva  un  meplopicpévo.  To  mpofinua
BeltioTomoinong avoAvETOl GE OMAOVGTEPO, OVEEAPTNTA KVPTA VTOTPOPANUATO TOL
EMAVOVTAL YPNOUOTOIOVTOG KOTAAANAN pebodoroyia mov kobodnysitor amd TOV YVOGTO
aAyoppo vdpomAnpmangc. Xt cuvéyela epappolovtor ot yvootég cuvinkeg Karush—Kuhn—
Tucker (KKT) ago?¥ eivor amopaitnteg ko enapkeic. TELOC, 0 TpoTEVOUEVOS OAYOPIOLOG
OLYKPIVETOL PE AAAOVG KANGIKOVE 0AYOP1OOVg ®¢ TTPOog Tov pubud dedouévav, T ToyLTNTA
OUYKAIONG KoL TNV ENEKTOCIUOTNTO GE GEVAPLL LE TOPATANGLO ALY KOl LE TOAD OVOLLOLL
emineda eEacBévnong kot omvONPLopoD. pe EEAPETIKA UTOTEAEC LATO.

EmmpocBétmg, mpoteivetan po pebodoroyio Katavoung 100G Yo £vo TANP®G OTTIKO
VPP1OKO SOPLEOPIKO SIKTVO OV ATOTEAEITOL ATTO L0 TOAVKAVOALKT TTNYN d0PLPOPOV, EVav
onTIKO 6TafUd avapeTadoong (THAN) Kot Evav onTikd eE0MAMGHO YpNOTH. XPNCILoTolEiTon

éva oyNUa SITANG OVOTONONG, OTOKMOIKOTOINGNC-KOL-TPOMONGNG Y10 T0 OTTIKE KavaAioL
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Katepyopevns (evénc mov emmpedlovtar amd v eEacHivnomn, Tov oTivONpIGHO Kot T Y0pIK)
ovoyétion. H Pedtiotonoinom Kotovoung 100G EKTEAEITAL OE GYECT] LLE TOVG TEPLOPIGHOVGS
16Y00G TG0 NG TNYNG OGO KOl TOL AvapeTadoTn. To TPOPANHE KOTAVOUNG 16YX00G apy KA
dopeitor g €va KupTtd TPOPANUA PEATIOTOTOINONG KOl OTN CUVEXELD EMAVETOL LE TNV
avtiotoyn Bempio kuptdmTag Ko ™ UEBodo AmocivOeong Idalovodv Tiuwmv (singular
value decomposition, SVD) Aappdvovtag vmoéyn T YOPIKH CLGYETION KOVOALDV, TNV
atpooaipikn e€acBévnon kot tovg omvOnpiopovg. Téhog, extedovvtol aplOunTikég
TPOCOLOINCELS Yo VO, €EETAGTEL O OVTIKTUTOG TNG GUGYETIONG OTN YOPNTIKOTNTO TOL
GLGTHOTOC Kot Vo, a&toAoyn el 1 amddoon Tov TpotevopevoL alyopifuov. TTapovcidlovron
TOL TPOKVATOVTO, OPLOUNTIKA OTOTEAEGLOTO KO YIVOVTOL TOPATPTOELS Y10 TNV ETKDPOGT TNG
TpoTEVOLEVNG HebBodoroyiag o d1apopec Tomoroyieg kat pubuicelg diktvov. Ta cpdipato
oToyevoNG/TapaKorotnong Bewpovvior avbaipeta PIKpE evd €va KAvAAL avadpOaoNC
mapEyel yvaon Kavohov (channel state information at transmitter, CSIT) 1660 otnv mnyn 660
Kot 6ToV avapeTadot. Téhog, Bempoldvior cuvOnKeg ywpig cOVVERQ.

210 ZyMuo 3 topovctaletor 1 HECT] KATAVOLN 1GYVOG GTO OTTIKA 0PVPOPIKE KOVAALL KoL
1 €PYOSIKT| YOPNTIKOTITO, GUVOPTNOEL TNG OAKNG OVALUEVOLLEVIG 1OYVOG Y1d O18.popovG deiKTEG
omvOnpopov. 1o Zynpa 4, n xOPNTIKOTNTO TOV GUCTHHATOS TAPOVGIALETOL G GLVAPTNON

g oAk 1oyvog Twv GEO ka1 OGRS yia 61090peTikohg CUVTEAESTEG GUGYETIONG KOVOALDYV.

Optimum Power Allocation Algorithm i

S s, =o00142 e

T s!, =0.0101 - &

o SI. =0.0274 - 2.5°g

=08 l:l R o = o

2 -G Erg.Net.Cap. o 2 %

= oo (3]

Q ) 49 o Tf

£06 3 1.5 § %

- =

= o =1

O i 128

)

=04 o

@

= U.S-g

> 2

<o.2 '- o W
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Expected Total Power (W)

Zxnpa 3: ITootevopevog aAyooLtOHog KaTavourns loxDog Kal EQYODIKT] XWOT TLKOTNTA €VAVTLTNG
QVOLEVOHEVTG OALKNG oXVOoG. TToarypatikd mepapatica dedopéva.
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1

LxNua 4: H xwontikdmta Tov ouoTHATOS éVAVTL TNG OLVOAIKTS LoXD0G Y dQOQOUS
ovvteAeotés ovoxétioneg. Ooo peyaAvteen 11 CLOXETION TOTO XAUNAOTEQT 1) PATLATIKT)
amodoor).

1.4 BEATLOTN KOTAVOWUN LOXUOG O€ KATEPYOUEVEC OTITIKEG
dopudoplkeg Levéelg pe HARQ

>10 Kepdhato 5 ¢ mapovoag Atatpiig mpoteivetar o, pebodoroyio Katavoung 1oy0og
vy omtikég Kotepyopeves (evéelg LEO-npog-I'm vd ocvvbfkeg acBevoldg omvOnpiopod
YPTOLLOTOIDOVTOG CYNLOTA VPPLOIKNG ovToOpoG aitnong enoveknounng (Hybrid Automatic
Repeat Request, HARQ). [Tpoteivovtot tpeig pebodoroyieg katavoung toyvog mov facilovot
ota oynuato Type I, Chase Combining (CC) kou Incremental Redundancy (IR) kot ot
EMOOOELS TOVG CLYKPIVOVTOL KOl KATATAGGOVTOL 0d TNV KAADTEPN TPOG TN YEPOTEPT OG
TPOG T PéCN Katavaiwmon evépyewac. H gvepyelaxn amddoon kai 1 a&lomotio ToV OnTIKOV
{ev&ewv PEATIOTOTO100VTOL SLOTVTTOVOVTOSG TO TPOPAN UL BEATIGTOTOINGONG WG TEPLOPIGUEVO
TPOPANUO. PN YPOLLIKOD TPOYPOUUOTICHOD LE OVTIKEWEVIKY] OLVAPTNOT TNV péom
KOTOVAA®GCT EVEPYELAG, TOVG TEPLOPICUOVG 10YVOC KOl Lid, TOOVOTNTO AITOKOTNG OVTIGTOLYO.
Amottovvtot Hovo o LoKPoTPOBESLLA OTATIOTIKE TOV KOavaAlo0 Yo va emttevyfel n fEXTIo
OTPATNYIKN KOTAVOUNG 10Y0V0G Kol OYL 01 OTLYaiEG KATAOTACELS KOvaAloD. Ot TpoTEWVOUEVES
MOoEg TpogpyovTon opBUNTIKA HECH EMAVOANTTIK®OV 0AYopiOUOV €0mTEPIKOD orueiov
(interior point, IP) kot dradoyikod TETPAYOVIKOL TPOYpPOUUATIoHOD (sequential quadratic
programming, SQP) kot entkvupdvovtor pécw eEavtAntikng ovaltnone. Ot TpoGoUoIdGELS
eKTEAOVVTOL Y10 S14.p0peg GUVONKEG KOVOALOD KOl pLOLIGEIC CLUGTILOTOC TPOGOUOLDVOVTAS
éva LEO mov d1épyeton amd d14popeg EVTIAGEIC GTPOPIMOUMV Kot EMIYELES KAIPIKEG GUVONKES
v vo. diepevvnBeil n evoucOncio tov Tpidv oynuatov HARQ oe acbevi) omvOnpiouod,
ammAELD SldpoUNg Kat TlavotTnTa amokonnc. o v petddoon, Bempeitar 1 Sapdpemon

OOK «xot ypnowomnoteitar DD yio ™ Aqym. Ta vo exttevyBovv ave&dptnteg KOTAOTAGELS
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eEaoBévionc, o eAdyIoTOC XPOVOG OVAETAS00NG LETAED TV YOP®V TPEMEL Vo €lval 160G e
ToV XpOVO GLVOYNG ToL onttikol kovailov. To HARQ Type I amodidel nv vyniotepn péon
ovvolikn 1oyV, To CC etvar pétpro xon 1o IR amodidel ) yopniotepn péon cvvorikn woyd. O
alyopiBuog IP Bpebnke va ivor o axpiPng omnv gvpeo g kKabolkng Avong, aArd o SQP
etvan ToydTepog. Lto Tynua 5, n enidpaon tov SI otn péon cvvolikn woyd a&lodoyeitol yio
ta  1pia  mpwtoxoAlo HARQ. H  mpotewvdpevn pebBodoloyia  mpocopounverot

APNOILOTOLDOVTAS TOVG 0AyOpOpovg IP kot SQP kot emkvpdveton pe ovalntmon oung Piog.

P =1W, &

— =0.01, CPutl W=0.5? <h>=1

target
"

-
N

—©—Type | HARQ
—»#—CC HARQ
IR HARQ
+ Brute-Force

Average Total Power (W)
e & @9 =
N 0 © A oA

2
(=]
+

+

2
o

o
o
-

0.1 0.2 0.3 0.4 0.5
Scintillation Index

Lxfpa 5: BeAtiotomnoinon g péong ouvoAkng LoxVog évavTL Tov delkTn omvOnQLopoy yix o
oxnuata Type I, CC xat IR HARQ.

1.5 EUpwotn katavoun LoxUoc o€ OmTkeG 6OPUPOPLKEC
(evéelc MIMO pe Slaklpavon oTtoxeuong

Y10 Kepdhawo 6 tng mapovoag Alatping to mpofAnpe PEATIOTOMOINGNG KOTAVOUNG
woyvog peretator yio éva ontikd GEO-mpoc-I'm cvomuo mov emucovovel PHEGH ONTIKOV
KavoAldv MIMO vrd v enidpoon tng atHocaipikng e&achivnong, oTpoflAicpudv Kot
dtokvpaveong otoyevong (pointing jitter). H yvoon 1000 1@V OTATICTIKOV OTOWXEI®V TV
OTTIKAOV KOVOAM®Y 000 KOl TOV OTyMaiov kepddv, dNAadN TV UOKPOTPOBecUmV Kot
BpayvrpoBecumv mAnpopopimv CSIT, ivorl amapaitnTn yio T LEYIOTOTOINGN TNG EPYOSKNG
YOPNTIKOTNTAG TOV O1KkTOOV. Q6TOGO, 1M OlOKOUAVOT GTOYELONG EIVOL L0 GTOYOGTIKY
dradkacio Tov dev pmopel va TpoPArepbel pe akpifela, emopévag o ebpootn pebodoroyia
TPOTEIVETAL Y10 TNV avTIHETOTION TG afefardtntoc: o) H yeipdtepn yopntikdTnTo Tapdyst
éva TPOPANUO LEYIGTNG PEATIOTOTTOINOTG LE TTEPLOPIGLOVS LEYIGTNG KOl GUVOAKNG toyvoc. H

YEPOTEPT YOPNTIKOTNTO ELLPAVIfETOL OTAV 1) SLOKDUOVOT) GTOYELONG PTAGEL GTO YOUUNAOTEPO
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onueio g. P) To kdtw 6p1o g epyodKNg ywprMTiKoOTNTaS. 'Eva g0pmato kuptd mpofinpa
BeAtioTomoinong SOTVIMVETOL KOl EMADETAL Y10 TAPAAANAEG KATEPYOUEVEG ONTIKES LeVEElC
VO TIG EMOPACELS TOV ATUOCOUPIK®V GTPOPIMOUMV Kol TNG dlaKLUOvVoNG otoygvons. H
EVOOUATOGCN TOV OTLOCEOIPIKOD GIIVONPIoHOL Kol TNG SLOKVULOVGT GTOYXEVGTG GE OAN TNV
avdAvon omodidel évo oNUAVTIKG dlo@opeTikd mpdPAinua and to RF. O mpocopoidoslg
TPOYLOTOTOI0VVTOL YPNCLOTOLOVTOS TPOYUATIKE TEPAUATIKA OEGOUEVA OO TO TPOYPOLLLLLDL
ARTEMIS. Ta mpotevOpeva., GYNUATO KATOVOUNG 16YV0G CLYKATVOUY ot BEATIOTN Avom
ypnyopa. Xpnowponoteital to oynpa IM/DD, ta ontikd Kavaiio Oempodvial aGueYETIOTA Kot
YOPIC GVVVEPL OAAG VTOPEPOLY OO OTMOAEEG SLAOPOUNG, OTIVOMPIoUO KOl SLOKVLOVOT
otoyevong. Ot AGEC TOV TETPOYOVIKOV €EIGMOEMV TPOKLATOLV ONO TIG OLVONKEG
otacipottoc KKT. H yopnrikémnta tov diktiov vroPaduiletor cofapd 6tav 1 dtaxdpoven
0TOYEVOTNG VIEPPOIVEL TNV OVOUEVOLEVN TIUT TOL KO TO, 0TOTEAEGHOTO EMPEPAIDOVOLY TNV
VIEPOYN TNG POCUATIKNG ATOS00NG TOV TPOTEWVOLEVOV GYNUATOV.

210 EZyfuo 6, M YEPOTEPN YOPNTIKOTNTO VIOAOYILeTon Yio didpopeg TWEG Tov Q, 1
amoKAlon amd TG péoeg ammAgles jitter. [apatmpovpe 61t 10 jitter mpokaiel a&loomueimwteg

OTMAELEG TTOV OEV UITOPOVV Va. ayvonBovv kabdg 1o Q avédveral..

Proposed Power Allocation Methodology
$0=00 | | ‘
=0=0.3

Q=0.6
©0=09

NN
w o
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Lxnua 6: H xe1potepn xwontwdmta oe oxéon pe ) ouvoAwn woxL ekmopns. Ooo peyaAvteon
etvatn andkALon ano TG HEoEg amwAELEG jitter, TOOO XaunAdTEQT elvaL 1) PACUATIKY) ATIODOOT).

1.6 BEATLOTN KaTAvVOUN) LOXUOC O OTTIKEC OOPUPOPLKEC
(eVelc e alyopiBuouc Bablac pabnong

Y10 Kepdhato 7, depevvmvtal d1dpopeg pebodoroyieg kar gupetikéc pébodor ywpig
HOVTELD KAVOALDV Yia T BEATIOT KOTOVOUN 10YDOG KO, GTN] GUVEYELD, GLUYKPIVOVTOL LE TNV

axpiPn, Baciopuévn o€ LOVTELD ADGT Y1 o, TANPOC OTTIKT KOTEPXOUEVT] S0pVPOPIKT] (eDEN
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TOALOTAGDV KOvOM®V, HETAED €VOG YEMOTATIKOD O0pPLOOPOL KOl EVOC OMTIKOD EMIYELOL
otafpot. H Babid péddnon amoterel £va 1oxvupd epyareio yia 1o xepiopd dedoUévev amod
ToAOTAOK Kol StoAgimovTa kavalio emkovmviag. Emopévag, To Tpofinua fertictonoinong
dlTuTmveTol ®G &vo TPOPANUE pABNoNG HE TMEPLOPICHOVS HEYIOTNG KOl GUVOAKNG
avapeEVOIEVNC S10BEGTUNG 10YDOC. ZVYKEKPIUEVA, TPOTEIVETAL i LOVAdO BaB1dG EVIGYVTIKNG
padnong (DRL) mov Pondd tovg mpdKtopeg va. mapdyovyv EVEPYEIEG HECH LIOG TEXVIKNG
OTOYACTIKNG KAIONG TOMTIKNG, OE0OUEVOV TMV TOPATNPNCEDV TANPOPOPIOV KOTAGTOONG
kavaAlov (CSI) and 1o mepipdirov. H moltikn eivar dopmuévn og €va fadd vevpovikd
dikTvo Kot ekmodeveTon cvpemva pe tov adyopidpuo REINFORCE, alAd tpomomomuévn
®ote va mEPAaUPAvel Tovg TEPLOPIGUOVE 16YV0G Kol TO ONTIKO TEPIPAALOV TOAAATADY
TpokTOpwv. Ol TpdrTopeg £xovv TPOGPACT HOVO OTIS TOMIKES TOVG TOPATNPNOELS, OAAY
TPooTofohV GLALOYIKA VO LEYIOTOTOMGOUY TNV OAKN ovtapolr. H mpotewvouevn
oTPATNYIKN Kpivetanl KATAAANAN Yio SUCKOAEG OMTIKEG cuvOnKeg, dedopévou OTL pabaivel
pnté omd v mapatipnon. Eved 1o mpdPfAnua Pertiotonoinong £xel mpoceyyiotel ot
Biproypapia, dev €xel TOPOLCLOGTEL TOTE GE GEVAPLO omTiKoV dopvedpov MIMO pali pe
OloB€cpLO TEPAPATIKA OESOUEVO.

Yvvoyilovtog Tig kVpleg ovvelsPopég avtov tov Kepodaiov: 1) Tlpoteivetan €vag
alyopiBuog pe t Ponbeio DRL yio T BEATIOT KOTOvOUn 16Y00G GE £val OTTIKO GUGTNLOL
moAamAdV Kavolov GEO-to-ground. H mpotewvopevn nébodog npocapuolel pe axpipeto
TV QVOUEVOLLEVT] 10XV Y1 KABE OTTTIKO KAVAAL, YmPiG Kapio yvOo TOV ATOAEIDOV S100POUNIG
Kol Tov cuvOnkov omvOnpiopov. Xpnotporotovvtor povo deiypato CSI. H ovvorikn
avopevOueVn 1ox0¢ Kot 1 péYloTn 1oyxVg eivor meplopicpéves. Av kol oe éva cevaplo
LEO/MEOQO 1 Babid udbnon Ba ftov akoun mo oeéiun, to ontikdé GEO CSI e&akolovbei
va gival aotaféc Aoym Tav dtokvudvoemy g otobepd doung Tov deiktn ddblaong Katd
UNKOG TNG KEKMUEVNC SLOOPOUNG, TOV AETTOV VEQ®V 7oV umopel va eEacbevicovy 1 va
UTAOKAPOVY TNV dEGUN AELEP KOl TOV COOAUATOV GTOYELONG Kol Topokolovdnong. 2) Avti
Y10, TPOGOUOIOUEVO OESOUEVA, YPTCILOTOONKAV TEPOUATIKES YPOVOGELPEG OKTIVOBOAING
amod TG ovvedpieg Tov omtikov dopveopov ARTEMIS tov Evpomaikov Opyovicpov
Awotmpoatog (ESA) yia tqv a&lordynon g anddoong g mpotetvopevng pebodoroyiag. 3)
H emroyyovopevn epyodik yopnTiKOTNTO GCULCTAUOTOS OO TNV €QUPUOY]  TOL
TPOTEWVOLEVOL alyopiBpov vrepPaivel KoTd TOAD TNV anddoon twv oynudtwov Equal Power,
Random Power ko1 Deep Q-Learning Network (DQN) yopig povtéda kot mpooeyyilel
Boaciopévn o€ HOVTELD, amapAeETp AVOT pe TOAD KOAN cvppovia. 3) AeEnyon diepevvnon
TOV OVTIKTLTIOV TOV OPLOLOD TOV KPLO®V EMTESDV KOL VELPDOV®V, TOV KOTAVOU®DMYV TOATIKNG
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Kol TOV EMOPACEDMV EMAOYNG VIEPTAPUUETPMV KOl VIEPTPOGAPHOYNG. 4) H mpotevouevn
AOoM dPEPEL amd AALES TUTTIKEG POPLOVAES LABNONG EMEDN epaproletal o€ Eva TPOPAN LN
TOALOTAGDV TPaKTOp®V 7oL PocileTon oTNV TPOCEYYION KOWNG YPNOTNG TOPUUETP®V,
EMTPENOVIOG TNV KEVIPIKN HAONON og o evioio. TOAMTIKY Yoo Tayvtepn ovykAlon. To
HOVTELO pabnong eivor enektdoio Kabmg £xel dOKIWAOTEL GE GEVAPLO e PEYAAO aplOUod
OTLTIK®V d0PLPOPIK®V KATEPYOUEV®VY (ev&emv kan peydAo Oyko dedopévmv Kol dloTnpnoe
v omddoo1| Tov. Eivat daitepa wo enektdoiog amd tov akyopifpo DQN eneidn o mivakog
Q dev givol ETEKTACIUOC OTAV VIAPYOVY UEYAAN, VYNADY S0GTAGEDV Kol cuveyn (evydpia
KOTAOTAONG-EVEPYELNG.

Y10 Zynua 7, anewkovifovrol n TpoPArendpevn HEGN XOPNTIKOTNTO () KoL 1] GLVAPTNON
nepoptopon (B). Xto Zynua 8, o1 HEGEC 1oYVEC AMEIKOVILOVTOL Y10 TOV TPOTEWOUEVO, TOV

emomtevopuevo, tov DQN, tov i6M¢ 16Y00G¢, Kol TOV TUY0I0G 16YV0¢ alyopifuovg.
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=4 DON
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LxNpua 7: Emeioddix paddnong mévte diaxgoeTikwv aAyoQiduwv katavounc oxvog: (a) 1 puéon
XWONTUOTNTA TOV CLOTIHATOS Kal () 1) CUVAQTNOT TTEQLOQLOUOD.
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LxNpa 8: O péoeg loxveg kavaAlod méVTe dPOQETIKWV aAY0QOUwV Katavoung loxog Katd
1 dkorelx 5000 emelo0dlwv.
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1.7 Zuunepaopata — [MpoeKTACELG

Y10 KepdAiao 8 mopovoialetor po cuvoyn tov peBodohoyidv mov avamtoydnkov 6to
TAOIG10 TNG TOPOVGAG ASAKTOPIKNG AlTpifing kot divovTol TPOTAGELS LEAAOVTIKT £PELVOLC.

Avokepaimvovtag, oto Kepdhato 2 yiveron pia sloaywyn oto emiyelo diktva 5G kot
AVAPEPOVTOL TO, GEVAPLOL YPNONG, O TEYVIKEG TPOOLAYPAPES, Ol TPOGPEPOLEVEG VTN PECIES, O1
terevtaieg e&eli&elg kabmg Kat o dpdpog mpog to BSG ko 6G. 1dwitepn éppaon diveton oTic
SdOPLPOPIKES EMKOVOVIEG KOl OTIG OMTIKEG EMIKOWVOVIEG €AevBEPOVL YDPOV, Ol 0moieg
amooyoAoVV & *oAOKANpOL TNV TTapovoa Alatpifpn.

>10 Kepdaharo 3 divetan pebodoroyia dSnuovpyiag ypovoselpdv Aapfavousvng 1oybog yio
o otk dopv@optkt| (evén. To pabnuotikd poviélo Aapfavel vIoYn 10 ATUOGPULPIKA
QowvopeEVe, oTpoPfMopod kol omvOnpiopov. o ™ povieAomoinon yPNCLOTOI0VVTOL
OTOYAOTIKESG dlapopikeg eElomaelc. H mpotevopevn yevwnTpla ypovoGELP®Y GUYKPIVETOL LE
mepopatikd  oedopéva amd t0 mpoypoppo ARTEMIS pe mokd peydin emtoyio.
YUyKeEKPUEVO, TOPOVLCIALETOL  EKTEVIG EMKVPMOT TG  YEVVIHTPWIG — YPOVOGEPDV
YPTOCILOTOIDOVTOAG OTOTIOTIKA OTOTEAEGUATO TOGO TPOTNG OG0 Kot OgvTEPNC TAENG Ko
EMOMNUALVETAL 1 YPNON TG Y10 TPOGOLOIMON Kol LOVIELOTOINOT| GE EMMESO GUOTNUATOG.
[Mopovc1alovtor TPOGOUOIOUEVO GTATIGTIKA 1GYVOG AYNG Y10l SIAPOPES KAPIKEG GUVONKES.

>10 Kepdhato 4 mpoteivetar po peBodoroyio KaTovounG 100G Y10l Lo TOAVKOVOALKN
onTikn dopveopikn katepyouevn Levén. H pebodoroyior Bacileton o kvptég pebodovg
BeAtiotomoinong kot otov aiyopiupo vopomAnpwone. Ilapovoidlovtor mpocopoiwpéva
OTOTELECUOTO, KOTAVOUNG 16YV0G ¥PNOLOTOIDOVTOS TPOYHOTIKG SES0UEVO amd TO TEIPOLLOL
ARTEMIS «ot digpevuvartal 1 amddocn Tov Tpotevopevoy adyopibuov. H mpotevouevn
puebodoroyio a&loloyeiton UEC®  EKTETOUEVOV  OTOTEAECUATOV TPOCOUOIMONG Kot
OULYKPIVETOL MG TTPOG TNV YOPNTIKOTNTO UE 600 GAAOVG GAYOPIOLOVS KAUTOVOUNG 10YDOG.
Axopa, depevvartol to TpoPANUe PerTioTonoinong 1oyHog yia éva ontikd VPP SiKTVO pE
Hioe SOpVEOPIKT TNYN, U0 OTTIKN TOAN €6GPOVG Kol ToV €£0TMGUO ypnoth. To TpdPAnua
KOTOVOUNG 10Y00G €lval Kuptd vmd MEPLOPIGHOVE 10Y00G Kot TpoteiveTan pehodoroyia
oLVVTTOAOYILOVTOC TN GLUGYETIGN TOV KAVOALOD Kol ToL povopeve oTpofithopod. H amddoon
™G LeBodov a&oroyeitor HEGH aplOUNTIKOV TPOGOUOIDCEMV.

>10 Kepdhaio 5 mpotetvetan peBodoroyio KaTOVOUNG 10Y00G Y10l OMTIKEG KOTEPYOUEVES
Lev&erg LEO mov ypnowomoiovy HARQ. To mpdPinpa Pertiotonoinong sivon mpofinpa

TEPIOPIGUEVOD LT YPOUUIKOD TPOYPpoUpaTiopod kot emivetal yio to Type I, CC kot IR. Ot
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MOoELg dtvovtol PEGH ETAVOANTTIKAOV aAyopiBuwy, dnAadr| IP ka1 SQP, kol emkvupodvovot
péowm eEaviintikng avalnmonge. apovsialovior apBuntikd amoteAécpoTa.

Y10 Kepdhowo 6 digpevvdton pio €OpOOTN GTIPATNYIKY KOTOVOUNG 10YX00G Yo TNV
Katepyopevn Cebén omTikod J0pLPOPIKOD GLUGTHLOTOS WE SOKVUOVOT GTOYELONG Kot
dlTuTtmveTal €va TPOPANUO HEYIGTOTOINONG TNG YEWPOTEPNS Y®PNTIKOTNTAG dtkTthov. H
BeATioTOTOINON TPAYLATOTOELTAL VIO TEPLOPIGHOVS 10YVOG LLE KVPTEG TEYVIKES KO LETPTOELG
an6 to meipopo ARTEMIS. E&Gyetor To Katdtepo Oplo £pyOdIKNg YmPNTIKOTNTAG SUKTOOV.
Ot aAyop1Bpot Guykpivovton Pe GAAEG TOATIKEG KOTAVOUNG 10YDOG.

Téhog oto Kepdhawo 7 mapovoidleror pebodoroyio KOTOVOUNG 16YVOC Yo OTTIKG
dopvpopikd cvotiuato Pacicpévn ot DRL kot ot DNNs, 11 omoia ekmoudeveton yopic
HOVTELO HECH WIOG GTOYOOTIKNG KAIoNG moATIKNG. [0 TV emucupmon kat T SOKIUN TOv
TPOTEWVOUEVOL GYNUOTOG KOTOVOUNG, YPNOULOTOOVVTOL TEWPAUATIKEG UETPNOELS OO TNV
arootol) ARTEMIS kot gEAéyyeton wg mpog tnv akpifeia tpdPAEYNG.

Aldpopec KatevBuvoelg yuoo HeEAAOVTIKT €pevvo pumopohv va mwpotofodv ue Pdon Tig
Bewpovpevec mapadoyEG Kol OTAOTOMGELS KATA TV AVATTUEN TOV HOONUATIKOV HOVTEA®Y,
TV alyopiBuwv poviehomoinong kot Pertiotomoinong kotd T S1dpKEW OVTAG TNG

AwTpifne. Avtég ot katevBuvoelg mapotifevton mopoKaTo:

1. Movtehomoinon HETPLov/1IGYLPOL GTVONPIGHOD GE BOPLPOPOVS UM YEDMCTUTIKNG TPOYLOC
o 1 olhvBeorn YpovooEPOV 7OV LOVIEAOTOOUV TO OMOTEAEGUOTO TOV AcHevadv
ATUOGPAIPIKAOV avatapd&emy oty kotepyouevn Levén, o umopovoe va oavomtuybei pio
avtiotoyn unebodoroyio mopoy®myNS PACIGUEVT] GE GTOYOOTIKEG Slopopikéc e£loMGELS Y10
HETPLEG Kal 1oYLPEC ovvinkeg omvOnpiopov. Opoime, ot un ye®wotatikoi dopvuedpoL
(dopLEOPOL YOUNANG KoL HECTG YAVIG TPOYLAS) TOPOVGLALOVY LEYAAO EVOLOQEPOV, OALA TO
1610 &yovv Ko o1 TepmT®oel; Tov (evéemv drone-to-ground, UAV-to-ground kot CubeSat-
to-ground. Ot kOpieg mPoKANoCELS ivor 1 LKPOTEPN TTEPI0BOC TEPIGTPOPNG KL O YPOVOG
OnTIKNG emapng (< 24 dpeg, UEPIKEC QOPEG KO UEPIKE AEMTA), O GLYVOC KOKAOG MUEPOG-
viytag (610 6K0TadL > 2% TOV YPOVOL), 1 TAXEMS HETAPUAAOLEVT Y®Via avOYmOoNG, 1 avayKn
Y100 KOADTEPT OTTIKT GTOYELGT] KO TOPOKOAOVON OGN, 1 VYNAN TavTTO Stadpouns (> 10.000
mph) Kot to YEPOTEPE POIVOUEVO TEPUAAVNONG OEoung kot AppAvvons otpofiliicudy.
Mmnopovv va xpnotHomonBoHv TPOGOUOIMIEVE 1] OKOLLA KOl TPOLYLATIKE OTTIKG S0PLPOPIKA

dedopéval.
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2. Mn kvptd ko1 NP-606KoAo TPOPAALOTA KATAVOUNG 10)(VOG

H ebpeon evpetikodv ko petaevpetikdv pebddwv yio mpofAnpate Beitiotonoinong un
KupT®V Kot NP-d00koAmv, KaBdg Kot 1 LeAET TG PEATIOTNG KATAVOUNG 16Y00G GE OTTIKA
dopvpopikd cvotiuate poalikov MIMO, un opBoydviag moAlaming mpécPacng (Non-
Orthogonal Multiple Access, NOMA), aotepiopod dopuopwv K.AT., gival dAhec mBaveg
EQAPHOYES aVTNG TNG épevvas. [1a mapddetypa, 1 LEYIGTOTOINGT TNG EVEPYELNKNG ATOSO0NG
eivan éva kpioo Mmmuoe ota cvotiuate NOMA kor dwwtvndvetor o NP-duckolo
TPOPAN LA BEATIGTOTOINGNC VO TN HEYIOTN oYY UETASOGNC, TV UTOITNON EAGYIGTOL pLOLLOD
UETAB00MNC SESOUEV@V YPTGTN KOL TNV OTaiTnon S1adoyIkNG akvpwong tapeppordv. Emiong,
TO UN-KLPTO TPOPANUO KATAVOUNG 16YX00G 6€ evomotnpuéve 6G dopueOpIKA Kol ETLYELO,
(integrated 6G satellite-terrestrial) Adym NG €yyevodg UN-KLPTOTNTOC TNG OVTIKEWUEVIKNG
ovvaptnong. H Abon mpémet va emdeikviel VYA EXEKTAGIUOTNTO KO OTOTEAECUATIKOTITO
Kot yopunAn roAvtlokotnta. H datdhnwon tov 16100 Tov TpoPALOTOC KATAVOUNG 10(DO0G Kot
Ol TIPOTEWVOUEVEC TEYVIKEG Y10, TNV EMIALGT TOL Oa givol TO KOPLO EMIKEVTPO TNG UEALOVTIKTG
epyaoiag. H opoloyia mov ypnoiponoteital o€ auti Tn Sdaktopikn| dtatpin etvor evpeia kon
VIOBETEL OTL TPONYOULEVEG EVEPYEIEC N KOTAOTACES Ogv TPOPAEMOUV  HEAAOVTIKEG
KATaoTAoES. 20TOG0, VIAPYOLVV EVOLOPEPOVGES TEPIOTAGELS OTIG OTO1ES 0VTO OV GLUPaivEL,
Y., VO HOVTEAO OMTIKOV KOVOAOD TOL EVOMUOTOVEL €va poviého Markov 6mov 1
KOTAOTOOT KAVOALOD GE U0 YPOVIKY oTypn €optdrol amd Tig mPONYOVUEVES GTIYUEC.
Opoimg, Ta TPoPANUATA AVOAOYIKNG SIKALOGUVNG AQLUPAVOLV DITOYT LK ETTAEOV KATAGTAOT)

OV GYETILETOL UE TIC TPONYOVUEVES KOTAVEUNUEVEG IGYVEG TOV TEPUATIKADV EKTOUTMV.

3. Avdivon amodoong oe GAla Ouato omTikng 01ddoong avepyouevov Levéemv pe ikpohe
d0pLPOPOVE N} LT ETOVOPOUEVO OEPOYTLOTAL.

H mepumAdvnon 6éoung (beam wander) eivar po. onpovtikny TpoKANGN 6TV 0vVoOSIKn
{evén, Kabmg £xel ¢ AMOTELEGUO TN UETATOMION TNG OEGUNG KATH OPKETEC EKOTOVIAOES
pétpa. Kotd myv drocmopd déounc (beam spreading) 1 eloepyodpevn oéoun Bo, mepOiabel ko
Ba dwaokopmictel aveEdpnTa, 0dMNYOVTOG O TOPAUOPPOCT TOV AGUPAVOLEVOL HETMTOV
kopotoc. Ta v oavodikny Cevén, 1 dacmopd déoung, M TEPUTAAVNON SEOUNG Kol Ot
dwkvpdvoelg ot yovio aeiEng eivar o1 kKOpOL TOPAYOVTEG TOL GULUPAAAOLV GTNV
vrofddon Tov ONUETOC Kol €TGL  OMUIOLPYOVV  €ve MO TOADTAOKO TPOPANUQ
BeAtiotomoinong avabeong oyxvog. Axoun, ot vavodopvpopor LEO pe pikpookomikd
TNAECKOTIO TV ~9 cm PmopoV va Kvouv KOKAOLS Yyup® amd ) I'n ypriyopa og mepinov 90
Aentd evod ol mAateoppeg CubeSat éyovv ddpkela {ong amd pepikég efdopddeg Emg 1-2
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ypévio. Ta drones vtoEéPovV amd SOVIAGELG TAATQOPLOS AGY® TOV TTEPLYI®Y TOV POTOPO.
Tov drone Kot ENE0N A1OPOVVTOL TVYAIC AOY® TMV TOTIK®OV PUTOV AVEUMV KOl TNG oKpifetog
GPS. Eivaw avdykn cvvendg va peietnovv BEATIOTA 1] €0p®GTO GYNLUOTO KOTAVOUNG 16Y00G
Kot va TporypatomomBet pia ovaivon amdd0onS TV CUGTIHATMOV OVTOV UE TPOGOLOIMUEVEL
N Kol TEWPAUATIKA SEGOUEVOL.

Téhog, 101aitEPO EVOAPEPOV £XOVV TO TPOoUPLOOTIKA ontTtikd (Adaptive Optics, AO), ta
07010l YPNGULOTOLOVVTOL Y10 TNV AUPALVGT TG EMIOPACNS TOV ATUOGPAIPIKAOV aVOTAPGEEDV
KO GTNV TOPOYN MG U1 TOPALopPouévng 6éounc. Opoimg, ota TAaiclo TG HEALOVTIKNG
épevvag etvar kol M avdivon anddoong tov AO ce d1dgopeg cuvOnKeG GTPOPIMICUADV LE

TEPOUOTIKES LETPNOELS OV €IVl EPLKTO.

4. Mnyovikn pébnon kot vevpwvikd diktoa

O ovpPatikéc ko kKAaowkés pébodor Pedtiotomoinong e&akolovBovv va emdEViovY
TAEOVEKTNUOTA 0T PEATIGTONOINGT TNE KOTAVOUNG 10YDOG TOV TOTWOV OCVPUATOV IKTO®V.
Qo1660, OMOITOVV TOAVTAOKEG KOl EVIUTIKEG EMAVOAYELS Kot UTOPEL va, elval VTOPEATIOTEG.
Ao TV GAAN TAeLpd, M pnyovik padnon (ML) €xel moAAég vmooyéoels yio v emihvon
TPOPANUATOV OV SVOKOAD LOVTEAOTOIOVVTOL KOl TN LETAPOPE EMIMOVOV KOl VITOAOYIGTIKA
JOTOVN POV J1AOIKOCIDV PEATIGTOTOINGTG G8 KTaideVOT| EKTOG oUVIEDTS. 110 TO AdYO avTo,
Kot pe v ekbetikn avénon tov aplfuod Tev dbéciumy cuvormv dedopévav, 1 ML €yet
yivelr o Bepelmdng teyvoloyia og dAPOPOVS TOUEIS TOV ACVPUATMV ETIKOVOVIOV, KOl
e1d1KoTEPO 0TN PEATIOTN Katavoun woyvoc. Extog amd ta fabid vevpwvikd dixtvo (DNN),
MOGELG E APYLTEKTOVIKEG EMAVOAAUPAVOLEVOV VELPOVIKOV d1kTO®V (RNNS), vevpovikdv
dktoov ypapnudtwv (GNNSs), cuveMKTiKOv vevpovikav otktdmv (CNN) kot teyvikov
Babiac evioyvtikng pabnong (DRL) Oa umopovcav vo diepevvnBoldv oe katavepnuéva

TEPIPAALOVTO TOALOTADY TPOKTOPWV.

5. ANy 0edopévav EKTOIOEVGTG KOL EQOPUOYT GTO TPAYHOTIKO GUGTN O

AgdopEVoL OTL 01 TEYVIKEG UNYAVIKNG LaBNoTg amaitodv T GLAAOYT APHOVEOV TOGOTHTOV
SE0OUEVOV DYNANG TTOOTNTAG EKTOG OO TO, TPOPIA SIKTOOV, GLUVOVTOVV TOAAG EUTOSLN OE
OAn ™ o@dorn g ekmaidevong o mopddelypo, cmOTd yopoKTNPGUEVE dedoUEVA
OTOTOVVTOL Y10 GUGTHLOTO EXLTPOVUEVNG LABNoNG, 0ALG cvTd pmopet va gival SOGKOAO Vol
emrevyfel oe éva mepifddiov mov aAldler ypriyopa. Opiouéveg pébodol Pacilovtar oe
TPOCOUOIOUEVE GHVOLO SESOUEVMY TTOL OTLLOVPYOVVTOL YPT|CILOTOIDMVTOS VO GUYKEKPIUEVO

€100g ductvov. Qg amotérecua, Ba pmopovoe va vdpEel aovpPVia HETAED Tng BEATIOTNG
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TPOGEYYIONG OV AELTOVPYEL OE €val TPAYLOTIKO GUGTNHO Kot TG Kabiepopévng nedodov. H
avAyKn Kot To KOGTOG T®MV ONTIKOV dOPLPOPIKAOV AAAA Kol ETlyEl®V LeTprioemv Ba yivovton
OA0 KO O SVOKOAN KAOMG TO AGVPLOTO OTTIKA O1KTLO YIVOVTOL TTO TUKVE, KO OTTOLTTIKA

0TO PEAAOV.

6. Ac(poAeig emKOV®VIEG

O1 6LOKEVES Elval SIKTVMUEVES Y10 AVIYVELOT KOl OAANAETIOPOCN O TPAYUATIKO YPOVO
omv emoyn tov Internet of Things. Oa wpémel vo, amotpéneton M npdsPacn 6€ WIOTIKA
OE00UEVO, CUUTEPIAUUPAVOUEVOY TV TANPOPOPIOV TPOTELIKOV AOYOPLOCUDV KOl TMOV
apyeiov VYEWOVOUIKNG TEpiBaiyng, 0md KIVdOVOLS Yo TNV ACQUIAELD TOL JIKTOOV, OTIMG M
vrokAomn kot 1 mopsufoin. Ta acOpuata diktve emdpevng yevidg Oo mpémer va
aviyetonicovy {nmuota 0nmg o kvPepvomdiepog, 1n KAomn dedopévav cloud kot To
phishing, ta omoia Ba £xovv oNUOVTIKY ENIOPOCT GTOV TPOTO TPOCTAGING TNG AVTUAAAYNG
OEOOUEVDV LLE TPOTTO TTOL VO, S1TNPEL TOGO TO AIOPPNTO OGO KOl TN SIKALOGVVT).

H ontikn {evén ehevbepov ydpov €xel €yyevi YopaKTNPIOTIKG OCQOAEING KOl UTOPEL VoL
vrootnpigel KPavtik KpurToypapio 6Tav 1 VIOdoUN OTTIKOV aV dev givar dabéoun. H
dtovopn kPavtikov kAewd1o0 (Quantum Key Distribution, QKD) givan pio moALd vooyopevn
TEYVOAOYIX OV EMTLYYAVEL veL OprV aoPAAELR, 1 omola gival omapaitntn Yo éva guphd
eaocua gvoicntov cpoppoymdv. Xe ovtibeon pe v omtTikn itva, 1 emkowwvio FSO
YPTCLLOTOELTAL OTOTEAEGUATIKA MG KPavTIKO KavdAl ympic va emnpedletar 1 TOADGCT TOV
UETASOOUEVOV pOTOVI®MY. AVGTUYMG, OAEG 01 TAPASOGLOKEG TPOCEYYIGELG O10VOUNG KAEDIDV
etvan eyyevog ompofienteg, kabng faciloviot €€ 0AOKAN POV GE VTOAOYIGTIKOVG UNYOVIGLOVG
OV €ival EVAAMTOL 6€ UEAALOVTIKES eEEMEELG GTO VAIKO Kal TOLG AAYOPIOUOVE VTOAOYICTMV.
Me v exbetikn ovamtuén Tov KBAVIIKGOV DTOAOYIGTOV, OVOUEVETOL OTL 1) VIAPYOVGH
vrodoun] OMuoOctov KAEWOD Ba yivelr mo evdAwtn péco 6E Ayo ypovie AOY® TNG
dtofectudmrag KPAVTIKOV VTOAOYISTOV HeYGANG KApokag. Evag kPavtikdc dsopvedpog
GEO pmopel va mapéyet évav apyd aArd cuveyn puOpod mopoymyng HUGTIKOD KAELS100, AOY®
g otabepng tov Béong oTov ovpavd e TOAD peydAlo vyopeTpo. Avtifeta, ol kPfavrikol
dopupopot LEO eivar modd mo kovtd oty emeaveia tg I'ng kat, Aoy avtov, pmopolv va
TOPEYOVV 10 TOYVTEPT] AALE SIOKOTTOLUEVT VINPECIO TAPAYWOYNG LVCTIKMOV KAEOIDV.

2y mepintwon evog KPavikov dopueopov, T0 TPOPANUO KATOVOUNG TOP®V aVAYETOL
Aowmdv ot Peltiotomoinon Tng ovvAPTNONG OTOYOV, OTMG 1| LEYIGTOMOINGT TOV PODV

KAEWOIDV KO1 1] EAOYLIOTOTOINGT TNG KATAVAANDOTG LVGTIKOD KAED10V.
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Chapter 2
Introduction

2.1 Overview of 5G Mobile Networks and Future Wireless Communications

Since its commercial launch in 2019, fifth-generation (5G) coverage has grown to reach
40% of the world's population by 2023 (Figure 2-1). However, distribution remains extremely
uneven. While 5G networks cover 89% of the population in high-income nations, coverage
in low-income countries remains sporadic. With 68% of the population covered, Europe has
the most comprehensive 5G coverage, followed by the Americas (59%) and the Asia-Pacific
area (42%) [1]. In the Arab States area, coverage exceeds 12% of the population, while it is
below 10 percent in the CIS region (8%) and Africa (6%) [1]. 4G covers 90% of the world's
population, and where 5G isn't accessible, this remains an excellent alternative. However,

55% of those without 4G reside in low-income nations [1].

World 4G (52%)

Africa 4G (58%) | 3G (19%)
Americas
Arab States 4G (65%) | 3G (18%)
Asia-Pacific
c1s
Europe 5G (68%) 4G (31%)
Low-income 4G (38%) | 3G (38%)
Lower-middie-income =Y s R
Upper-middle-income 5G (57%) 4G (41%)

High-income 5G (89%)

LDCs 4G (54%)
LLDCs 4G (49%)

SIDS 5G (21%) 4G (50%) SR
0% 20% 40% 60% 80% 100%

Figure 2-1: Population coverage by type of mobile network (2023) [1].

Global mobile-broadband traffic rates are expected to reach 913 exabytes (EB) in 2022,
more than double the traffic in 2019 [1]. Fixed broadband traffic rates were expected to have
climbed from 1991 EB in 2019 to 4378 EB in 2022 (almost five times that of mobile
broadband traffic) [1]. Between 2019 and 2023, mobile and fixed-broadband traffic is
expected to climb at a 30% yearly average, with a peak rate of growth around the onset of the
COVID-19 pandemic in 2020 [1]. For significant Internet data usage, fixed broadband

remains the option of choice. During the epidemic, a significant portion of mobile traffic was
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diverted through fixed networks using Wi-Fi connections. In 2022, the mobile-broadband

traffic had grown from 3.4% to 4.2% [1].
5G network requirements have successfully completed the standardization phase, and 5G-

powered networks are being deployed globally [2]. The International Telecommunication

Union (ITU) certified in November 2020 that the 5G New Radio (NR) and 5G Core

technologies proposed by the Third Generation Partnership Project (3GPP) meet the IMT-

2020 performance criteria [3].

The first 5G deployment (2019-2020) will focus on sub-6 GHz cells built on a cloud radio
access network (C-RAN) architecture [4]. However, following rollouts will cover the
complete 5G vision, including the hyperdense deployment of small cells based on millimetre-
wave frequencies. This will be combined with extensive deployments of multiple antenna
technology, which will have a multiplier impact on user peak data rates and cell capacity,
allowing the 5G system to meet the performance metrics established by 3GPP [5].

In the direction of a society that is fully connected and an acceleration of the digital
transformation, three primary use cases for 5G have been considered, namely, enhanced
mobile broadband (eMBB), massive machine-type communications (mMTC), and ultra-
reliable low-latency communications (URLLC) [2-6].

1. The eMBB aims to improve speed, capacity, coverage, broadband connectivity of 5G
mobile networks to accommodate the escalating data traffic generated by mobile
smartphones (e.g. high-grade photos and videos) and provide innovative applications such
as augmented reality/virtual reality (AR/VR). The objective is to reach up to 10-20 Gbps
mobile data rates offering connectivity in densely populated areas and events [2—6].

2. The mMTC use case intends to address difficulties, for example, connecting billions of
machines or resource-restricted Internet of Things (IoT) units (e.g. sensors, actuators) to
the network as new clients [2—6].

3. The URLLC focuses on supporting latency-critical applications, for example, autonomous
driving, vehicle-to-everything (V2X) communications, vehicle-to vehicle (V2V), vehicle-
to-infrastructure (V2I), unmanned aerial vehicles (UAV), intelligent transportation system
(ITS), and smart grid, smart manufacturing, precision farming, railways. This use case
aims to reduce the radio access network latency from 20 ms in 4G to 5 ms and eventually
to less than 1 ms [2—6].

With its constituents being the software defined network (SDN), network functioning
virtualization (NFV), network slicing (NS), mobile edge computing (MEC), massive
multiple-input/multiple-output (MIMO), and millimeter-wave (mmW), the 5G mobile

32



network is primarily built on softwarization [6]. More than 100 times as many connected
devices and greater "indoor coverage" are now possible due to 5G's improved energy
efficiency and signal propagation attributes. Additionally, the "traffic density" will improve
energy and spectral efficiency. Furthermore, this has sparked the development of new
technological paradigms, such as Industry 4.0, edge intelligence (EI), nonorthogonal multiple
access (NOMA), mixed reality (MR), driverless cars, Internet of Everything (IoE), and big
intelligent surfaces (LIS). Conversely, novel and developing uses like extended reality (XR),
unmanned aerial vehicles (UAV), and holographic telepresence (HT) are probably going to
change the course of the future [6]. However, because they are bandwidth-hungry, these apps
demand things like maximum speed, instantaneous access, low latency, etc., which 5G cannot
provide. Densely networked wireless devices from a variety of application areas in
transportation, industry, and health provide the foundation of the 5G ecosystem [2—6].

Since the advent of these novel ideas and technology, wireless backhauling has gained
prominence in networks of the future, allowing densification with higher performance than
that of earlier methods [7]. The usage of wireless connections for core network connectivity—
for which fiber cables are often used—is known as wireless backhauling [7]. However, the
performance requirements were no longer a constraint with the advent of mmW frequency,
mMIMO, and beamforming. Furthermore, the fact that mmW is a fresh frequency band made
it easier to use available spectrum resources, enabling wireless backhauling [7]. The
deployment of a dense network with fiber connectivity is nearly difficult, which makes
wireless backhauling necessary and important. Finally, there are a number of use-cases that
stand to gain greatly from the widespread realization of wireless backhaul utilization. The
usage of UAV and satellite backhauling are explicitly relied on wireless backhauling
performance [7].

It is anticipated that 6G would differ from 5G in a number of ways. In terms of application
needs, 5G expanded 4G's "Mobile Internet" to include the "IoE." 6G will build on 5G to
further improve the IoE and mobile Internet while also extensively integrating them with big
data and artificial intelligence to create an intelligent IoE [2—6]. Technically speaking, 6G
will aim for more coverage, faster speeds, more connections, ultra-low latency, ultra-high
positional precision, communications and sensing integration, increased intelligence,

increased security, and improved substitutability over 5G [2—6].
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Figure 2-2: Technical requirements of 5G vs 6G. The inner polygon stands for 5G, while the outer
octagon stands for 6G [3].

In Figure 2-2 the technical requirements of 5G are compared to the 6G ones [3]. While 5G
can only achieve a maximum downlink rate of 20 Gbps and an uplink rate of 10 Gbps, 6G is
predicted to attain speeds of up to 1 Tbps [3]. The minimum user layer latency in 5G is 1 ms
for URLLC and 4 ms for eMBB. It is anticipated that this figure would fall considerably
lower, to 100 us or even 10 ps. The downlink and uplink maximum spectral efficiencies for
5G are 30 bps/Hz and 15 bps/Hz, respectively. Advanced 5G radio technologies are expected
to attain a spectral efficiency that is three times lower than that of 6G. The chance of success
for the minimum dependability criterion in 5G networks is 1—107°. Improvements of at least
two orders of magnitude are anticipated, i.e. 1 — 1077 or 99.99999 %. Finally, the bandwidth
requirement in 5G is at least 100 MHz while 6G will support up to 1 GHz [3]. The following
five use cases look very promising for BSG/6G [2-6]:

1. Holographic telepresence enables real-time verbal communications along with realistic,
full-motion, 3D images of far-off people and things that may be projected into a room
(such as a meeting room, classroom, or surgical area).

2. A digital twin enables the creation of an executable, full, and real-time digital duplicate of
a property, system, or subsystem (smart grid, Industry 4.0, for example).

3. Autonomous cars and connected robots enable the physical process, controller, sensors,

actuators, and other components of a control system that are dispersed across a large
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geographic area to be connected via a mobile infrastructure. Tactile Internet is a new use

case for this application.

4. The goal of Internet of Things (IoT), distributed artificial intelligence (Al), and big data is
to enable mobile networks to automate network functions through the use of Al, machine
learning (ML), and big data technologies.

5. Blockchain has great promise for BSG/6G data storage as it provides decentralized,
permanent, anonymous, and auditable repository of information.

Key technologies that are anticipated to propel the mobile industry toward B5SG/6G include
distributed artificial intelligence (AI) and big data, virtualized RAN, quantum and THz
communications, visible light communication (VLC), energy harvesting and fog computing,
and improved optical-wireless convergence [2—6].

One of the main ways that machine intelligence manifests itself is through ML [8-10]. In
ML, a mathematical model is constructed to carry out a certain function (such as
classification, regression, or clustering) without the need for explicit programming. The
following are the three primary categories of ML [8—10]:

1. To learn a specific unknown mapping function that maps the input to the output, supervised
learning makes use of a labeled data set, which contains both the input and the desired
outcome [8—10]. In other words, after the model is trained on solved cases, it can forecast
the result depending on fresh inputs. Artificial neural networks (ANNS), support vector
machines (SVMs), k-nearest neighbours (KNN), and logistic regression are the main
models used in supervised learning [8—10].

2. In unsupervised learning, the data is unlabeled (i.e., it merely consists of inputs), but the
model must determine the underlying structure in the data [8—10]. The grouping of data
into clusters based on shared characteristics is a good illustration of unsupervised learning.
For instance, k-means clustering, principal component analysis (PCA), and Gaussian
mixture model (GMM) utilize this learning approach [8—10].

3. The goal of reinforcement learning is for the agent to maximize the positive rewards from
its interactions with the environment by assigning both positive and negative rewards to
the actions it does [8—10]. As a result, no dataset is needed for training when using this
learning technique. Q-learning, actor-critic learning, and multi-armed bandit learning are

a few instances of algorithms that use reinforcement learning [8—10].
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Benefits to be provided by using AI/ML in future 6G networks:

1. Overcoming modeling complications [8—10]: Due to the high mobility, the dynamic

environment of space, the use of wireless links for most segments, the modelling of
channels is very complicated in SpaceNets. The accuracy of these models has a significant
impact on network performance and user satisfaction. However, ML techniques do not

require accurate modeling.

2. Low computational and time complexity [8—10]: In the training phase, the model

parameters are optimized to learn the structure of the data. This learning process is
computationally complex. However, it can be implemented offline utilizing available data.
During the testing phase, the trained model operates online with low complexity and a
short response time. For instance, a trained ANN predicts the output for new inputs mainly
by matrix multiplications. This reduces the computational complexity and response time
during online operation. For example, it was shown that a trained deep neural network
(DNN) could predict the power allocation for a network with 15 users in a response time

of just 0.0149 ms.

3. Adaptability to dynamic environments [8—10]: SpaceNets are characterized by their highly

dynamic environment. This includes a network topology that changes with time due to the
movement of SNs, channel conditions that depend on the weather and location and traffic
loads that differs from one spot to another. The development, configuration, and
management of the network need to react to these changing conditions quickly and

efficiently.

4. Scalability [8—10]: The increase in complexity when the network parameters scale up is

lower than that of traditional approaches. This is suitable for SpaceNets which are required
to serve a massive number of users per EOS as its footprint covers a wide area on the

ground.

Challenges to be addressed to leverage the intelligence of AI/ML in future 6G networks:

1

. Dataset availability [8—10]: High-quality data is essential for ML models, and their

accuracy depends greatly on the amount of data used for training. In this regard, data for
SpaceNets might not be available for all use cases due to cost or computational resource

limits.

. Suitable techniques [8—10]: There are numerous ML approaches that can be grouped under

the three categories discussed in this section. Each technique has its own advantages and

shortcomings. For example, supervised learning-based models can provide accurate
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predictions for decision making. However, labeled data sets are required to train those

models, which might not be available.

3. Distributed versus centralized [8—10]: To address scalability issues and avoid centralized

processing shortcomings, distributed ML techniques, such as federated learning can be

utilized. There is a trade-off between centralized and distributed ML techniques.

4. Standardization [8—10]: Despite the great interest that AI/ML has received, it is still in the

study phase and is not widely standardized in wireless networks. In addition, AI/ML is
included in the work items to be specified in Release 18. This means that AI/ML is
beginning to find a place in wireless network standards. However, the technology is still

in its infancy.

5. Unique characteristics of SpaceNets [8-10]: Compared with terrestrial networks,

SpaceNets have unique characteristics that can impact the performance of AI/ML models
and techniques. For example, the propagation delay in SpaceNets makes it challenging for
AI/ML models to utilize such kind of data that could be outdated due to that delay. Another
example is the highly dynamic topology or the communications environment in SpaceNets
which makes the data susceptible to high errors due to pointing and polarization errors,

weather conditions, radiation, and high interference.

Applications of AI/ML in future 6G networks:

1.

Handover prediction and management [8—10]: Reinforcement learning is employed to
design a user-centric handover method in which the user terminal makes decisions about
the handover procedure based on predicted service time, channel resources, and relay

overhead.

. Routing [8—10]: An unsupervised learning technique to define clusters of traffic based on

their data type while taking into account the geographical traffic distribution density. Then,
a reinforcement learning approach was applied to learn following the replays and selecting

the route with the lowest round-trip time.

. Channel modelling and estimation [8—10]: A deep learning-based channel state information

predictor for massive MIMO-based LEO satellite communications. The

model was based on long short term with memory (LSTM).

. Resource allocation [8—10]: In a resource allocation problem based on NOMA, deep

learning is used to study the relationship between the queue and channel states and

overcome the non-convexity of the power allocation problem.
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5. At PHY, many optimization problems are nonconvex, e.g., sum-rate maximization. ML is
a powerful tool to find good solution(s) for such nonconvex optimization problems. An

Introduction to Deep Learning for the Physical Layer can be found in [11].

2.2 Overview of Satellite Communications

Unmanned aerial vehicles (UAVs), high altitude platforms (HAPs), and satellite networks
are examples of non-terrestrial networks (NTNs) [12-16]. NTNs have historically been
utilized for a variety of purposes, including remote sensing, television broadcasting, disaster
management, and navigation. The development of terrestrial networks (TNs) in isolated or
unreachable locations, such as rural areas, deserts, and oceans, may be prohibited by the
inherent limits of ground infrastructure as well as by financial considerations [12—16]. User
equipment (UE) in these un(der)served areas are consequently unable to receive terrestrial
services. Network scalability may be made possible by the employment of NTNs in
conjunction with the current terrestrial infrastructure as a practical and affordable solution for
constant and widespread wireless coverage. In these situations, NTNs serve as access nodes
to improve the capacity, coverage, reliability, delay, widespread presence, and overall
performance of the current and future terrestrial networks [12-16].

For starters, NTNs can successfully improve "5G network reliability” by ensuring service
continuity in circumstances where it cannot be provided by one or more types of terrestrial
networks [12-16]. As an example, consider moving platforms (e.g., a vehicle, train, or
airplane) with mission-critical communications. Secondly, NTNs can ensure "5G service
ubiquity" in un-served (e.g., deserts, oceans, forests) or under-served (e.g., metropolitan
regions) locations where a terrestrial network does not exist or is prohibitive to reach [12—
16]. Last but not least, NTN can provide "5G service scalability" owing to the satellites'
efficiency in multicasting or broadcasting over a large area. This can be quite effective for
offloading the terrestrial network by broadcasting media to the network's edge [12—16].

Satellites have the unique ability to cover large geographical areas with minimal ground
infrastructure, making them an appealing solution to meet the growing number of diverse
applications and services, either as a stand-alone system or as an incorporated satellite-
terrestrial network [17]. Satellite communications is currently gaining traction in the global
telecommunications sector, as numerous network operators have begun to use satellites in

backhauling infrastructures for connection and 5G system integration [18].
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Because they are at such a high altitude, these satellites have such a large communication
area that three GEO satellites may cover the entire planet. MEOs are found at altitudes ranging
from 5,000 to 20,000 kilometres [19]. The Global Navigation Satellite System (GNSS) is one
example, i.e., GPS and Galileo, or SES’s 03b mPower system. LEOs are found at altitudes
ranging from 500 to 1,500 kilometres. MEO and LEO differ from GEOs in several ways [20].
For starters, because they are lower in height than GEOs, they have substantially shorter
propagation delay times and less propagation attenuation. Their high mobility, on the other
hand, creates a large Doppler shift, therefore signal distortion must be considered [19]. The
overall number of active satellites circling the Earth in 2016 was 1,459. Nonetheless, the
number of operating satellites had increased to 4,550 by September 2021 (a more than 210%
increase in less than 5 years). Furthermore, over 100,000 satellites are expected to be launched
by 2030 [20]. Table 2-1 provides several examples of LEO-satellite constellations whose
services have commenced or are scheduled to commence in the near future, demonstrating

the strong trend towards these constellations.

Table 2-1: Satellite Constellations [43]

Company Service started | # of satellites
O3b 2014 12

Oneweb 2023 648

Starlink 2020 12000
Telesat 2023 188
Iridium-next 2018 66

The high throughput satellite (HTS) system, which was deployed in 2011, offers high
throughput service by leveraging a multi-beam layout but has the problem of supporting a
relatively small area when compared to standard SatCom [21-22]. Many studies have been
undertaken since then to discover a MIMO design that can use the multi-beam method for
most SatCom designs [23-27].

SatCom channels differ substantially from those of the terrestrial network. There are two
notable differences [28]: 1) significant signal attenuation and extended delay times due to
great distances, and 2) high LoS channel properties. The enormous distance between the
satellite and the earth causes significant signal attenuation. Path loss, attenuation caused by
the Earth's atmosphere, and rainfall impacts are all examples of attenuation. Because there is

no scatter near the satellite, signals coming from or going to it cannot take advantage of multi-

39



path [29]. Another concern is the significant Doppler shift. Satellites in MEO and LEO orbit
at high speeds. For example, a satellite in 600 km LEO is traveling at 7.56 km/s. Motion at
this rate will generate a significant Doppler shift in the signal path [30].

A satellite sends and receives data from the gateway [31]. At the same time, it sends and
receives data from and from clients. SatCom is classified into two types: transparent and
regenerative [32]. Transparent relay signals simply by amplifying the signal received from
the gateway or user. The regenerative form, on the other hand, makes advantage of onboard
processing (OBP). Thus, a regenerative satellite works similarly to a base station (BS) of the
terrestrial infrastructure for switching and routing, modulation and demodulation, and coding
[33]. The gateway and the satellite are connected via feeder links. The communication link
between the user and the satellite is known as a service link. In the transparent scheme, OBP
cannot be realized and inter-satellite links (ISL) are not supported. Consequently, the satellite
should always have both a feeder and a service link.

Based on their features, each employed frequency band is separated into Ku, K, Ka, and V
bands, which are fairly high frequency bands, and L, S, C, and X bands, which are
comparatively low frequency bands [34]. In classic SatCom, the lower frequency bands are
primarily utilized. GNSS and other navigation and tracking systems are the primary users of
the L-band spectrum [35]. Television transmission, military communications, and high-
capacity Internet connections all employ the relatively high frequency Ku, K, and Ka bands.
This frequency range is specifically used for communication by LEO Internet service
providers like OneWeb and Starlink, which recently started offering their services [36].
Recently, there has been talk about utilizing the V-band bandwidth for feeder links that have
higher reliability and capacity demands [37].

The Ka and Ku bands are the bands that LEO enterprises are now using. Telesat operates
in the 17.8-20.2 GHz downlink and 27.5-30 GHz uplink bands, both of which are Ka band
frequencies [38]. OneWeb and Starlink use the 10.7-12.7 GHz spectrum for user downlink
and the 14-14.5 GHz band for user uplink [39]. They also use the 17.8-19.3 GHz band for
their gateway downlink and the 27.5-30 GHz Ka band for their gateway uplink. Regarding
Amazon, it utilizes the 17.7-20.2 GHz Ka band for user downlink and gateway, the 27.5-30
GHz Ka band for gateway uplink, and the 28.35-30 GHz Ka band for user uplink. S (2—4
GHz), X (8-12 GHz), Ku (12-18 GHz) and Ka (2640 GHz) are the frequency ranges utilized
for satellite communications [40]. The need for higher data rates and restricted available

spectrum is driving satellite operators to investigate the V (40—75 GHz) and W (75-110 GHz)
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bands [41]. This move increases bandwidth for feeder links that can support a HTS and frees
up Ka for the user link [42].

2.3 Overview of Free-Space Optical Communications

Due to its ability to meet the key requirements of high capacity, low latency, energy
efficiency, dense connectivity, and a superior level of security against interception, free space
optical communication (FSO) systems have recently attracted a lot of attention again as a
viable wireless interconnecting solution for the 6G era [43]. As a possible wireless linking
option, FSO systems—which transfer data through the air using infrared beams rather than
radio waves or optical fibres—have recently garnered a lot of curiosity. They combine the
benefits of the high transmission capacity made possible by optical device technologies with
the mobility and convenience of deployment of the wireless networks. Furthermore, they are
license-free and interference-free [44].

Despite being on the market for a while, three major problems have prevented the FSO
systems from being implemented in the carrier-class networks of today [45]. These include
of [46]:

1. Inherent system difficulties, like severe line-of-sight (LOS) requirements and
meteorological disturbances.

2. The availability of radio frequency (RF) technologies like E-band mmW connectivity that
could fulfil the present mobile network requirements.

3. Tight availability and reliability criteria enforced by telecom operators.
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Figure 2-3: Potential applications of FSO systems in 6G network [47].
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Lately, FSO systems have become a feasible choice for fulfilling the essential needs of 6G
networks, which include high density connection, low latency, high capacity, energy
efficiency, and high security (i.e., resistance to interception) [47]. It is true that the FSO
communication bands are license- and interference-free, with transmission windows available
in the 850 nm, 1310 nm, and 1550 nm [48]. Because FSO systems work with the current fibre
infrastructure, they can provide a capacity that is similar to optical fibre at a much lower
deployment cost [49]. The wireless capability of the FSO system allows for the expansion of
Gb/s-class wireless coverage to the sea and space, as well as the establishment of flexible and
robust communication links for rural, underserved, and disaster-affected areas [50].

Terrestrial, non-terrestrial, space, and deep-space are the four link subtypes that make up
FSO. Building-to-building FSO links are instances of terrestrial FSO [51]. High altitude
platform systems (HAPSs), HAPS-to-HAPS, and ground-to-UAVs are examples of non-
terrestrial FSO linkages. Space FSO includes links that are satellite-to-satellite, satellite-to-
ground, and satellite-to-satellite. A deep-space FSO link, such as the one established between
Galileo and Earth, can be referred to as deep-space FSO. FSO links between satellites, often
called laser intersatellite links (ISLs) [52]. Figure 2-3 illustrates all the possible FSO
applications in future 6G networks.

The input data are transformed at the transmitter into a modulated electrical signal that
modifies the laser current in the driver to adjust the laser's output light intensity. This modified
laser beam is focused at the telescope at the receiver by the telescope at the transmitter [53].
After passing across the medium, this optical signal is picked up by the telescope of the
receiver. This optical signal is converted to an electrical signal at the receiver by the
photodetector, which is subsequently demodulated to recover the sent data. The background
sun radiation is eliminated at the receiver via an optical filter. An FSO transmitter can employ
a laser diode (LD), a light emitting diode (LED), or an array of LDs/LEDs. LDs discharge
high-bandwidth coherent and razor-sharp light beams with a highly narrow divergence angle,
in the order of milliradians. On the contrary, LEDs emit wide-beam light and enable
multipoint connections, therefore suitable for short-range multicasting or broadcasting usages
[54].

In order to prepare for the hazards revealed by quantum computing, quantum key
distribution (QKD), a revolutionary technique for secret key agreement between authorized
parties, purports to offer potential mitigation from the public cryptosystem [55]. Instead of
relying on the notion that a mathematical problem is difficult, QKD's security is based on the

principles of quantum mechanics, as opposed to traditional key distribution systems. Bennett

42



and Brassard devised the first QKD system in 1984 by encoding secret information on photons
to securely transfer messages of Wiesner in 1983 [56].

The FSO/QKD system, which makes use of satellites, can make it possible for fixed and
wireless users, including UAVs and driverless cars, to access global quantum networks [57].
Research has been done on the topic of FSO connection optimization, which includes bit error
rate minimization, bandwidth maximization, and security against optical jamming.
Additionally, because space lacks an atmosphere like Earth does, it offers ideal circumstances
for optical communication. However, precise aiming is necessary for point-to-point optical
transmission. Furthermore, the quantity of optical communication components that each
satellite can have is restricted, and each component can only be connected to one satellite at
a time [58].

Laser ISLs are envisioned between satellites in upcoming LEO satellite constellations. The
RF links operate in Ka and mm-wave bands, and the transmit power is considered as 10, 20,
and 50 W for FSO, mmW, and Ka links, respectively [59]. At a data rate of 2.5 Gb/s over an
intersatellite distance of 5000 km, the RF ISL in either Ka or mm-wave bands requires at least
19 times the antenna diameter, and more than twice the onboard power and mass compared
to an FSO ISL [60]. The small beam width is the main advantage of FSO as it eliminates
interference from neighbours. However, in laser ISLs, the small beam width turns into a
disadvantage.

Such demonstrations and solutions include the European Data Relay System (EDRS)
operational since 2016, the Laser Communications Relay Demonstration (LCRD), launched
at the end of 2021, Laser Utilizing Communication System (LUCAS), launched in 2020.
Semiconductor Inter-satellite Link Experiment (SILEX), Ground/Orbiter Lasercomm
Demonstration (GOLD), Optical Inter-orbit Communications Engineering Test Satellite
(OICETYS), Klrari’s Optical Downlink to Oberpfaffenhofen (KIODO), Engineering Test
Satellite VI (ETS-VI), ARTEMIS GEO satellite, the High-speed Communication with
Advanced Laser Instrument (HICALI) payload. One such example is the OSIRIS4CubeSat
(04C), also called PIXL-1 payload, developed by the German Aerospace Center (DLR),
NASA’s TBIRD program, The CubeSat Laser Infrared CrosslinK (CLICK) was deployed
from the International Space Station (ISS) in July 2022 [44—46].

These difficulties include random variations in beam angle-of-arrival (AOA) brought on
by air turbulence, such as scintillation and beam wander, as well as absorption and scattering
losses from rain, snow, and fog [44—46]. The design of the FSO link presents extra difficulties,

including aiming problems, geometrical losses, and eye safety laws. The FSO link margin can
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be increased and geometrical losses can be decreased by using a narrow beam. Advanced
laser beam pointing and tracking systems are necessary since it can potentially increase
pointing error losses. Introducing mobility will make this effect worse. The radiated optical

power is governed by eye safety laws although FSO links do not require a license [44—46].

Mitigation techniques for compensating FSO atmospheric impairments:

1. Hybrid RF/FSO [44—46]: Downlink/uplink RF and FSO communications are influenced by
opposing circumstances and exhibit complementing behaviors. Consequently, a hybrid
RF/FSO system is an effective way to ensure dependable communication and enhance
system availability. One strategy in this case is to employ the RF link as a backup link,
with the FSO operating first and the RF activating only in the event of an FSO loss.

2. Aperture averaging [44-46]: By averaging out all random variations over the aperture
region, increasing the aperture diameter at the receiver to a size big enough to manage
turbulent eddies enhances communication performance and lessens channel fading as
compared to a point receiver.

3. Relay-based transmission [44-46]: Research has demonstrated that cooperative
transmission outperforms single-hop communication in terms of performance and
enhances the signal-to-noise ratio (SNR).

4. Power control [44-46]: To provide a specific degree of communication quality, power is
managed by varying the transmit power.

5. Diversity [44-46]: To further increase connection availability and the bit-error-rate (BER)
performance of communications, diversity in frequency, time, and space is strongly
advised.

6. Error control coding [44—46], commonly known as channel coding, was also taken into
consideration as a way to enhance channel dependability in SN downlink transmission.
This involves adding redundant bits to the sent data.

7. Modulation [44—46]: A number of modulation techniques can be used to increase spectral

efficiency and lessen the negative impacts of turbulence.
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2.4 Outline — Structure of the Thesis

In Chapter 2, an introduction to terrestrial 5G, B5G, 6G networks is provided with
emphasis on satellite communications and free-space optical communications. In Chapter 3,
a methodology for generating received irradiance time series for an optical satellite link is
given. Atmospheric turbulence is taken into account for the modeling. Extensive validation
of the synthesizer using both first- and second-order statistics is presented. In Chapter 4, a
power allocation methodology for a multi-channel optical satellite downlink is proposed. The
methodology is based on convex optimization and the water-filling algorithm. A theoretical
MIMO optical satellite system in weak turbulence conditions with various scintillation indices
is considered. Moreover, the power optimization problem for an optical hybrid network with
a satellite source, a ground optical gateway and the user equipment is investigated. In Chapter
5, a power allocation methodology for LEO optical downlinks using HARQ is proposed. In
Chapter 6, a robust power allocation strategy for a downlink optical satellite system with
pointing jitter is investigated. In Chapter 7, a model-free power allocation methodology for
optical satellite systems based on DRL and DNNs is presented. The Thesis concludes with

Chapter 8 where the main conclusions are drawn and possible future work is outlined.
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Chapter 3

Time Series Irradiance Synthesizer for
Optical GEO Downlinks: Validation with

ARTEMIS Experimental Measurements '+

Next-generation 5G networks generate a need for broadband, low latency, and power-
efficient backhauling and data-relay services. In this Chapter, optical satellite
communications links, as an integrated component of 5G networks, are studied. A
methodology for the generation of received irradiance/power time series for a GEO downlink
concentrated on small aperture receiver terminals is reported. The synthesizer takes into
account the atmospheric phenomena that degrade the propagation of the optical signal
especially the turbulence effects. For modelling the scintillation effects, the Kolmogorov
spectrum is assumed, and Rytov’s approximation under weak turbulence is also used. The
time series are generated using the theory of stochastic differential equations. Finally, the
proposed synthesizer is compared in terms of first and second-order statistics with
experimental data from the European Space Agency‘s ARTEMIS GEO optical satellite link
campaign with very good agreement. Finally, simulated received power statistics for various
weather conditions are presented using the proposed validated methodology. Some important

conclusions are drawn.

3.1 Introduction

Next-generation networks such as Long-Term Evolution (LTE) Advanced Pro, and 5G are
expected to have rigorous specifications concerning connectivity so that every user globally
can connect to high-bandwidth mobile internet for accessing a variety of services. Satellite

communications are planned to provide edge delivery services, effectively establishing fixed

'Copyright © 2019 The Electromagnetics Academy. Reprinted with permission, from: T. T.
Kapsis, N. K. Lyras, and A. D. Panagopoulos, "Long Term Irradiance Statistics for Optical GEO
Downlinks: Validation with ARTEMIS Experimental Measurements," Progress In Electromagnetics
Research Letters, vol. 82, pp. 89-94, 2019. Personal use of this material is permitted.
Republication/redistribution requires The Electromagnetics Academy permission.
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Downlinks in 5G Networks," Future Internet, vol. 11, no. 6, pp. 131, 2019. Personal use of this
material is permitted, but republication/redistribution requires MDPI permission.
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5G backhaul links between terrestrial nodes to infrastructures and optimizing the backhaul
links for high mobility means of transport [1-4].

During the last years, laser communication system technology has become increasingly
mature making it an attractive opportunity for space communication systems. Optical
communication systems demonstrate important advantages compared with the already
existing Radio Frequency (RF) satellite communication systems, like [5—6] a) reduced mass,
power, and volume of needed equipment, b) hundreds of times more spectral bandwidth and
higher data rates can be accomplished c) there is improved security and no interception due
to the highly directive antennas d) up to now there is no need of frequency regulation.
Therefore, many experimental missions are being conducted for the investigation of the
performance of optical satellite communication systems. Experimental missions have been
demonstrated for inter-satellite links, for the bi-directional ground to GEO and ground to LEO
among others [5-6].

Unguided light beam propagation suffers from numerous adverse atmospheric phenomena
and most importantly the occurrence of fog and clouds [2],[5-6]. While rain is the dominant
attenuation factor for an mmWave link inducing losses up to 50 dB/km for a 150 mm/h rain
rate [2], in the case of an optical link fog losses can reach even 350dB/km due to the
comparable fog droplet size to the optical wavelength [5]. Moreover, dense clouds and mostly
cirrus clouds may completely block Line of Sight (LOS) communication [7—10]. Therefore,
mitigation techniques are employed, such as hybrid Free Space Optics/Radio Frequency
(FSO/RF) systems, site diversity through an interconnection of optical ground stations
(OGS:s), or wavelength diversity [7-10].

Atmospheric turbulence comes from the variations in wind speed, pressure, and
temperature which result in variations in the refractive index [1-2]. Therefore, the strength of
turbulence effects depends on the time of the day, the slant path, i.e., the elevation angle of
the link, and the altitude of the station among others. Turbulence is more severe during the
day, in lower elevation angles (longer propagation path) and for low altitude stations (denser
atmosphere) [1-2]. Many theoretical models are used to accurately analyze the downlink
scintillation effects, but the most common are the log-normal distribution for weak turbulence
conditions, gamma-gamma distribution for strong turbulence, and double-Weibull for
moderate to strong intensity [1,5,6,12].

This Chapter is concentrated on the downlink propagation case. In downlink, atmospheric
turbulence is closer to the receiver and these turbulence effects are exhibited as small-scale

fluctuations of the received irradiance known as scintillation and as beam effects, such as
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beam spreading and beam wander. Scintillation is the primary signal degradation factor in the
downlink case while the beam aberrations are considered negligible. Physical layer methods
like aperture averaging and adaptive optics are among the most applied techniques for
mitigating scintillation. All in all, the optical system suffers from pointing and tracking errors
caused by weak earthquakes, equipment vibrations, and optical misalignments [1,5,6].

The aperture averaging effect is higher with the larger aperture diameters. However, for
small apertures, the scintillation effects are present and degrade the performance of the optical
signal. Since the cost of a large receiving aperture may be forbidden for a great variety of
possible optical satellite applications for the reliable design of an optical GEO downlink, the
accurate prediction of scintillation for small apertures is required. In Figure 3-1 the downlink
irradiance cumulative distribution functions (CDFs) for two different apertures Figure 3-1(a)
1 m diameter (ESA’s Terminal), and Figure 3-1(b) 0.26 m diameter (LUCE Terminal), are
presented [13—14]. For the estimation of these curves’ experimental measurements, (time
series) from the ARTEMIS optical campaign are used. More information about the ARTEMIS
campaign is reported in Section 3.2. It can be easily pinpointed that in the case of a 1 m
receiver, the effects of turbulence are minimized. However, in the case of a 0.26 m receiver,

for probabilities of interest, losses of more than 4-5 dBs may be caused.

. Received Irradiance CDF Received Irradiance CDF

—1mReceiver -ESA's Terminal
10'L 10/09/2003 20h10

___0.26m Receiver-LUCE|
10/09/2003 20h10

! ! 1 ! !

51 505 50 495 49 485 48 475 A7 465 46 51 -50 49 48 41 46
Received Irradiance (dBm/m?) Received Irradiance (dBm/mz)
(a) (b)

Figure 3-1: Downlink Received Irradiance CDF (a) 1 m aperture (b) 0.26 m aperture.

In this Chapter, a synthesizer for the generation of received irradiance/power time series
taking into account the turbulence effects among others for an optical GEO downlink is
proposed. The synthesizer is benefited from the use of stochastic differential equations for the
incorporation of scintillation effects. The synthesizer is validated in terms of first and second-
order statistics with actual experimental data from the ARTEMIS campaign [13—14]. The

main assumptions of the methodology are summarized:
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i. Downlink Propagation
ii. GEO satellite-to-ground optical link

iii. Rytov’s theory is considered and Kolmogorov’s spatial spectrum of refractive index is
applied

iv. Optical links with elevation angle greater than 20 deg are assumed
v. A single collimated Gaussian beam is transmitted
vi. Perfect link pointing and tracking

The remainder of the Chapter is structured as follows: in Section 3.2 a brief summary of
ARTEMIS optical satellite experimental campaign is presented; in Section 3.3 the required
theoretical background is reported including important metrics regarding the downlink’s
turbulence effects and followed by the proposed methodology for the generation of received
irradiance time series; in Section 3.4 numerical results using the synthesized data are validated
with experimental results derived from ARTEMIS campaign and simulated received power
statistics for various weather conditions are reported using the validated methodology; and

finally Section 3.5 concludes this Chapter.

3.2 Recap of ARTEMIS Optical Campaign
In 2003 European Space Agency (ESA) established bi-directional optical links between

the ESA’s ground station in Tenerife Spain at an altitude of 2.4 km over the sea favorable for
optical satellite communications and the ARTEMIS GEO satellite (launched in 2001) at 21.5
deg East for the study and characterization of laser beam propagation through atmospheric
turbulence [13]. Additionally, the Japanese Aerospace Exploration Agency (JAXA)
developed the LUCE optical terminal and set it up at ESA’s OGS in Tenerife, where bi-
directional sessions were established. Therefore, measurements are used as receivers for both
the ESA’s 1 m terminal [13] and the 0.26 m LUCE receiver [14]. The elevation angle of the
link was 37 deg. For downlink transmission, the wavelength used is 819 nm and the laser
diameter is 125 mm [13]. The ARTEMIS location and technical features are reported in Table

3-1 and Table 3-2 accordingly.

Table 3-1: ARTEMIS location parameters

Longitude Latitude Altitude Elevation Angle
21.5° East 0.0°+2.81° North 35,787 km 37°
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Table 3-2: ARTEMIS technical features

Wavelength

Beam Diameter (1/e?)

Transmitted Power

819 nm

125 mm

10 mW

In this Chapter, we concentrate on the LUCE terminal which has a shorter receiver. In
Figure 3-2(a) the configuration of the experiment is exhibited while in Figure 3-2(b) a
snapshot of concurrent irradiance measurements for both LUCE and ESA’s terminal is
reported. The aperture averaging effect is higher in ESA’s terminal which is equipped with a
larger receiver and as a result, the measurements appear with smaller fluctuations.

Additionally, per the experimental measurements, concurrent meteorological recordings were

available.
R Irradiance Time Series
ARTEMIS SATELLITE 30 . v v v
* OPALE TERMINAL | - ]
——— LUCE 09/0912003 2330
! ke -;A: —0GS 09/9/2003 23h30 |

OPTICAL
DOWNLINK

Received Irradiance (nwimzj

ﬁ |_.i"rMmER Ic *
| TUREINENGE |
OPTICALTELESCOPE |
LUCE TERMINAL
i SPTISALGROUND 0 100 200 300 400 500 600
TENERIFE, SPAIN Time {secs]
(a) (b)

Figure 3-2: (a) ARTEMIS campaign configuration (b) concurrent irradiance time series.

3.3 Proposed Synthesizer

In this section, the proposed synthesizer is reported. To begin with, for a downlink optical
GEO satellite communication system the received irradiance time series can be given

according to the next formula:

L (r Lot)= Ly Ly -Lypy -1(r,Lot) (3.1)
where L (m) is the link distance (slant path), ¢ is the time(s), and 7 is the radial distance from
the beam centre. L, , L, are efficiencies of the transmitter and receiver respectively. InL

the atmospheric transmittance and cirrus clouds transmittance are incorporated. In / (W/ mz)

the transmitter gain, free space losses, and turbulence effects are incorporated. From (3.1)
received power in Watts can be given as P, =1, *zD; /4, where D, is the receiver’s

aperture diameter.
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Firstly, 1 will be expressed in the case of no turbulence without the time dependence [6,11]:

2 P
I(F,L)Z;‘WZ?L)‘Q v (L)

(3.2)

Where PT(W) is the transmitted power and W(L) is the beam waist in meters after
propagation of distance L given according to the next formula [6,11]:

W (L) =W [”(Znﬁzj ] (3.3)

0

where W, (m) is the beam radius of the source at which the irradiance falls to 1/ e (spot size).

In order to incorporate in / the turbulence effects the structure constant of refractive index

C’ (h) for the whole slant path is required. Therefore, a modified version of Hufnagel—Valley

Model (H-V) where the altitude above the sea level (%) and the ground station’s altitude

H ;s (m) are incorporated is employed [5-6].

Hy _ » 753X%210 _i <1016 _i
Cf(h)—Aoexp(——jacp((HGs h)/100)+5.94x10 (27] h exp( 1000]+2.7 10 exp( j

700 1500
(3.4)
where 4, (m’m) is the refractive index structure parameter at ground level and u,, (m / s) is
the rms wind speed on slant path:
12 )
u, = \/ — JOE V> (h)dh (3.5)
Where V(h) can be estimated using the Bufton wind model [11]:
V(h)=wh+V, +306Xp|:—(%j2:| (3.6)

w, (rad /s) is the slew rate expressing the relative motion between the satellite and the

ground station and V), (m/ s) is the wind speed on ground. It must be pinpointed that

turbulence is negligible for altitudes higher than 20 km [11] i.e. assuming H, , = 20000 m ,

turb
C¢’(h>H,,)=0.

Now for downlink propagation where turbulence causes only scintillation effects (no

beam wandering) and assuming there is perfect tracking of beam centre then assuming the
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Rytov theory and the Kolmogorov spectrum expression (3.2) is modified in order the

turbulence effects are incorporated as follows [6,11]:

2 P 2X,
](L,t)ZE'WZ—T(L)'e Y (37)

w,, (L) is the effective beam spot size after propagation distance L considering the
scintillation effects. However, since in downlink propagation the beam spreading due to
scintillation is negligible it is assumed that W, . (L) = W(L) .

Before we continue with the other terms firstly the scintillation index (SI) is exhibited.

()

-—1 where

Scintillation index is the normalized variance of the received irradiance o, =

1 is the irradiance. In this analysis only the weak turbulence (i.e. SI<1) is investigated. In
expression (3.8) the theoretical expression for the estimation of scintillation index for a point

receiver [11] based on plane wave approximation is exhibited while for the incorporation of

aperture averaging effect, aperture averaging factor (A(DR) =0}/ GE poim) is used and SI is

estimated as o7 =A(DR)O'2 Aperture averaging factor A(DR) can be theoretically

1, point *
estimated depending on the diameter of the aperture of the receiver using expression (3.9) as

derived from [15]. In case that experimental data are available aperture averaging factor can

2
<O-I,data >

be estimated directly from the data as A(D;) :W where 0,2, s 18 the scintillation
O-I ,point

computed from the data.

7 11 Hegs+Hp 5
O =225k sec® (¢) [ C2(h)(h=hy)e dh (3.8)
HGS

where k=2x/ ﬂ(md / m) is the wavenumber, l(m) is the wavelength, ¢ is the azimuth

angle.
r Heg+H,, -6/7
A [ c(n)(h-Hes) dn
D 6 H,
AD)=|1+1.1] —=2—— | | | where h, = | s 3.9
( ) [/Ihs COS(()] e o o 2(1\(h - 5/6dh o
Cy (h)(h—Hgs)
Hgg i

Additionally for weak turbulence the log amplitude variance is defined as 0')2( = ln(a,2 +1) /4.
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Another fundamental metric for the full description of the optical turbulent channel is the
Fried parameter ro(m) [5,6,11]:
-3/5
2 HTurb 2
Ty = {0.42360(4’)1{ j C? (h)dh} (3.10)
HGS

The fried parameter constitutes the atmospheric coherence length and describes the quality of

the propagating optical wave front. The larger 7o is the smaller the turbulence effects [5,6,11].

Finally, in exp(2Xv) the scintillation effects are incorporated. X, is the normalized log-

amplitude. For weak turbulence the normalized log amplitude can be considered as a zero

mean-unity variance low pass Gaussian process with -80/3 dB/decade slope. Assuming weak
turbulence conditions the log-amplitude is a normally distributed Gaussian process with —0'}2(
mean value, a; variance [16] and low pass PSD with -80/3 dB/decade slope. In Figure 3-3

the PSD of downlink irradiance as received by LUCE is displayed along with the graph of the

8
function (cf )75 where c is a constant. In log-log scale the latter function is a straight line with

-8/3 slope and verifies that the spectra of downlink scintillation decrease with -80/3
dB/decade.
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Figure 3-3: The power spectral density (PSD) of scintillation decreases with -80/3 dB/decade.

Stochastic differential equations (SDEs) driven by fractional Brownian motion are used to
reproduce such processes as reported in [17]. The requested Gaussian process is the solution
of the following SDE [17]:

where )(,J is given by:
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t
X, ()=eHo j U dpH (3.12)
0

The A, and o depend on the dynamic parameters of the stochastic process and its long-term
statistics, respectively [17]. (0 < H <1)is the Hurst exponent [17]. The log-amplitude time

series X, () can now be expressed as:

X, (=-0,+0,X,(0) (3.13)
where
o2 = %m(a} 1) (3.14)
3.4 Validation

In this section, the accuracy, performance and capability of the proposed synthesizer to
reproduce the received irradiance statistics will be evaluated. Therefore, good agreement in
terms of first and second order irradiance statistics between the numerical and the
experimental results is necessary. The validation procedure is the following:

i.  Computation of the first order statistics, that is, normalized probability density
function (PDF), cumulative distribution function (CDF) of the available data from
ARTEMIS optical experiments. For every session the SI is also calculated.

ii.  Computation of the second order statistics, that is, power spectral density (PSD) of the
available experimental data.

iii.  Generation of received irradiance time-series using the proposed methodology. The

model inputs are the ARTEMIS coordinates and transmitting settings given by Tables

3-1 and 3-2, the refractive index structure parameter at ground level 4, which was

kept fixed at a value of 107" (m’m) due to the fact that the sessions took place at

night, the session’s ground wind speed V; which was provided by the nearby installed
weather station and the aperture averaging factor A(Dr) where D, is the LUCE’s
diameter. The A(Dx) is estimated close to 0.1 using (3.9).

iv.  Computation of normalized PDF, CDF and PSD of the synthesized data and the
corresponding Sls.

v.  Comparison of the derived numerical results with the respective experimental results

and examination of possible discrepancies.
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Figure 3-4: First order statistics validation for session on 13/09/2003 23:30 (a) experimental CDF vs
synthesized CDF (b) experimental normalized PDF vs synthesized normalized PDF.

To begin with, the first session is reported is on 13/09/2003 23:30. The wind speed on
ground taken from the meteorological data was 0.29 m/s. The SI computed from the
methodology is 0.0142 which is very close to the one computed from the experimental data
which is 0.0140. In Figure 3-4 the synthesizer is tested in terms of first order statistics (a):
CDF and (b): normalized PDF for this session.

The second session is on 16/09/2003 21:10. The wind speed on ground taken from the
meteorological data was 2.8 m/s. The SI computed from the methodology is 0.0170 which is
very close to the one computed from the experimental data which is 0.0164. In Figure 3-5 the
synthesizer is tested in terms of first order statistics (a): CDF and (b): normalized PDF.
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Figure 3-5: First order statistics validation for session on 16/09/2003 21:10 (a) experimental CDF vs
synthesized CDF (b) experimental normalized PDF vs synthesized normalized PDF.

From Figures 3-4, 3-5 it can be observed that the proposed synthesizer can reproduce the
first order statistics of received irradiance for a GEO optical downlink with very good

accuracy.
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The next session examined took place on 13/09/2003 during 23:30-23:50. In Table 3-3 the
recorded ground wind speed, the derived SI from the synthesized data and the measured SI
are given. In Figure 3-6 the numerical first order statistics, that is, normalized PDF and CDF

for this session are presented and compared to the experimental results. In Figure 3-7 the

second order statistics (PSD) are shown and tested against the experimental results.

Table 3-3: Methodology Scintillation Index vs. Experimental Scintillation Index

Session Date Wind speed on | Methodology Measured

ground (m/s) scintillation index | scintillation index
13/09/2003 23h30 | 0.3 0.0142 0.0140
16/09/2003 21h10 | 2.8 0.0170 0.0164
10/09/2003 20h10 | 4.3 0.0190 0.0183
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Figure 3-6: First order irradiance statistics validation for session on 13/09/2003 23:30. (a) Normalized
probability density function (PDF) of measured data vs. Normalized PDF of generated data; (b)

Downlink irradiance (dBmImz)

(b)

cumulative distribution function (CDF) of measured data vs. CDF of generated data.
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Figure 3-7: Second order irradiance statistics validation for session on 13/09/2003 23:30. PSD of
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measured data vs. PSD of generated data.
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The next experimental session took place on 16/09/2003 during 21:10—21:30. In Table 3-
3 the recorded ground wind speed, the derived SI from the synthesized data and the measured
SI is given. In Figure 3-8 the numerical first order statistics, that is, normalized PDF and CDF
for this session are presented and compared to the experimental results. In Figure 3-9 the

second order statistics, that is, PSD are shown and tested against the experimental results.
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Figure 3-8: First order irradiance statistics validation for session on 16/09/2003 21:10. (a) Normalized
PDF of measured data vs. Normalized PDF of generated data; (b) CDF of measured data vs. CDF of

generated data.
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Figure 3-9: Second order irradiance statistics validation for session on 16/09/2003 21:10. PSD of
measured data vs. PSD of generated data.

The following experimental session took place on 10/09/2003 during 20:10-20:30. In
Table 3-3 the recorded ground wind speed, the derived SI from the synthesized data and the
measured SI is given. In Figure 3-10 the numerical first order statistics, that is, normalized
PDF and CDF for this session are presented and compared to the experimental results. In

Figure 3-11 the numerical second order statistics, that is, PSD are shown and tested against

the experimental results.
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Figure 3-10: First order irradiance statistics validation for session on 10/09/2003 20:10. (a) Normalized
PDF of measured data vs. Normalized PDF of generated data; (b) CDF of measured data vs. CDF of
generated data.
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Figure 3-11: Second order irradiance statistics validation for session on 10/09/2003 20:10. PSD of
measured data vs. PSD of generated data.

It was observed that the long-term irradiance statistics are re-produced by the proposed
synthesizer and fully represent the experimental ones. Concerning the first order statistics
results, the scintillation indexes computed from the time-series generated are very similar to
the measured ones as well as the corresponding normalized PDFs and CDFs which almost
coincide. It is clear that the various wind speeds on the vertical (to the slant path) path cause
different turbulence conditions and the larger the wind speed, the greater the SI value.
Regarding the second order statistics results, the methodology-obtained PSDs show good
agreement with the ones computed from the optical experimental data. Moreover, it can be
seen that the scintillation effect is dominant in the frequency range under 10 Hz with a 3dB
bandwidth between 6 Hz and 8 Hz. From 10 Hz and after the power spectrum decreases

steadily until the 100 Hz where the noise power spectra becomes significant.

62



In this section the long-term received power statistics, the first order statistics, are

presented using the validated synthesizer. The simulation of the turbulent optical channel is

performed under various weather conditions in terms of different an (h) values, that is,
different V,, 4, leading to various Fried parameters and scintillation index values. The model

hypothetical inputs are given below:

Communication wavelength is 2=1040 nm; transmitting power is P, =5 W ; transmitter’s
efficiency is 77, = 0.7 ; receiver’s efficiency is 77, = 0.3 including the quantum efficiency; the
atmospheric transmittance is 77,,, = 0.8 ; receiver’s aperture diameter is D, = 260 mm ; beam
diameter is 2/, =125 mm ; ground station’s height is H ., =1500 m with elevation angle 37°.

In Figure 3-12 the simulated CDFs are demonstrated.

CDF

-33 -32 -31
Downlink Power (dBm)

-35 -30

Figure 3-12: Downlink received power for various weather conditions.

In Table 3-4 the resulting Fried parameters and SIs from the numerical data are also given.
It is concluded that the worse the turbulence effects the smaller the Fried parameter and the
larger the SI, leading to reduced received power as it is easily observed by the simulated

CDFs.

Table 3-4: Fried parameter and scintillation index values for different an (h)

V¢ (m/s) Ao ro (m) SIpoint
0 1077 0.32 0.126
8 1.7x10™ ] 0.21 0.215
12 10" 0.11 0.302
12 8x107" 0.04 0.459
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3.5 Conclusions

Optical communication satellite systems are the next step to a global network of the
upcoming 5G cellular systems as they offer a variety of advantages. Still, they also suffer
from harsh atmospheric phenomena. In the case of an optical GEO downlink, air turbulence
causes the scintillation of the optical signal, resulting in received irradiance fluctuations. The
scintillation effects are more intense for short aperture ground receivers which are the most
practical and affordable to employ and therefore the need emerges for scintillation profile
modelling. In this Chapter, a time series synthesizer for the accurate prediction of downlink
irradiance scintillation is proposed. For modelling, the Rytov weak disturbance theory was
considered and the Kolmogorov spatial spectrum was applied along with the integration of
stochastic differential equations (SDEs). First and second-order long-term irradiance statistics
from the ARTEMIS optical link program were presented and used to validate the proposed
methodology successfully. In contrast, numerical results of received power statistics

demonstrated the impact of atmospheric turbulence on the optical link.
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Chapter 4

Optimum Power Allocation Strategies in

Optical Satellite Downlinks and Hybrid
Optical Satellite Networks>*>

The globally introduced 5G mobile networks enable a variety of broadband applications
from massive machine type communications (mMTC) to ultra-reliable low latency
communications (URLLC). Within this context, optical technologies such as radio over fiber
(RoF), radio over free space optics (RoFSO) and optical satellite networks are designated to
provide excellent backhaul, relay and gateway services. The integration of optical satellite
links in the next-generation networks and in the fifth-generation cellular systems has been
proposed to guarantee the handling of the extreme data traffic growth and the high-pitched
demand for networks’ resources.

In this Chapter, the optical satellite communication downlink is studied and more
specifically, a geostationary satellite with multiple transmitters and an optical ground station
with multiple receiving terminals are considered. The allocation methodology takes into
account the scintillation effects due to atmospheric turbulence and maximizes the ergodic
network capacity under total expected power and peak power constraints. The analytical
optimizing schemes are based on convex optimization methods and have been inspired by
waterfilling algorithm. We present emulated power allocation results using real experimental
downlink data from ARTEMIS optical satellite campaign and then we investigate the
performance of the proposed algorithm with extended numerical results and comparison with

other allocation policies. In particular, the new power allocation strategy achieves the highest

*Copyright © 2020 Springer Nature. Reproduced with permission, from: T. T. Kapsis and A. D.
Panagopoulos, "Optimum Power Allocation Based on Channel Conditions in Optical Satellite
Downlinks," Wireless Personal Communications, vol. 116, pp. 2997-3013, 2020. Personal use of this
material is permitted, but republication/redistribution requires Springer Nature permission.
*Copyright © 2020 IEEE. Reprinted, with permission, from: T. T. Kapsis and A. D. Panagopoulos,
"Optimized Power Allocation Scheme in Optical Satellite Communication Downlinks," 2020 12th
International Symposium on Communication Systems, Networks and Digital Signal Processing
(CSNDSP), Porto, Portugal, 2020, pp. 1-6. Personal use of this material is permitted, but
republication/redistribution requires IEEE permission.

>Copyright © 2021 SPIE. Reprinted, with permission, from: T. T. Kapsis and A. D. Panagopoulos,
"Optimized Power Allocation Strategies in Hybrid Optical Satellite Networks," International
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Conference on Space Optics—ICSO 2020, vol. 11852, SPIE, June 2021. Personal use of this material
is permitted, but republication/redistribution requires SPIE permission.
spectral efficiency, according to the power constraints, for various channel conditions and

attenuation profiles and also surpasses two simple baseband allocation methods by
intelligently taking advantage of the number of channels and the total expected power. The
superiority of the new algorithm is shown in terms of bitrate and spectral efficiency through
comparison simulations.

Moreover, the power optimization problem is investigated for a fully optical hybrid
satellite network. Specifically, the dual hop decode-and-forward optical downlink is
considered with a geostationary satellite source, an optical ground gateway and an optical
user equipment. The power allocation problem is formulated as a convex optimization
problem under separate total and peak power constraints and then a methodology is proposed
for the maximization of system’s capacity. The proposed methodology takes into account the
atmospheric attenuation, the optical channel correlation and turbulence effects and its
performance is evaluated through numerical simulations and comparisons with other power
allocation implementations. Results regarding the spectral efficiency are presented and

commented proving the proposed methodology’s superiority.

4.1 Introduction

The satellite communications industry is seeking innovative and efficient solutions to
conform to the high demanding standards introduced by the upcoming 5G mobile networks.
The applications of satellite networks vary greatly from providing remote connections in
disaster events and anyplace on earth, sea and air e.g. trains, ships, aircrafts to assisting the
current terrestrial networks [1-4]. Especially, relay services i.e. earth observation and deep
space missions as well as backhaul services from/to cell towers through satellite Internet
gateways are some of the various use cases of 5G satellite communication links [1-4].
Additionally, mmWave frequencies (Q/V bands) may also be utilized for uplinks to release
other useful spectrum and diverse satellite systems consisting of both GEO and LEO can be
employed to combine wide coverage with minimal latency [ 1-4].

The optical technology is undoubtedly the dominant and the most efficient solution of
connecting users and computer networks. The fibre optics are used to serve as the backbone
of Internet and of every telecommunication infrastructure offering high speed and security
[5-6]. Similarly, Free Space Optics (FSO) is a wireless, laser transmitting technology that can

provide augmented backhaul or gateway services and comes with a variety of advantages e.g.
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cheap operational cost, unlimited and unlicensed bandwidth, EMI security and line of sight
(LOS) communication [5—7]. Terrestrial uses include building-to-building links in urban areas
and campuses while optical inter satellite and satellite-to-ground links are constantly drawing
attention [5—7]. The major limiting factors regarding commercial use are the expensive
stabilization and alignment devices and the presence of tall buildings that block the LOS
signal. In satellite communications on the other hand the fog, clouds and intense atmospheric
phenomena can cause hundreds of dBs attenuation leading to the blockage of the link.
Moreover, scintillation due to atmospheric turbulence, leads to received power fluctuations,
both temporal and spatial [5—7]. Especially, the Cloud Free Line of Sight (CFLOS) probability
for GEO and MEO links is closely investigated in [8-9] and some prediction models have
been proposed. In [10-11] the problem of optimal selection of optical ground stations
ensuring target link availabilities with a view to minimize the optical network is studied.

For an optical satellite network, in order to achieve increased transmission rate and spectral
efficiency one could employ higher order modulation schemes but that would certainly result
in higher bit error rate due to the unstable weather conditions [5—7]. Another technique would
be Wavelength Division Multiplexing (WDM) since it allows transmitting different bit
streams in parallel using non-overlapping optical carriers [5—7]. However, the spatial
correlation between the channels is strong therefore this technique lacks the flexibility to
mitigate the atmospheric effects. A more costly in overhead but very effective way to improve
bit rate and address the atmospheric problem is the employment of Multiple Input Multiple
Output (MIMO) Spatial Multiplexing technique [12]. It requires multiple optical telescopes
for transmission and reception, placed in a distance large enough so that the parallel channels
are considered uncorrelated.

MIMO-based relay systems are commonly employed to improve reliability and coverage
especially when the direct link qualities are poor and the need for cooperative or two-hop
communication emerges [13]. The relay transmission schemes are classified primarily into
decode-and-forward (DF) and amplify-and-forward (AF) where the DF is better opted for
good source-relay channels [13]. The power allocation problem for two-hop, MIMO-based
relay networks has been studied in [14-15] and methodologies have been proposed for
uncorrelated Rayleigh channels.

In this Chapter, we consider an optical GEO satellite-to-ground downlink in a parallel
MIMO channel configuration and propose an optimal power allocation methodology inspired
by waterfilling algorithm that takes into account the effects of the turbulent atmospheric

channels. Additionally, a power allocation methodology is proposed for a hybrid fully optical
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satellite network comprising of a GEO satellite multi-channel source, an optical ground relay
station (gateway) and an optical user equipment (edge node). A dual hop, DF scheme is
employed for the downlink optical channels that are affected by attenuation, scintillation and
spatial correlation. The objective function that is optimized is the network’s ergodic capacity
under the total expected power constraint and the peak transmitting power limitation e.g. to
avoid non-linearities of the amplifiers. The optimization problem is decomposed into simpler,
independent convex sub-problems that are solved using the appropriate theory in [16-17].
The whole methodology is guided by the well-known waterfilling algorithm [12]. The
contributions of this Chapter are summarized as follows:

i. A novel power allocation methodology and an iterative allocation algorithm are presented
for a next generation optical satellite downlink with multiple transmitters and multiple
receivers.

ii. A power allocation scheme is proposed for a hybrid fully optical satellite network
comprising of a GEO satellite multi-channel source, an optical ground relay station
(gateway) and an optical user equipment (edge node). A dual hop, DF scheme is
employed for the downlink optical channels that are affected by attenuation, scintillation
and spatial correlation. The transmitting nodes have separate powers therefore the power
allocation is performed with respect to both source’s and relay’s power constraints.

iii. The satellite downlink’s ergodic capacity under the total expected power constraint and
the peak transmitting power limitation is optimized.

iv. Real experimental downlink data have been employed to apply the proposed allocation
strategies.

v. The algorithm is presented under both weak and strong turbulence conditions therefore
the extreme cases of clear air turbulence.

vi. Network simulations with numerical data investigating the sensitivity of the algorithm to
scintillation and to atmospheric attenuation are presented.

vii. The proposed algorithm is very flexible, it converges rapidly and scales well with the

number of channels.

The remainder of the Chapter is structured as follows: in Section 4.2 the system
architectures and channel models are given including the necessary theory, formulas and the
main assumptions; in Section 4.3 the power allocation problems for the optical satellite

networks under examination are reported, followed by the proposed methodology and the
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proposed iterative algorithm; in Section 4.4 network emulations and simulations are executed

and the outcomes are presented and commented; Section 4.5 concludes this Chapter.

4.2 System Model and Channel Model

4.2.1 System and Channel Model for a parallel MIMO optical satellite downlink

The first system model is an optical satellite network consisting of a geostationary satellite
equipped with N optical transmitters (7x) and an optical MIMO ground receiver with N
telescopes (Ry) establishing N one-to-one optical downlinks. The communication channels
use the same wavelength A(m) and an Intensity Modulation/Direct Detection (IM/DD) scheme
is employed. Moreover, perfect pointing and tracking conditions are assumed thus neglecting
possible co-channel interferences, alignment and orbital errors. Also, the atmosphere is
assumed free of clouds and fog in our analysis. The optical elements must be sufficiently
spatially separated in order the parallel optical channels to be uncorrelated and independent.
To secure the decorrelation, the receivers are installed in distances greater than Fried
parameter. The Fried parameter ro(m) is defined as the coherence length of the atmosphere

and incorporates the turbulence profile [18-20]:

-3/5
Hepo

ry =| 0.423k2 sec({) j C2(2)dz (4.1)

HGND
where & = 2/l (rad/m) is the wavenumber, sec() is the secant function, { is the zenith

angle, C’ (z) is the refractive index structure parameter, z(m) is the altitude on the vertical

path and Hgro, Honpare the heights of the GEO satellite and the ground receiver. The C; (z)

depends heavily on the ground weather conditions e.g. wind speed, day/night time,
temperature while the Hufnagel-Valley model is commonly used [18-20]. In Figure 4-1 a

simplified illustration of an optical satellite downlink with multiple receivers is depicted.
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Figure 4-1: Parallel MIMO optical satellite network for downlink backhaul services.

Strong turbulence leads to small values of 7y (few centimetres) while weak turbulence to
a larger ro (few decimetres) and for distances over Fried’s length the channels are assumed
uncorrelated.

In the optical downlink propagation, there is signal attenuation due to molecule absorption,
beam spreading due to diffraction but most importantly irradiance scintillation which is a
phenomenon similar to a star twinkling due to anomalies in the refractive index. Therefore,

an explicit model for the optical channel is:
h = hatr ) hscint (4.2)
where £, is the propagation attenuation term given by [18-19]:

2
h = T]Tx '77Rx ‘77Atm 'GTx 'GRx 'FSL (43)

att

where 7,,n, are the quantum efficiencies of transmitter and receiver, 7, is the
atmospheric transmittance, G, , G, are the aperture gains of transmitter and receiver and F'SL

are the free space losses. Finally, 4__ is the scintillation effect with [20]:

scint

|| =5 = 1/(1) (4.4)

where X

«cint 1S the log-amplitude of the optical wave, / is the received irradiance and <1 > is

the average received irradiance.
The turbulence strength is measured with the scintillation index (SI) which constitutes the

normalized variance of the received irradiance [18-20]:

2=((1)-(1)) / (1Y 4.5)
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For weak turbulence (SI<1) and for very small (point) receivers the following formula is

provided from Rytov theory [18-20]:

7ou Agro 5
O poin = 2-25k sec® (&) I C:(z)(z—Hyyy o dz (4.6)
Henp

and / follows the lognormal distribution with Probability Density Function (PDF) [5-7]:

{m(u(z))iaﬁ

f,(]):#exp - 4.7

For strong turbulence conditions (SI>1)7 is a Gamma - Gamma distributed process with PDF
[5-7]:

a+b a+b7

2 (1) T
fl(l)_l"(a)l“(b)( (1>] Ka_,,[z ab (1}} (438)

where K is the x-order modified Bessel function of the second kind, I'( )is the gamma

function and a, b are parameters that are related to the large-scale and to the small-scale

scintillation accordingly and are connected to the SI as follows [5—7]:

o = 1 N 1 N 1 4.9)
"“a b ab '
The channel’s 7 instantaneous SNR can be expressed as follows [18-20]:
P.|h| ho P .
S/Nl — i . — El. — | aztt,t | - _eZXscmt (410)
o, O T O g0t T Oig

where o is the thermal noise variance, o

shot

. . . 2 .
is the shot noise variance and o, is the

background radiation noise variance [21]. In our analysis the noise variances shall be

considered constant and independent of the transmitted power P, . Let y,be the channel’s i

state:

‘ hatt,i |2 2 Xscint 2 Xscint
e M =(y) e (4.11)

- 2 2 2
Ot 040 T O

where < 7i> declares the average optical channel gain. It is easily observed from (4.6), (4.13)

that y is also log-normally distributed with parameters (= < Yy > and G; = 0'12 . The Channel

State Information (CSI) is assumed that is perfectly known both to 7xs and to Rxs.

72



4.2.2 System and Channel Model for a hybrid fully optical satellite network

The second system model under investigation is a three-node network consisting of a GEO
satellite source equipped with Nt optical transmit telescopes, an optical ground relay station
(OGRS) with Nt optical transmit and Nr optical receive telescopes installed, and the optical
ground user station (OGUS) with also Nr optical receivers. The GEO-OGRS and OGRS-
OGUS links form Nr x Nt optical MIMO antenna systems and is assumed that the channels
are correlated in general and half-duplex which implies that the end-to-end transmission takes
place in two distinct time slots. In Figure 4-2 a simplified illustration of a three-node hybrid

fully optical satellite network with multiple receivers is depicted.

< \‘ / Turbulence effects

¢
/ FSO Channels
e /

b
GEO Satellit

Source \/L

ooono
aoon

Optical Ground User Optical Station
Relay Station

Figure 4-2: Network architecture. The GEO source, the OGRS gateway and the OGUS form hybrid
optical MIMO systems over correlated, turbulent channels.

The channel spatial correlation depends on many factors i.e., the aperture size, the optical
link distance, the type of turbulence and primarily the transmitter/receiver element spacing
[22-23]. The spatial correlation coefficient between channels n and m of distance d, is given
by the following expression [22-23]:

R, (d,,)

2
O-[,n

Pun(d,,) = (4.14)

O-Iz,m
where —1< p, <1 is the spatial correlation coefficient, R, is the spatial covariance and o}
is the scintillation index which is defined as the normalized variance of the received

irradiance. The spatial covariance of channels # and m is in turn [23]:

R () =M—l (4.15)

{Z.)(2,)
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Regarding the communication technical characteristics, the simple On-Off-Keying NRZ
(OOK-NRZ) modulation scheme is employed for transmission and the Direct Detection (DD)
decoding scheme for reception while the optical wavelength is assumed equal to A = 1550
nm. The optical link pointing/tracking errors are assumed arbitrarily small and therefore
neglected while a feedback channel provides CSIT knowledge to both source and relay.
Cloud-free conditions are presumed. Only the atmospheric attenuation and turbulence are

considered.

4.3 Optimal Power Allocation

4.3.1 Proposed methodology for a parallel MIMO optical satellite downlink

In this Section, the power allocation problem for the MIMO optical satellite network is
developed by defining our objective function and the power constraints and solving it
afterwards using convex optimization methods. Specifically, the network’s channel capacity
is given by [24-27]:

ZN:Cl. = i10g2(1+f}i -7,;) (bps/Hz) (4.16)
i1 P
Due to downlink scintillation, a more useful metric is the ergodic network capacity [24—

27] that is to be maximized with respect to the transmitting power Pti . The problem is defined

then as follows:

N
arg max E[Zlogz(lJrP,_ ‘7,-)} 4.17)
B, :

; i=1

total

- N -
st. 0<h, <P, and E{ZQ}SP (4.18)
i=1

where P, 1s the peak power that can be allocated to a single channel and £, , is the total

expected power constraint.

The above optimization problem can be decomposed into N parallel maximization sub-
problems since the channels are uncorrelated:

N N *©
argmaxZE[logz(l+ ' ‘71-)} = arg max Z.[logz(lJrPL ot (y)dy, (4.19)
P o ! P !

[ i=l o

i

Each sub-problem of the initial optimization problem is expressed then as:
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argmax [log,(1+ P, 7)f, (,)dy, (4.20)
0

ti

s.t. (4.18)

which is a convex, constrained maximization problem.
The solution is stated below while the proof is extensively described in the “4.6 Appendix:

Proof of the optimal solution”.

N 11
P’ =min {Pp i, MAX {———,0}} (4.21)

The methodology steps are based on the waterfilling algorithm and is based on
the formation of the Lagrangian function and the transformation of the initial constrained
problem to an unconstrained, convex one. Afterwards the well-known Karush—Kuhn—Tucker
(KKT) conditions are applied since they are necessary and sufficient to provide the optimal
transmitted power in (4.21). In [28-30] similar problems have been investigated. The results

are like the waterfilling principle i.e. the good channels (large y, so 1/y, small) are allowed

to transmit more power (1/ v—=1/y, )but no more than P, . The multiplier v is derived by the

peak *

following transcendental equation:

N _ N %
E{ZPJ} P Y[ B 6,000, =By
i 0

i=1

(4.22)

peak l
<:>Z _[ (;_7Jf (}/l)d}/l-‘r J. peakfy(}/l)d}/l = tlal
1-vP,,
The solution to (4.22) can be found numerically employing iterative root-finding algorithms
e.g. bisection method, secant method, Newton’s method [31]. Especially the simpler bisection

method only requires an interval with a sign change to converge to the root of the equation.

This interval is the ve(O l/ peak) because v>0 and 1 —vP >0 asimplied from (4.22).

peak

Finally, the optimal average rate (bps/Hz) is:

v

N

N 1=V P,k 0
YECI=Y| | logz(%jfyw,-)dn + [ log, (14 B, )E,(r)dy, | (4.23)
i=1 v v

i=1

1=V Pyeak

In case that there are available time series (data) for the atmospheric turbulence either from

real experimental campaigns or realistic time series synthesizers, they can be used for the
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emulation of the power allocation schemes. Therefore, for the emulation an iterative algorithm
must be employed to approximate the solution for a given error tolerance. The proposed
algorithm (Algorithm 1) converges to the optimal value of v and to the maximum ergodic

capacity of the optical network.

Algorithm 1. Iterative Power Allocation Algorithm

1) Input parameters:
Enter the number of optical channels NV,
the experimental data vectors D, fori=12.3.. N,

the expenmental data vector length M

and the desired power constraints Ppmt' oA
2) Inmitialization:
Enter the step size ', the dual variable v'"™, the tolerance &

and the iteration index &k = 0.

3) Iterative methodology
do
fori = 1to N with step 1
for j = 1 to M with step |

calculate the optimal power P}' for the j channel state

By =min (P, max {0, 1/v0 —1/D(j)});

calculate the average channel power and capacity -
pav(i)+=F, - (j):

cav(i) +=log,(1+ B -D,(/))-£,(5):

end

divide by the sum to obtain probabifity density -

pav(i) = pav(i)/ £, (i)
A=-a

cav(i) = mﬂ:’}.ﬂ'zfrl{j};
=
end

N
compute the total average power § = Z pavii);
il

updateand check :
S f:“{a_ 5]:

= B (k1)
k= k+1;

[k} s

while| v v

Al
compute the maximum ergodic sum rate C =anvl,‘r'];

el
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The Algorithm 1 employs a subgradient method with diminishing step size to find the
optimal value v* therefore it is proved that it converges with rate of O(1/¢?) [32]. However,

O

with a good initial guess e.g. V% = 0.5/ P . and £ = 0.1 no more than 50 iterations are

usually needed.

Finally, in the case of non-ideal conditions i.e. imperfect pointing and alignment issues
there will be channel interference and crosstalk. The average rate will be given then by the
expressions (12) and (13) in [27] and the optimization problem may not be convex leading to
a possible locally optimal solution and consequently lower network capacity. Moreover, the
uncertainty of CSI would require a different, more robust approach similar to [33]. The
incorporation of the non-ideal conditions and the uncertainties in the optimization procedure

is a subject of future work.

4.3.2 Proposed methodology for a hybrid fully MIMO optical satellite network
The GEO-OGRS and OGRS-OGUS optical MIMO channel matrices will be referred to as

H, and H, respectively of dimensions Nr x N1. The systemic expressions are the following:
Y, =H X, +n, (4.24)
Y, =H,X, +n, (4.25)
where Y, , are the received signal vectors of OGRS and OGUS respectively, X, are the

transmitted signal vectors of GEO and OGRS respectively and n, , are the optical detection

noise vectors. There are three independent detection noise sources: The electronics noise e.g.,
thermal noise, the shot noise due to photonic interactions and the beat noise e.g., background
radiation, amplified spontaneous emissions [5—7]. The optical noise variance shall be assumed

constant in this analysis although it’s a function of the incident optical power. Therefore:

2

elec

+0°

shot

6. =0 +0, . =const. (4.26)

The optical signal propagation through the atmosphere is deteriorated by the atmospheric

attenuation and turbulence that cause irradiance losses and scintillation [18—19]:
— 7 ..2X
I=1,,e (4.27)
where 7, is the average received irradiance and X, is a random process representing the

log-amplitude of the field fluctuations.

The average irradiance term for a collimated Gaussian beam is [18—19]:
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2 2
=—P. . . . 1 R —2r
Lag =—E01011, T %VZ(D) exp[ %Vz (D)j (4.28)

where 7,,17, are the quantum efficiencies of the transmitter and receiver, 7, is the

atmospheric transmittance, D(m) is the optical link distance, r is the radial distance from the
beam center and W(D)(m) is the beam waist after propagation of distance D. For perfect link
pointing the 7=0 and only the beam spreading effects take place.

The variance of X, is directly related to the scintillation index (SI) according to the following
formula [5-7]:
ol = -] (4.29)

The special case of weak turbulence (SI<1) was thoroughly studied by Rytov from whom a

theoretical closed-form expression for SI was derived [5—7]:

7 11 Aceo 5
67 =2.25k%sec® (&) I C (2)(z— Apgrs )° dz (4.30)
Aocrs

Moreover, for satellite links with elevation angle greater than 20 degrees, / is a log-normally

distributed process with Probability Density Function (PDF) [1], [18-19]:

2
{1n(1/[avg)+;0§}

2
20,

1
f(1) = ——exp{-

4.31
276 ( )

1

The channel capacity of the optical MIMO DF dual hop system in (bps/Hz) is derived from
the Shannon theorem as [13-14]:

C, =min(C,, C,) (4.32)
where the correspondent capacities in (4.32) are expressed as [14—15]:

1
I+—H,Q,H}
O

n

1 1 1
C, ==log,I+—HQH}|, C,==log, (4.33)
2 o, 2

where I (VrxNR) is the identity matrix, Q1 and Q: are the covariance matrices of transmitted
symbols X1 and Xz accordingly. From the Singular Value Decomposition (SVD) technique

we obtain parallel, independent fading channels [14]:

H,=UAV/" H,=U,A,V,” (4.34)
X,=V,X,,X,=V,X,,Y, =U/"Y, Y, = U,"Y, (4.35)
Y, =A X, +n.Y,=A,X, +n, (4.36)
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The (4.33) are then transformed to:

nk(H,)

] rank(H B,y 1 By
1:5 AZ 0g2[1+ “0 ”J,CZZE > 10g2{1+ ”0 “J (4.37)

1 n k=1 n

where P, (i=1,2) are the transmitted powers regarding the GEO and OGRS transmitters, 7, ,

(i=1,2) are the eigenvalues of matrices A1 and Az.
In this Section, the power allocation problem for an optical MIMO DF dual hop network is
firstly structured and then a methodology is proposed that maximizes the system’s capacity

with respect to separate power constraints. The optimization problem is formulated as

follows:
PAl: {B P, |=argmax min(C, C,) (4.38)
Fix
s.t. OS})I,/{S})peakl’O<1)2k_1)peak2
Nr Nr (439)
ZPI,/{ < total 1 > P, =< total 2
k=1 k=1

vvherePlk,P2 (are the optimum transmission powers of channel & for GEO and OGRS

accordingly, P, (i=1,2) is the GEO peak transmitting power constraint and £}, , (i=1,2) is

the OGRS total transmitting power constraint. In order to solve the max-min problem

efficiently, the following transformation is applied:

PA2: {Pk,P“} argmax 6 (4.40)
Bk
st. 8<C,,0<C, and (4.39) (4.41)

where the slack variable € is the minimum of C, C,.
The PA2 is now in standard form to be solved with convex techniques since the objective

function is the minimum of two concave functions and the constraints are also convex. Firstly,

the Lagrangian is formed for the channel £ but we will omit the k index notation [16—17]:
Ny Ny
LB ,B)=0-4(0-C)~40~C)~ (B Py )= 1B =Py ) NQ B ~Buu) QB ~Fou2)
k1 =

(4.42)

where 4, 1,,v,(i=1,2) are the non-negative Lagrange multipliers. Then the Karush-Kuhn-

Tucker conditions are necessary and sufficient therefore we obtain [16—17]:
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OL(RLP) _,
k * 8131*
V-L(R',B)=0= L (4.43)
oL(B.P) _,
OP,

By calculating the first derivatives and applying the complementary slackness conditions we

get:
. 2 . 1 o,
P’ =min Ppeak’l,max{i—o-—;,O} . P, =nun{}’peak’2,max{——o-—g,0}} (4.44)
Vi Vo

where the dual multipliers v;, v, are computed numerically from the total power equations
given below:

Ny

NT
ZPI,k = Ptatal,l > ZPu = Liotal 2 (4.45)
k=1

k=1
A root-finding algorithm such as the iterative subgradient method or the bisection method can

be equally employed to solve for the v,, v, optimal values. It is shown from (4.46) that v, lie

in the interval (0, 1/P,,,, ) so an initial choice e.g. v,(0)=0.5/ P,  and a small fixed step size

eak ,i
e.g. le-3 are usually sufficient to rapidly converge to the optimum solution.

& (1 2 1 1 L o’ 1 _P,.. 1
ZE__ G” = Ptotal,i =>—= N_ Ptotal,i + Z G; = — Z M 2 P = vi S (446)
v T

2 = = peak,i
=\ Vi Vi k=1 Vi Vi N peak i

i

4.4 Numerical Results and Discussion

4.4.1 Proposed methodology for a parallel MIMO optical satellite downlink

In this Section, the proposed power allocation methodology and algorithm will be
evaluated firstly through emulations with experimental data and then there are presented
network simulations and yielded numerical results investigating the sensitivity to scintillation
and atmospheric attenuation as well as the scalability and the performance compared to other
known algorithms.

For the emulation part, the channels’ time series are provided by downlink irradiance
measurements from the ARTEMIS optical satellite link campaign, a bidirectional data relay
experiment carried out in 2003 by the European Space Agency (ESA) and JAXA
[34-36]. It consisted of the GEO ARTEMIS satellite and ESA’s optical ground station (OGS)
in Tenerife, Spain that was equipped with a 1 m diameter telescope and a smaller

0.26 m aperture called LUCE terminal. In Figure 4-3 the irradiance PDF of an optical channel
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computed directly from the ARTEMIS-to-LUCE downlink data is compared to the

theoretical PDF of a lognormal distribution with the same mean and variance parameters:

1=3087nW/m*, o; =0.0101.
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Figure 4-3: PDF of experimental data from ARTEMIS sessions versus PDF of lognormal distribution
under weak turbulence conditions.

Table 4-1: Emulation input parameters

Channels (;/,-> o) 1y (em)

Ch. 1 1.0 0.0142 33

Ch. 2 1.0 0.0101 36

Ch. 3 1.0 0.0274 7
P=1W

It is easily can be seen that the theoretical PDF curve reproduces the experimental one
with great accuracy. For the emulation purposes we consider an 3x3 optical satellite MIMO
network where the channels’ time series are derived from ARTEMIS experimental sessions.
The purpose is to exclusively examine the Algorithm’s 1 sensitivity to weak(lognormal)
scintillation so the channels’ SNRs are normalized as it is reported in Table 4-1. The Fried
parameter was calculated using the ARTEMIS-to-OGS technical details i.e. operating
wavelength 4 = 819 nm, elevation angle = 37°, Honp = 2400 m, Hgeo = 35,787 km and the
provided weather data for the C? estimation. The peak power is 1 W.

In Figure 4-4 the average power distribution to the three optical satellite channels and the
maximum ergodic network capacity as a function of total expected power for the various
scintillation indices are exhibited. It is deduced that the proposed algorithm allocates more
power to the channels suffered by less turbulence. Here channel 2 has the smallest SI and

transmits the most average power while channel 3 has the largest SI and transmits the least.
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Moreover, the power constraints are held since each channel does not exceed the 1 W
limitation and the total channel power does not exceed the expected P, . At P, =3 W all

channels transmit 1 W each. The maximum ergodic capacity also increases with the total

expected power.

Optimum Power Allocation Algorithm
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Figure 4-4: Proposed power allocation algorithm and maximum ergodic capacity for a 3x3 network
versus the expected total power. Real experimental data.

In Figure 4-5 the performance comparisons between the proposed algorithm and two
baseline power allocation algorithms: The Equal Power algorithm (EPA) and the Equal SNR
or Channel Inversion algorithm (CINVA) are also demonstrated. The emulation input settings
are the same as previously. It is concluded that the proposed algorithm achieves slightly

higher spectral efficiency than the other two policies and at P,

otal

=3 W it degenerates to the

EPA which constitutes a moderate solution while CINVA the worst of them.

3 Power Allocation Algorithms
FPrcposed Algorithm
=

Equal Power Algorithm
I:]Ch.lnversion Algorithm|

[

Ergodic Network Capacity
= (bpsiHz)
3] (]

-
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o
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Expected Total Power (W)

Figure 4-5: Various power allocation policies. The proposed algorithm achieves the largest network
capacity.
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Afterwards, a satellite downlink simulation is realized considering a 4x4 optical satellite
MIMO system to exclusively examine the sensitivity of the proposed methodology
to atmospheric attenuation while the clear air turbulence is considered the same for all
channels as it is reported in Table 4-2. The wavelength is set to A = 1550 nm, the zenith angle
¢ = 50°, the altitudes Honp= 1500 m and Hgeo= 357,87 km. The peak power is 1 W.

Table 4-2: Simulation input parameters

Channels <7i> o) r, (cm)

Ch. 1 0.95 0.15 9.94

Ch. 2 0.80 0.15 9.94

Ch. 3 0.55 0.15 9.94

Ch. 4 0.65 0.15 9.94
P =1W

In Figure 4-6 the average power distribution to the four optical channels and the maximum
ergodic sum capacity as a function of total expected power for the various channel

attenuations are displayed.
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Figure 4-6: Proposed power allocation methodology and ergodic capacity for a 4x4 network versus
the expected total power. The sensitivity to channel attenuation is examined.

It is observed that the allocation methodology allows more transmitting power to the
less attenuated channels. Here channel 1 has the largest average SNR and transmits the
most average power while the mostly attenuated channel 3 transmits the least one. Moreover,

the power constraints are held since each channel does not exceed the 1 W limitation and the

total channel power does not exceed the expected P, , . At P, =4 W all channels transmit

otal total

1 W each. The maximum ergodic sum capacity also increases with the total expected power.
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The next simulation case concerns the scalability comparison between the proposed

algorithm and the EPA and CINVA. We consider all identical channel profiles with

<7i>=0.6, 0'72, =0.2 and fixed total expected power P_,_ =5 W and peak power

total

P,... =2 W. In Figure 4-7 the maximum ergodic sum capacity as a function of the number

of optical channels is shown.
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Figure 4-7: Various power allocation policies. The proposed methodology exhibits greater scalability
than the others.

It is clear that the proposed algorithm scales considerably better with the number of
channels and leverages more efficiently the available total power in contrast with the
other methods. The last simulation compares the achievable ergodic sum rate under both

weak(lognormal) and strong(gamma-gamma) turbulence as shown in Table 4-3:

Table 4-3: Simulation input parameters

Channels <7i> o, o,

Ch. 1 1.0 0.1 1.2

Ch. 2 1.0 0.3 2.0

Ch. 3 1.0 0.5 3.0

Ch. 4 1.0 0.7 5.0
Ppmk =1W

For small values of expected total power, the maximum ergodic sum rate is larger in
the strong turbulence case than in the weak case due to the greater irradiance fluctuations. As
the total power increases however the weak scintillation conditions benefit the
network’s ergodic capacity significantly more than the strong ones (Figure 4-8). Finally, the

proposed methodology is compared in terms of performance and spectral efficiency to two
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Figure 4-8: Ergodic network capacity for a 4x4 network employing the proposed methodology for
weak and strong turbulence conditions.

other power allocation algorithms i.e. the Equal Power Algorithm (EPA) and the Greedy

Algorithm (GA). The first one allocates P,,,/M power in all channels, in all states while the

second one is heuristic, fast and practical and allocates peak power to stronger channels while

the weaker ones receive the remaining P, ;. In other words, the Greedy prioritizes the higher

total *
gain channels and works in a binary-like way, allocating high or low power. Figure 4-9 and
Figure 4-10 depict the achieved overall ergodic capacity versus the total on-board satellite
expected power for the three power allocation strategies. In Figure 4-9 we assume that the
channels’ SNRs are comparable i.e. [Ayo| < 0.5, |ASI| < 0.2 while in Figure 4-10 the channels’
SNRs are subjected to largely different attenuation and scintillation levels. The maximum
differences |Ayo| < 2, |ASI| < 0.6 are considered accordingly for all the assumed cases. The

final case may occur e.g. when thin clouds appear in some of the slant path optical channels.

Small SNR Variations

IlProposed Methodology
EEqual Power Algorithm
DGreedy Algorithm

o

(=21

Ergodic Capacity (bps/Hz)
N i

o

4 6 8 10
Average Total Power (W)

Figure 4-9: Performance comparison of the three power allocation strategies. The channels have
small SNR variations. The proposed methodology offers higher capacity than the other ones.
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In Figure 4-10, the proposed methodology leverages more efficiently the average total
power and achieves much higher desired capacity rates than the other strategies. In this case,
the EPA is a moderate solution while the GA is the worst. However, at 10 W the three

algorithms perform as one and the same.

Large SNR Variations

Il Proposed Methodology
- Equal Power Algorithm |
|:|Greedy Algorithm _
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Figure 4-10: Performance comparison of the three power allocation strategies. The channels have
greater SNR variations. Proposed methodology offers much higher capacity than the other ones.

In Figure 4-10, the proposed methodology is also shown as the dominant power allocation
policy in contrast with the other methods but the GA scales a lot better than the EPA in the
presented scenario. As the average total power reaches the 10 W though, the three algorithms

perform almost identical.

4.4.2 Proposed methodology for a hybrid fully optical satellite network

In this Section, the proposed methodology is evaluated through numerical simulations for
various network topologies and settings and its performance is tested against other known
power allocation methods. Specifically, the impact of spatial correlation on the system’s
capacity is examined as well as the sum rate difference between the proposed allocation
scheme and the Even Power Allocation algorithm. Finally, the special case of poor GEO-
OGRS channel conditions is considered to investigate the power efficiency of the proposed
scheme.

To begin with, the case of a 3x3 optical MIMO is assumed for both GEO-OGRS, OGRS-
OGUS links under atmospheric attenuation and weak scintillation conditions. In order to
solely examine the impact of correlation, the average irradiance of the channels is normalized
to unity while the scintillation index is calculated using the following input parameters:

A=1550 nm, (=30°, Aosrs=2000 m, AGeo=35786 km while the Hufnagel-Valley model was
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employed for the C’ [5-7]. Furthermore, we assume correlated optical channels on the

transmitter side for the GEO-OGRS links i.e., the columns of Hi are correlated, and on the
receiver side for the OGRS-OGUS links i.e., the rows of Hz are correlated. As an example,

the correlation matrix of first row of Hi is given below:

* *

*

h’ll hl hl3
h h 1
P i (447)
H = hy h, hy| —Gom— Corr(H)=h,|p 1 p
hyy  hy hilp p 1
For the first simulation, the peak transmitting power is fixed at P, , =P, , =1 Wand the

system capacity is computed using the proposed methodology for a range of total available

powers £, =F, ., =F,, from 1 Wto 3 W and for p=0, 0.5, 0.95. The optical channels are

to total
subjected to weak scintillation thus are log-normally distributed and 1000 channel realizations
were generated for each simulation run. In Figure 4-11, the system capacity is exhibited as a

function of GEO’s and OGRS’s total power for different channel correlation coefficients.
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Figure 4-11: System capacity versus the total available power for various channel correlation
coefficients. The higher the correlation the lower the network’s spectral efficiency.

It is observed that the system capacity increases with the increment of total power.
However, the correlated channels are significantly worse for data transmission than the
uncorrelated ones since the capacity falls off with higher values of the correlation coefficient.
Moreover, as the p., — 1 the system capacity becomes less sensitive to the total available
power by only showing a slight increase with larger total power.

Regarding the second simulation, the peak transmitting power is again fixed at

P P

peak,1 = peak,2

=1W and the proposed methodology shall be juxtaposed with the Even Power

P

i from 1

Allocation (EPA) Algorithm for a range of total available powers £, = F,

total ;2 =
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W to 3 W. The EPA algorithm is basically a reference algorithm in order to demonstrate the

superiority of the proposed power allocation methodology in terms of bit rate performance.

4 IllProposed methodology
IEven power allocation
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Figure 4-12: Performance comparison between the proposed power allocation methodology and the
even power allocation algorithm. The proposed methodology achieves higher data rates over all
total power values and outperforms the simpler even allocation.

In Figure 4-12, the performance comparison is depicted. It is clear that the proposed
methodology outperforms the EPA algorithm by far, reaching greater data rates. Nevertheless,
at 3W the proposed methodology works similarly to the EPA.

For the last simulation, it is assumed that the channel conditions of GEO-OGRS links are
of poor quality (high attenuation, scintillation, correlation) and so the GEO transmits with full
total available power Piy¢q;1 = 3 W. The proposed methodology is then employed over a
range of OGRS’s Pyy¢q; » from 1 W to 3 W and the two sub-system capacities are computed.
In Figure 4-13 the two channel capacities are exhibited to show that in this case, the OGRS

can utilize 1.25 W total power to obtain the network’s maximum power efficiency.
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Figure 4-13: Channel capacities of GEO-OGRS, OGRS-OGUS in poor source-relay conditions. The
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Piota1 = 3 Wis fixed while the Py, is sweeped from 1 W to 3 W using the proposed methodology.
The OGRS needs no more than 1.25 W to reach the maximum capacity since the network capacity is
the minimum of them two.

4.5 Conclusions

In this Chapter, optical satellite communication downlinks with multiple transmitters and
multiple receivers have been considered and the optimal power allocation is extensively
studied under the total expected power and the peak power constraints. The proposed
methodology takes into account the optical attenuation and the turbulence-induced
scintillation and derives a formula for the optimal transmitting power in an analogous
approach as that of the classic waterfilling algorithm. An iterative, sub-gradient method-based
algorithm is also proposed that converges to the maximum network ergodic capacity with
great speed. Furthermore, emulation results using actual experimental data from ESA’s
ARTEMIS missions and simulation results are demonstrated to evaluate the performance of
the algorithm and to study the impact of scintillation and atmospheric attenuation. Afterwards,
the proposed algorithm is compared to Equal Power, Channel Inversion, and Greedy
Algorithms in terms of data rate and scalability with outstanding results.

Finally, hybrid optical satellite links are investigated in a MIMO DF dual hop network
formation. A power allocation methodology is then presented and proposed for the
optimization of the system’s capacity under separate peak and total power constraints. The
power allocation problem is initially structured as a convex optimization problem and then
solved with the corresponding convexity theory and SVD method whilst taking into account
the spatial channel correlation, the atmospheric attenuation and the turbulence strength.
Finally, numerical simulations are executed to examine the impact of correlation on system
capacity, to evaluate the proposed algorithm’s performance through comparison with the EPA
algorithm and to give insight to the special case of poor source-relay conditions regarding the
system’s power efficiency. The derived numerical results are presented and remarks are made

validating the proposed methodology in various network topologies and settings.

4.6 Appendix: Proof of the optimal solution
The maximum ergodic capacity is attained when the instantaneous channel capacity is
maximum:

argmax log, (1+ Pzi ) (4.48)

B

st. (4.18)
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Therefore, for every convex sub-problem in (5.22) we get the Lagrangian:

L(R)=-log,(1+ B, .7)+ (B, Pwk)+v<2E[ =P

P,>0
:

(4.49)

where 4; is the Lagrange multiplier related to the P,,, constraint and v is the Lagrange

multiplier related to the P, ,,, constraint. The KKT optimality conditions are necessary and

sufficient since the problem is convex:

A(B] = P,) =0, v(ZE[ =P =0

VL(E)=- #+/1+V 0
’ +P -y,

The complementary slackness condition (4.52) yields four cases now:

N

-_ = Z[ :| total =0

=1

i[ )T

=0,v=0

ok

:o

i peak

A4,=0,v=0

total

(4.54)= P =P, and ZN: ELP )= Pous

(4.53)& (4.55)= P’ = (-- 1) and EN: E[P |=P
1 v 1

total
i i=1

P mln{Ppmk,max{l_i 0}}
' V.7

Finally, the integration bounds in (4.22) and (4.23) are computed as shown:

Giving the solution:
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and for y, > =P = P, because the transmitted power Pz,* cannot be negative and

- VPpeak

cannot exceed the peak power either.
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Chapter 5

Power Allocation for Reliable and
Energy-Efficient Optical LEO-to-Ground
Downlinks with Hybrid ARQ Schemes®

Satellites in low earth orbit (LEO) are currently being deployed for numerous
communication, positioning, space and Earth-imaging missions. To provide higher data rates

in direct-to-user links and earth observation downlinks, the free-space optics technology can

93



be employed for LEO-to-ground downlinks. Moreover, the hybrid automatic repeat request
(HARQ) can be adopted since the propagation latency is low for LEO satellites. In this work,
a power allocation methodology is proposed for optical LEO-to ground downlinks under weak
turbulence employing HARQ retransmission schemes. Specifically, the average power
consumption is minimized given a maximum transmitted power constraint and a target outage
probability threshold to ensure energy efficiency and reliability, respectively. The
optimization problem is formulated as a constrained nonlinear programming problem and
solved for Type I HARQ, chase combining (CC) and incremental redundancy (IR) schemes.
The solutions are derived numerically via iterative algorithms, namely interior-point (IP) and
sequential quadratic programming (SQP), and validated through an exhaustive (brute-force)
search. The numerical simulations provide insight into the performance of the retransmission
schemes regarding average power. More specifically, Type I HARQ has the worst output, CC
has a moderate one, and IR exhibits the best performance. Finally, the IP algorithm is a slower

but more accurate solver, and SQP is faster but slightly less accurate.

Copyright © 2022 MDPI. Reprinted, with permission, from: T. T. Kapsis and A. D. Panagopoulos,
"Power Allocation for Reliable and Energy-Efficient Optical LEO-to-Ground Downlinks with Hybrid
ARQ Schemes," Photonics, vol. 9, no. 2, p. 92, 2022. Personal use of this material is permitted, but
republication/redistribution requires MDPI permission.

5.1 Introduction

As early as the 1960s, the development of optical and laser pumping brought free-space
optical (FSO) communication to life [1-2]. Since then, FSO has been employed throughout
the industry either for space telecommunication applications such as the modern SpaceX
Starlink project for satellite interconnection, optical satellite feeder links and even terrestrial
commercial and military applications, e.g., inter-building links [1]. The rollout of the fifth
generation (5G) and beyond has especially shifted the research paradigm to optical frequency
technologies in order to meet the strict broadband, reliability and latency requirements,
leading to the massive installation of fibre optics and optical telescopes [2]. Albeit a relatively

new field of communication, FSO systems are considered mature enough to be employed as
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they hold many noteworthy advantages. More specifically, it is easy to establish point-to-
point optical links due to the small-size equipment, lack of any digging, huge bandwidth
availability and data rates, unlicensed operation, their strong immunity to unwanted
interferences, low-power to ensure eye-safety and improved security due to employment of
narrow beams [1-3]. Therefore, assuming good optical signal propagation conditions (clear
sky), FSO links guarantee fast, convenient, economic, secure and reliable deployment as well
as the efficient usage of the spectrum [1-3].

On the other hand, in the case of atmospheric impairments such as opaque fog and clouds
or line-of-sight interruption in general, the irradiance losses can reach hundreds of dBs,
leading to an optical link outage [1-3]. Moreover, the atmospheric refractive index is not
spatially or temporally homogeneous but is varied with wind speed, temperature and
wavelengths, which subsequently cause atmospheric turbulence [2—4]. The turbulence in turn
influences the slant path propagation, causing scintillation of the received irradiance and beam
spreading [2—4]. There are also many more sources of deterioration such as pointing jitter and
background noise, but these are beyond the scope of this Chapter [4]. Typical mitigation
techniques regarding the physical layer include aperture averaging, adaptive optics, hybrid
radio frequency (RF)/FSO and spatial diversity, but there are also upper-layer solutions such
as automatic repeat request (ARQ) retransmission schemes [3—4].

In particular, hybrid ARQ (HARQ) combines error detection with error correction by
adding redundancy bits to the transmitted frames, and if the message decoding fails, a series
of retransmission rounds are performed [5—8]. Depending on whether the erroneous message
is discarded or stored, the HARQ is categorized as Type | HARQ or soft combining HARQ,
respectively [5—8]. The latter is performed in practice based on the following two methods:
Chase combining (CC), in which the transmitter sends identical copies of the corrupted frame
on each round and the receiver employs maximal ratio combining, whereas in incremental
redundancy (IR) the transmitter sends more parity bits on each round, increasing the
successful decoding probability [5—8]. The HARQ is superior when reliability and link
adaptation are required due to the joint error detection and correction, while costwise it is
potentially cheaper. HARQ for optical links has shown good performance and can operate in
parallel with the aforementioned physical layer techniques [3]. A low Earth orbit (LEO)
satellite operates at an altitude less than 2000 km, has a full period of about two hours and
exhibits a latency of a few milliseconds (17 times lower than GEO) [2]. If equipped with an
optical transmitter it can provide high-definition data at reduced latency. Several optical LEO-

to-ground experiments have been conducted to study the feasibility and obtain measurements
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for channel characterization and modelling [2,9,10]. In [6] a new HARQ protocol for FSO
multi-user systems is proposed, and in [8,11,12] a performance analysis of FSO HARQ
systems and estimations of the packet error probability are derived. In [13-15] power
allocation strategies for RF HARQ links under Rayleigh fading are reported. The LEO
satellite-to-ground links are also used for quantum key distribution (QKD). LEO-to-ground
QKD links have also very recently been demonstrated to reach distances up to 1200 km and
key rates up to kbps [16]. The key rate is the exchange rate of polarized photons (encryption
keys) over an optical fibre or FSO link. Moreover, a study has been evaluated for QKD
performance on a hypothetical constellation with ten satellites in sun-synchronous LEOs that
are assumed to communicate over a period of one year with an optical infrastructure (three
optical ground stations) located in Greece [17]. The atmospheric effects of turbulence and the
background solar radiance have been considered [17].

For optical satellite downlinks with HARQ schemes under weak turbulence, there has not
been a power allocation investigation in the literature. In this Chapter, a power allocation
methodology is proposed for optical LEO-to-ground downlinks under weak scintillation
conditions employing HARQ retransmission schemes. The contributions of this Chapter are
summarized as follows:

i. Three power allocation methodologies based on the Type | HARQ, CC and IR schemes
are proposed, and their performances are compared and ranked from best to worst in
terms of the average power consumption.

ii. The energy efficiency and the reliability of the optical links are optimized by formulating
the optimization problem as a constrained nonlinear programming problem with an
objective function, the average power usage, constraints, the maximum transmitted
power and a target outage probability accordingly.

iii. Only the channel statistics (long-term channel state information) are required to obtain
the optimal power allocation strategy and not the instantaneous channel states.

iv. The proposed solutions are derived numerically via iterative algorithms, namely interior
point and sequential quadratic programming, and validated through an exhaustive or
brute force search [18—19].

v. Simulations are executed for various channel conditions and system settings by
simulating a LEO passing over various turbulence intensities and ground weather
conditions to investigate the sensitivity of the three HARQ schemes to weak scintillation,
path loss and target outage probability. Novel numerical results are reported and

commented on.
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The remainder of the Chapter is structured as follows: In Section 5.2 the LEO-to-ground
system model is given along with the necessary FSO theory and assumptions regarding
the weak fluctuation model. In Section 5.3 the optimal power allocation problem under
maximum power and outage probability constraints is developed by taking into account
the three HARQ schemes, and the proposed solutions are reported. In Section 5.4 simulations
of various scintillation, weather conditions and constraints are obtained using the proposed
methodology, and numerical results are derived, compared and commented on. Finally,

Section 5.5 concludes this Chapter.

5.2 System Model

A single, cloud-free optical LEO-to-ground communication downlink is considered
subject to path losses and weak atmospheric turbulence. The optical channel is generally
dynamic due to the elevation angle—varying link distance and the LEO satellite’s slew
rate, thus leading to temporal signal fluctuations known as scintillation [2,9]. For the
transmission, the intensity modulation with on-off-keying (OOK) is assumed, and direct
detection is used for the reception. It is also hypothesized that a negative acknowledgment
(NACK) or no acknowledgment at all to a particular frame transmission by the receiving
terminal will initiate a series of retransmissions via an HARQ protocol [5—8]. The maximum
number of HARQ rounds is predefined and equal to M. During these M rounds, the receiver
either successfully decodes the message and responds with a positive acknowledgment
(ACK) or fails to decode it, and the re-transmission stops. In order to achieve independent
fading states, the minimum retransmission time between rounds must be equal to the
coherence time 7o (sec) of the optical channel. According to the weak turbulence model the
coherence time is given by [9-10]:

-3/5
HLLO

7o =| 11847 sec(90°—e) J VP (dz| (5.1)
HOGS

where A(m) is the communication wavelength, sec(x) is the secant function, e(deg) is the
elevation angle, Hogs(m), HLeo(m) are the altitudes of the optical ground station (OGS)
and LEO satellite, C> (z)is the refractive index structure parameter usually given by the

Hufnagel-Valley model, z(m) is the altitude, and V(z)(m/s) is the wind speed (vertical

path) usually described by the Bufton model. Therefore, for transmission periods greater
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than 7y the fading states can be considered uncorrelated. In Figure 5-1, the system model

is depicted.
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Figure 5-1: Optical LEO-to-ground downlink. The atmospheric turbulence attenuates the signal,
distorts the wavefront and induces scintillation.

Weak turbulence is often represented by the lognormal (LN) distribution, which fits well
and exhibits good agreement with first-order statistics from experimental data [2,20]. The LN

model does not fully apply only for elevation angles < 20°, and the reason is the saturation of

scintillation [2]. The normalized received irradiance [ (W/ mz) is an LN random variable

according to the following probability density function (PDF) [4,20]:

~ [1n(1/<1>)+0.50‘12]2
PU) = by - o7

, (5.2)

where <I > is the average irradiance, and o, is the so-called scintillation index (SI). A

theoretical expression for SI in the case of weak turbulence (SI < 0.5) and point receivers is

derived from Rytov, which is expressed by the formula [9,20]:

7 u Higo 5
0} =2.25k0 sec® (90°—e) | C;(2)(2—Hogs ) dz, (5.3)
H,

0GS

where k(rad/m) is the wavenumber, e(deg) is the elevation angle, and the rest of the
parameters are defined as in (5.1). The Kolmogorov spectrum is assumed, and it is also

assumed that the optical wavefront is approximated by a plane wave far from the source. For
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moderate (SI~0.5) or strong turbulence (SI~1), other distributions such as gamma— gamma

are more suitable [2]. If experimental data are to be employed then SI is simply the normalized
variance of I: o} = <12>/<1>2 -1 [9,20].

The optical channel for the downlink follows the LN distribution considering weak

scintillation conditions. By incorporating the quantum efficiencies of the transmitter 77 _and

receiver 77, the atmospheric transmittance TA ., the gains of transmitter g = and receiver

g » the large-scale path loss PL, the small-scale loss due to scintillation e’ where X, is

the log-amplitude of the optical wave and hence Gaussian (normally) distributed, the optical

channel is expressed by [4,21]:
h,=n n T g g PL e’ (5.4)

LEO " OGS  Atm LEO — OGS

Additionally, therefore, the signal-to-noise ratio (SNR) is given by [4,21]:

})T ULEOUUGS TA gLEOgOGSPL er? PT h{) t
) = o2 - :PTh (5.5)

Nopt

SNR =

n

where P, is the transmitted power, > is the signal-independent optical noise variance, and

h|Wans™ | represents the ratio /,, / G, -

In particular, the optical noise is a zero mean, a constant variance random variable that
describes the environmental optical interference. It incorporates the background radiation
from the various celestial bodies, the amplified spontaneous emission (ASE) from optical
preamplifiers and the electronic detection noise [4,21]. By using narrow passband optical
filters and small field-of-view telescopes the receiver can eliminate the ambient background

radiation and ASE, while the thermal and shot noises can be considered as additive white

Gaussian noise [2]. Now, for a fixed o’ , it is easy to see that % is also a LN variable, and its

PDF is derived from (5.2) with parameters <h> , Gi = G? .

5.3 Power Allocation Problem and Methodology

In this subsection, the power allocation problem for an HARQ optical LEO-to-OGS
downlink is formulated under a maximum transmitted power constraint and a guaranteed
outage probability constraint. Specifically, assuming M rounds of retransmissions via Type I,
CC, IR HARQ schemes the optimization problem considers the minimization of the average

total transmitted power:
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argmin P, (5.6)

APy By

s.t. OSPmSI_), forl<m<M

5.7
0 S B)ut,M (Cout) S gtarget H ( )

where P, (i =1,..,M) is the transmitted power at each round, P isthe peak transmitted power,

C

out

is the defined outage capacity, P, ,, is the decoding failure probability after all the M

[

re-transmissions, and E arget

the three HARQ schemes individually.
The P, for all three investigated HARQ schemes is reported as follows [13-15]:

is the target outage probability. The P, is analyzed below for

out,m

P

Avg

=P+P,-P

out,l

M
+"'+PM .Pout,M—l :ZPm'Pout,m—l (58)

m=1
Note that £, ; =1 because no transmission is achieved at round m = 0. Successful decoding

occurs when the channel capacity on the mthround C, > C, . ; otherwise, a re-transmission is

requested [13—14]. After M failures, the buffer empties, and the source proceeds to the next
packet. In our analysis, the bit error rate (BER) is not included in (5.7) because it is complex
and requires specific knowledge of coding and modulation. The BER performance for a
variety of binary modulations can be found in [12].

In a Type I HARQ scheme, the received packets are not buffered but discarded on each
round. Thus, after the mth round the channel capacity and outage probability are [5,15]:

C, =Wlog, (1+h,P,) (bps) (5.9)
Cmt/
c In 2hw +0.50;
27 1] )
P(C,<C,)=P|h, < 5 :Eerfc - -3 (5.10)
m h
out,m = R (Cl S Cout""’cm S C{mt ) = ﬁR/ (Ct < Cout) 4 (511)

i=1
where W is the allocated bandwidth, and erfc(x) is the complementary error function.

For example, in the case of M=3 rounds then the optimization problem is the following:
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In a CC scheme, the received packets are buffered and MRC-combined on each round. Thus,

after the mth round the channel capacity and outage probability are [5,14]:

3

C, =Wlog, (1+Zh,.P,.J (bps) (5.14)

i=1

m Coul
P(C,< Wt):R[Wlogz(HZhiPijSCout]:Pr(hlPl +oth P, <27 —1] (5.15)
i=1

P, =P(C<C

out,m r out’**

.C,<C,)=P(C,<C,,) (5.16)

out

For example, in the case of M = 3 rounds then the optimization problem is the following:

C()IAI
2 %V _1 2
In| ——— |+0.50,
1 (h) R 1 Canf
argmin B, + P, -—erfc| - +P3-R(h1Pl+h2Pz <2 W—l) (5.17)
RPP 2 ahI\/E

Co Cout, Cout
2 12 ”%4141111 s “1-hyP,— Iy

R P A
1 2 3 1 B
Pus= | ] | ! an anan,  (5.18)
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where:

2 2 2 2 2 2

(m h, /<hl>+0.50'h] j (m h, /<h2)+0.50h2 j (m h, /<h3>+0.50-h3j 1

K(h)= -~ + - + - (5.19)
hl hz h3

In an IR scheme, the received packets are buffered, and the information is added on each
round because the packets contain new parity bits. Thus, after the mth round the channel
capacity and outage probability are [5,13]:

C, =Y Wlog,(1+hP) (bps) (5.20)
i=1

Cou

i=1

P..=P(C<C

out,m out’*°*

.C,<C, )=P(C,<C,,) (5.22)

out out

For example, in the case of M = 3 rounds then the optimization problem is the following:

C(Jll[
2 %V _1 2
In| ———[+0.50,
1 iy |05 »
argmin B, + P, -—erfc| — +P, -R((1+hlPl)(l+h2Pz)S 2 Wj (5.23)
RPP 2 O'hl\/i

zcuu% - chw - | zcom i |
R B(+hR) P, B(l+hP+hR+hRhP) P 1 ( K(h))
Pui= | p ¢ dndn.dh, (5.24)
=0 =0 hy=0 h 2}’30-/:1 Op,On N4

where K(#) is defined in (5.19).
The (5.16) and (5.22) are based on the fact that in chase combining and incremental

redundancy, the channel capacity C, at the end of mth round is non-decreasing for all fading-

sequence realizations because the packets are soft-combined [13-14]. That is:

C <(C,<£..£C, . Therefore, if C, <C

out

it means that all the previous rounds’ capacities are

also less than C

e
The outage probabilities in (5.18) and (5.24) are intractable and cannot be solved in closed-
form, but even numerical computations are challenging for a large M. In this Chapter we will
investigate the scenario with M = 3 rounds of re-transmission.

From the aforementioned analysis in Section 5.3, it was observed that both the objective

function and the constraints are non-linear and non-convex. The finding of a global minimum
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is then NP-hard because it may exist in many feasible regions and many local minima, so a
global solution is very difficult to obtain. However, according to the Weierstrass theorem, if
the objective function is continuous and the feasible region is closed and bounded, then there
exists a global optimum [18—19]. All three HARQ power allocation subproblems satisfy these
requirements, and the constraints can be plotted to determine if the feasible region is closed
and bounded. The global minimum can always be found then with an exhaustive/brute-force
search [13].

In spite of the lack of convexity, the Karush-Kuhn—Tucker conditions are necessary (but not

sufficient) for P to be an optimum solution to the problem. Specifically, for M = 3 rounds

and the Lagrangian L(P",P,, P ,1") [19]:

Stationarity:
8L(P1*,f);’P3*’ﬂ*) ~ aL(R*,P;,f;*,ﬂ*) ~ 8L(P1*’P2*’P;,ﬂ*) ~ 0 (5 25)
Primal feasibility:
0<P,P,P,<P,0<P(C<C,, )< 0 (5.26)
Complementary slackness:
ﬁ“*'(E(C3 SCvout)_gla.rget ):0 (52’7)
Dual feasibility:
A>0 (5.28)

where &, 1s the target outage probability from (5.7).

target

Besides the brute-force or exhaustive search, the standard methods for solving constrained
non-linear optimization problems include interior-point (IP) methods, sequential quadratic
programming (SQP) or even projected gradient descent (PGD) [18]. IP and SQP require the
objective and constraint functions to be twice differentiable and exhibit polynomial time
complexity for linear and non-linear problems, but the strong advantage of SQP lies in its
property that the initial guess and the iteration steps do not need to be feasible points [18].
SQP is an active-set method that works in two stages: Firstly, the objective function is
neglected, and a feasible point is obtained that satisfies the constraints. Secondly, the objective
function is optimized while keeping the feasibility. In contrast, the IP iterations must stay
inside the feasible region and avoid the infeasible region, but it yields better approximations,

and it is scalable [18].
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5.4 Numerical Results and Discussion

In this section, the optimal power allocation problem for an optical LEO-to-ground
downlink with HARQ schemes is solved, and a variety of simulations are carried out from
which conclusive results are drawn. In our Chapter, the MATLAB software is employed to
numerically obtain a very good approximation of the global minimum of the constrained non-
linear optimization problems. Specifically, the IP and SQP methods are employed, and the
outcomes are validated through a brute-force search. Moreover, the average power is
minimized for Type I, CC, IR HARQ schemes, and the sensitivity to the scintillation index,
average path loss and target outage probability is examined. It must be clarified that we are
more focused on the proposed allocation methodologies and less on the transmission
characteristics.

A M = 3 rounds HARQ protocol is considered, and an optical LEO-to-ground link is
assumed under atmospheric path loss and weak scintillation conditions. The choice of M =3
is supported by the fact that LEO satellites have a short contact time (~5 min); therefore, it is
realistic to assume a few HARQ rounds. The wavelength is set to A=1550 nm, the slew rate

ws=0.001, the altitudes Hogs = 2000 m and Hiro = Hwnb = 20 km and elevation angle e = 50°
while the ground weather conditions, i.e., wind speed, an (z), were varied to obtain the
scintillation indices and the corresponding coherence times using the (5.1). The Bufton and
Hufnagel-Valley models were employed for the wind and C’ (z). From Table 5-1 it is

implied that the worse the scintillation effects the less coherence time is needed because the

channel fluctuations are greater and rapid. Finally, the maximum transmitted power is set to

P =1W for all simulations.

Table 5-1: Scintillation index versus the channel coherence time for various weather conditions.

SI To (IMS)
0.1 5.2
0.2 1.8
0.3 1.2
0.4 0.9
0.5 0.8

Table 5-2: First simulation’s input parameters for the optical channels.

& C,.'W <hl> <h2> <h3> 0',121 O',f of}

target

0.01 0.5 1 1 1 0.01-0.5 0.01;0.5 0.01-0.5
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Figure 5-2: Optimization of average total power versus the scintillation index for Type I, CC and IR
HARQ schemes.

In the first simulated scenario, the impact of SI on the average total power is evaluated for
the three HARQ protocols. The target outage probability, the outage capacity-bandwidth ratio,
and the optical channel statistics over the three retransmission rounds are given in Table 5-2,
while it is assumed that SI; = SI> = SI3. The proposed methodology is simulated using the IP
and SQP algorithms and validated with a brute-force search. In Figure 5-2 the numerical
results are given.

In Figure 5-2, it can be observed that the higher the SI the more power is consumed by all
HARQ schemes with a rate of 12% (Type I), 6% (CC) and 5.2% (IR). Type I is the worst and
results in the largest average total power and CC is moderate, while IR is the most energy-
efficient HARQ protocol. At SI = 0.3, the average total powers of Type I and CC are 47.2%
and 6.8% larger than IR, respectively.

In the second scenario of simulations, the impact of <h> on the average total power is

evaluated for the three HARQ protocols. The target outage probability, the outage capacity-

bandwidth ratio, and the optical channel statistics over the three retransmission rounds are
given in Table 5-3, while it is assumed that <h1> = <h2> = <h3> . The proposed methodology is

simulated using the IP and SQP algorithms and validated with a brute-force search. In Figure

5-3 the numerical results are presented.

Table 5-3: Second simulation’s input parameters for the optical channel.

gta.rget C(mt w <h1> <h2 > <h3> O-;I 0-2 053

hy

0.01 0.5 0.5-1 0.5-1 0.5-1 0.1 0.1 0.1
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Figure 5-3: Optimization of average total power versus the channel gain for Type I, CC and IR
HARQ schemes.

In Figure 5-3, it is shown that the higher the channel gain the less power is consumed by
all HARQ schemes with a rate of 12.5% (Type 1), 14.5% (CC) and 13.1% (IR). Type I is the

worst and results in the largest average total power and CC is moderate, while IR is the most

energy-efficient HARQ protocol. At <h> = 0.8, the average total powers of Type I and CC are

28.4% and 5.4% larger than IR, respectively.

In the third hypothetical simulation, the impact of ¢

e ON the average total power is
evaluated for the three HARQ protocols. The outage-capacity-to-bandwidth ratio, and the
optical channel statistics over the three retransmission rounds, are given in Table 5-4. The
proposed methodology is simulated using the IP and SQP algorithms and validated with a

brute-force search. In Figure 5-4 the numerical results are given.

Table 5-4: Third simulation’s input parameters for the optical channel.

gtarget Cout W <hl> <h2> <h3> O-;l 0’32 0;3
1077 — 1071 0.5 1 1 1 0.2 0.2 0.2
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Figure 5-4: Optimization of average total power versus the target outage probability for Type I, CC
and IR HARQ schemes.

In Figure 5-4, it is observed that the lesser the &, , the more power is consumed by all

HARQ schemes with a rate of 6.7% (Type I), 13.4% (CC) and 14.8% (IR). Type I is the worst

and cannot achieve an &, <lx 107 and CC is moderate and cannot achieve an
Earget <1X 107, while IR is the most energy-efficient HARQ protocol, reaching a threshold

of &, =1x107. At &, =1x107, the average total powers of Type I and CC are 27% and
6.7% larger than IR, respectively.

In the fourth simulation, the channel power distribution is evaluated among the three
retransmission rounds. The outage-capacity-to-bandwidth ratio, and the optical channel
statistics over the three HARQ rounds, are given in Table 5-5. The proposed methodology is
simulated using the IP and SQP algorithms and validated with a brute-force search. In Figure
5-5(a) the numerical results are given only for the IR HARQ protocol, which shows the best
performance. In Figure 5-5(b) the proposed methodologies are simulated for arbitrary input

parameters given in Table 5-5. The average and allocated power are exhibited.

Table 5-5: Fourth simulation’s input parameters for the optical channel.

Sim E arget C,.'W <h1> <h2> <h3> O'Zl G,i 0,1
(a) 1077 — 1071 0.5 1 1 1 0.2 0.2 0.2
(b) 104 0.44 0.92 0.97 0.88 0.24 0.30 0.22

107



P__ =1W, <h>=1, SI=0.2,C_ /W=0.5
max ! out = "

—_ 17 I Round | M | E 12 | IlRound |
Fd B Round Il 2 X ERRound Il
= [ JRound Il a 1 — IRound lll
gﬂ.s H | % Avg. Power
< & 0.8
0.6 T \
3 ] L X
S <04t
02 T
3 €02
o T
0 L B £
10" 102 10° 10 10° 10® 1079
€4argot (PTObADIlity) Typel cc IR
(a) (b)

Figure 5-5: (a) Channel-allocated power versus the target outage probability for the IR HARQ
protocol; (b) channel-allocated power and average power of the three HARQ schemes for arbitrary
input channel parameters.

In Figure 5-5(a), as the ¢, gets smaller, it can be observed that the average total power

is minimized by allocating the most power on the third round and the least power during the

first round until 1 x 1077 where maximum power is allocated over all three rounds. This is

reasonable because from (5.23) the P-P.(C,<C,,) yields a much smaller term than

Pz'Pr(Clgc

out

) or B ; therefore, P, is allocated with maximum power first, followed by less

power in P, and finally by the least power in £,. In Figure 5-5(b) it can be observed that CC

and IR perform much more efficiently than Type I, and in a similar way, by allocating more
power on the first and third rounds. It must be mentioned that not all M re-transmissions are
required; the proposed methodologies simply indicate the gradual increment of allocated
power till the successful decoding or depletion of HARQ rounds [15].

Lastly, a comparison between I[P and SQP algorithms has been implemented and shown

for the previous case of IR HARQ. The stopping criteria, the termination tolerances of the

constraints, the step sizes and the initial power vector P are given in Table 5-6. In Tables

5-7 and 5-8 the algorithms’ performance parameters are reported.
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Table 5-6: Optimization parameters of IP and SQP algorithms.

Termination
Stopping Criterion Step Size Initial Vector
Tolerance
1P 1000 iterations 1x10°° 1x10710 PY=[050505 W
SQP 400 iterations 1 x10°¢ 1x10°  P=[050505W

Table 5-7: Performance Parameters of Interior-Point Algorithm

Function 1st Order Constraint
€ arget Iterations
Evaluations Optimality Violations
1 x107! 13 58 3.8x1078 0
1 %1072 12 53 4 %1077 0
1 %1073 20 91 9.3x 1077 0
1 %10 22 101 1.6 x 1078 0
1 <107 29 131 3.2x 1077 0
1 x10°¢ 29 133 8x 1078 0
1 %1077 30 139 5.7 %1077 5.7 %1077

Table 5-8: Performance Parameters of Sequential Quadratic Programming Algorithm.

Function 1st Order Constraint
€ target Iterations

Evaluations Optimality Violations

1 x107! 10 45 3.5x1077 2.7x 10717
1 %1072 9 43 6.5 x 1077 3.1 x 1071
1 %1073 8 37 7.3 x1077 2.4 %107
1 %10 8 36 1.9 x 1078 8.2 x 1071
1 %107 10 44 1.6 x 1077 1.4 x 107V
1 x10°¢ 12 52 6.7 x 1077 3x 1071
1 %1077 9 68 8.6 x 1077 8.6 x 1077

Although the two algorithms (IP and SQP) yield the same numerical results in all the
examined cases, as exhibited previously in Figures 5-2 — 5-5, they require a different number
of iterations and function evaluations. Additionally, they converge to a local minimum with
different first-order optimality and constraint violations. The first-order optimality translates

to the maximum absolute value (infinity norm) of the gradient of the Lagrangian, and ideally
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it should be zero at the minimum. The constraint violations refer to the nonlinear target outage
probability constraints and ideally, they should be zero.

From Tables 5-1 and 5-2 it is observed that IP algorithm requires approximately 3 times

more iterations and function evaluations than SQP, especially at €__. =1x10"", which means

target
that IP is slower. This outcome is reasonable since IP by definition is required to stay inside
the feasible region and bounds at all iterations, while SQP allows some constraint and bound
violations. On the other hand, IP achieves better first-order optimality has almost no constraint

violations, which makes IP a better approximation of the local minimum than SQP.

5.5 Conclusions

In this Chapter, optical HARQ-based LEO-to-ground downlinks under weak turbulence
conditions are studied, and a power allocation methodology is proposed to ensure reliable and
energy-efficient transmission. Specifically, to optimize the system’s energy efficiency
and reliability, the average power consumption is minimized given a maximum transmitted
power constraint and a target outage probability constraint. Assuming a finite number of
rounds with temporal spacing between retransmissions of at least a channel’s coherence
time, the optimization problem is constructed as a constrained nonlinear programming
problem for the cases of Type I, CC and IR HARQ schemes. The optical channel’s statistics
are required to obtain the optimal power allocation rather than the instantaneous channel
gains. The solutions are derived numerically via iterative algorithms, namely IP and
SQP, and validated through a brute-force search, i.e., a search of all points in the feasible
region. Simulations are then executed to evaluate the proposed methodology and provide
performance parameters of IP and SQP while also exhibiting the impact of SI, average path
loss and target outage probability. The numerical results show that Type I HARQ yields the
highest average total power, CC is moderate and IR yields the lowest average total power.
The IP algorithm was found to be more accurate in finding the global solution because
of its nearly zero first-order optimality and constraint violations, but SQP is faster due to
the smaller number of iterations and function evaluations. Finally, real
experimental data from optical LEO-to-ground can be employed to evaluate the feasibility

of HARQ schemes.
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Chapter 6

Robust Power Allocation 1n Optical
Satellite MIMO Links With Pointing

Jitter’

In this Chapter, an optical satellite system is considered comprised of a geostationary
satellite with multiple transmitters on-board and an optical ground station with multiple
receiving telescopes. A robust power allocation strategy for the downlink is investigated
incorporating the effects of the atmospheric impairments as well as the optical beam pointing
jitter. Firstly, a theoretical analysis for the optical satellite system under pointing jitter is given
and a maximin optimization problem is formulated maximizing the worst-case network
capacity. The power allocation is carried out under peak and total power constraints using
standard convex techniques. The lower bound of the ergodic network capacity for
independent log-normal optical channels over variable jitter variance is derived. The proposed
methodologies are evaluated via simulations using experimental channel measurements from
the ARTEMIS-optical satellite campaign and their performances are compared to baseline
power allocation strategies. The presented results show the effects of jitter on the network

capacity and confirm the superiority of the proposed allocation scheme.

6.1 Introduction

The vision of the fifth-generation (5G) digital mobile networks is to bring revolutionary
network capabilities and services that range from advanced cognitive radio to Internet of
Things applications. Operation in challenging heterogeneous communication environments,
high reliability and availability, global continuous coverage, and minimal latencies are some
of the aspects of the 5G standard. The backhaul portion of the core network is expected to
employ either wired means, i.e., optic fibres to interconnect the small cells but the installation

cost and time are major limiting factors that hinder further deployment, or Free Space Optics

"Copyright © 2022 IEEE. Reprinted, with permission, from: T. T. Kapsis, and A. D. Panagopoulos.
"Robust Power Allocation in Optical Satellite MIMO Links With Pointing Jitter." IEEE Wireless
Communications Letters, vol. 11, no. 5, pp. 957-961, May 2022. Personal use of this material is
permitted, but republication/redistribution requires IEEE permission.
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(FSO) solutions that bring unique transmission features capable to address the aforementioned
challenges and alleviate the heavily congested backhaul sub-systems [1-2]. They offer quick
installation and affordable cost, without the need for large or heavy equipment, incredible
bandwidth potential reaching several THz, point-to-point communications improving the
link’s security from unwanted interferences [1-2]. The optical satellite technology especially
is currently being developed and tested for feeder links while its feasibility has been proved
in numerous experimental missions [2—3].

Albeit the optical satellite links perform exceptionally in good weather conditions, the
received signal is greatly weakened or completely lost when the levels of atmospheric
absorption and scattering are extreme, i.c., due to clouds and fog [1]. Still, atmospheric
turbulence affects the beam propagation even in a cloud-free scenario and can cause beam
broadening and more importantly the scintillation effects. The latter lead to received
irradiance temporal disturbances because of the variations in the refractive index on the slant
path. Another issue is the possible pointing error that induces uncertainty due to link
misalignment and random vibrations or movements of the telescope platform also known as
jitter [4-5]. These adverse effects are usually mitigated by enlarging the receiver’s aperture
diameter [6]. Nevertheless, for commercial, small and compact telescopes the pointing jitter
is a loss factor that has to be taken into account even in downlinks. The small-sized optical
telescopes and the directivity properties of the laser beams facilitate the employment of
optical multiple-input multiple-output (MIMO) antenna systems to increase the network
capacity and throughput by establishing uncorrelated parallel optical channels [7].

In this Chapter, the power allocation optimization problem is studied for an optical
satellite-to-ground system consisting of a geostationary earth orbit (GEO) satellite and an
optical ground station (OGS) communicating through optical MIMO channels under the
effects of atmospheric attenuation, turbulence and pointing jitter. The knowledge of both
optical channels’ statistics and instantaneous gains, i.e., long-term and short-term Channel
State Information at Transmitter (CSIT) respectively, is necessary to maximize the ergodic
network capacity. However, the pointing jitter is a stochastic process that can’t be accurately
predicted in the short term hence a robust methodology is proposed to deal with the jitter
uncertainty. Robust optimization problems for radio frequency (RF) systems have been
investigated in [8—11]. Optical satellite networks were recently considered in [12—14] but the
robust optimization problem for optical satellite links has not been studied yet. The following

two cases of objective functions are analysed:
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i. The worst-case capacity yielding a maximin optimization problem with peak and total
power constraints. This metric is taken under the concept of confidence intervals since
the exponential pointing error term is bounded in an interval [0,1] [8]. The worst
capacity occurs when the jitter term reaches its lowest point.

ii. The lower bound of the ergodic capacity while the power constraints are the peak and
average total power. The expected pointing jitter noise power is considered to obtain
only a lower bound. The optimal performance requires accurate knowledge of the exact
pointing error [9].

The main contributions are as follows:

i. A robust convex optimization problem is formulated and solved for parallel GEO-to
ground optical links under the effects of atmospheric turbulence and pointing jitter.

ii. The robust optimization problem has never been studied for optical MIMO satellite links
yet. The research on MIMO optical satellite links is also a contribution of this letter. The
incorporation of atmospheric scintillation and the pointing jitter impairments in the
whole analysis yields a considerably different problem than the RF one.

iii. The simulations are performed using real experimental channel data from the European

Space Agency’s ARTEMIS optical program [15].

iv. The proposed power allocation schemes can be easily employed because they converge

to the optimal solution rapidly. To the authors’ best knowledge this is the first time that

this problem is investigated in optical satellite networks.

For the remainder of this Chapter, in Section 6.2 the system model, and the major
assumptions are described. In Section 6.3, the optimization problem is formed and the
solutions’ methodologies are developed. In Section 6.4, the ARTEMIS experiment is briefly
described and the simulation results are exhibited and commented, while in Section 6.5 the

conclusions are reported.

6.2 System and Channel Model

In this Section, optical GEO-to-ground communication links are considered over turbulent
atmospheric channels with a channel response matrix HER®*? where R is the number of
receiving apertures and 7 is the number of transmitting terminals. The Intensity
Modulation/Direct Detection (IM/DD) scheme is employed, the optical channels are assumed

uncorrelated (distances greater than Fried parameter [1]) and cloud-free (otherwise clouds
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block the communication [1]) but suffer from path losses, scintillation, and pointing jitter. For

a collimated Gaussian beam the received irradiance at distance L is [4,6]:

2P 2|pl*
1. (p,L)= ﬂ—’zeXp (—%] , (6.29)

wr L

where P is the transmitted power, p is the radial distance vector from the centre axis of the

beam, and Wy, is the radius at which the field amplitude falls to 1/ €’ of its axial values (beam
waist at distance L).

Incorporating the atmospheric transmittance losses 7, , and the quantum efficiencies of

transmitters and receivers 7,, 77,, the expression (6.1) becomes [4]:

2P 2p|
Lo (P> L) = —=511,,,71,71, €XP [——” 2” J (6.30)
W, w,
Finally, the stochastic effects of scintillation and jitter are included as follows [4,6]:
2P 2r’
I, (r,L)=—%5n,.m17, exp(2XS)A0 exp| ——— | » (6.31)
”WL L,eq

where X; is a stochastic process defined as the log-amplitude of field fluctuations due to
scintillation, r is the pointing deviation from the centre of the aperture, Ao is the fraction of
the collected power at r = 0, W ¢, s the equivalent beamwidth. The (6.3) shall be written now

as:

1,(r,L)= R, PL(LYh} (X))} (r) (6.32)
where PL(L) are the total path losses, A’ (X s ) is the scintillation term, and h‘f (r) is the jitter

term. The strength of scintillation effects is estimated with the scintillation index (SI):
of =(1*) /(1) -1, (6.33)

where <]> is the average received irradiance in W/ m*. In our analysis, we consider the

specific case of weak scintillation conditions (SI < 1) for satellite links with elevation angle
higher than 20° (something that is usual for feeder links). In this case, an analytical formula
for SI is provided by Rytov [1]:

HGEO
oy =225k sec (&) [ CL()(h—H o) dh, (6.34)

H, 0GS

where k = 27/). (rad/m) is the wavenumber, sec( ) is the secant function, { (rad) is the zenith

angle, C>(h) is the refractive index structure parameter, /4(m) is the vertical height, and Hero,
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Hogs are the altitudes of GEO and OGS. The C:(h) is a function of the ground weather
conditions and is given by the Hufnagel-Valley model in [1]. Moreover, the received
irradiance follows the Lognormal distribution with the following Probability Density
Function (PDF) [1,5]:

o [n(1/(1))+0.502
O e, T 2

(6.35)

Regarding the pointing jitter, r is a Rayleigh distributed variable and therefore the irradiance

follows a special case of beta distribution (PDF) [1,4] with mean value
2

E[1]= 4, ks b

2 2 “h
4(7r+wL,gq p+1

=7 whereas ff=w], ./ 407 and o, isthejitter’s standard

deviation [5,6]. The normalized variance of h/2 in the presence of pointing jitter is [5,6]:

E [h‘.‘] 1
o, = -1= . Thus, in perfect link alignment and pointing conditions, it is

(e[ A

easy to see that 7= 4, r=0, =0.

The employed optical channel models are supported by related work where the Log-normal
distribution is considered for the modeling of weak turbulence and the Rayleigh distribution
for the radial displacement [16—19]. Moreover, it is reported that it’s safe to presume that the
jitter variance is the same both horizontally and vertically [ 16—19]. Finally, GEO-to ground
parallel optical links are considered so the transmitters are on-board the same vibrating
platform implying approximately independent and identically distributed (i.i.d.) jitter

variables. The proposed methodology still applies to a non-i.i.d. jitter assumption.

6.3 The Optimization Problem

Considering the impact of pointing jitter, the optical satellite system is expressed [20]:

y=JHx+n, (6.36)
where y e R®'is the received signal vector, J€R™*is the pointing jitter matrix with

elements hf JHe R™" s the optical channel response matrix representing the path loss and

scintillation with elements 4, x€R™" is the transmitted signal vector, and ne R™ is the

optical noise with variance o and represents the ambient optical interference.
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It includes the background radiation from the various celestial bodies, the Amplified
Spontaneous Emission (ASE) from the optical preamplifier and the electronic detection noise
[1]. The constant bias with respect to the background sky radiance can be mitigated by using
narrow bandpass optical filters and a small field-of-view of the received telescopes [21,22].
The ASE can also be removed via bandpass filtering with a bandwidth of multiple times the
data rate [1]. Ultimately, the dominant thermal or shot noises can be modelled as independent
and zero-mean Additive White Gaussian Noise for IM/DD systems [19,21,22]. The satellite
communication designers of an optical space-to-ground link are taking into account all these
possible environmental noise sources, by incorporating interference margins to mitigate them
so they cannot affect the proposed power allocation methodology.

Because the receiver expects an average jitter loss of 7 [1], any deviation from this
expected value induces an additive noise component as follows [20]:

y=JHx+n =(J+rI—z’I)Hx+n =(TI)HX

~ (6.37)
+(J—TI)HX+II =(rI)Hx+n ,

Where fl:(J—TI)Hx+n is the new total noise with mean value E[ﬁ} = E[(J—TI)HX‘FH] =0

and covariance matrix Z=E[I~11~1H}. Considering uncorrelated, parallel downlinks with
R=T=N, the network’s capacity in (bps/Hz) is given by:

t*PLh’ P

; (6.38)
o, +PL(h},—7) hP,

N
C, = Z:log2 1+
i=1

The worst-capacity scenario occurs when the deviation ) from the mean jitter losses is
. : 2 .

maximum 1i.e., Qz(hf.,l.—r) =max. From (6.3) the hf (r) has a confidence interval

[gl,gz]g[o,l]. In this circumstance, the Robust Maximin Power Allocation problem is

formulated as follows [8]:

inC il 1y PLAE (6.39)
max min = (0] - .
2 e L PLQK P
_ N
st. 0SB<P,0<Y P<P,, (6.40)

where P is the peak optical power and P, is the total transmit power. The problem is convex

with respect to P and by applying the Karush-Kuhn-Tucker (KKT) conditions, the solution

in closed-form is [23-24]:
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APLQR, T (Q+77)

-0’ (2Q+12)+0'n\/r40'5 +

pP= v 6.41
’ 2PLR, Q(2+77) (€41
The optimal power allocation is:
P’ =min {13, max (R., 0)} (6.42)
The value of v is evaluated iteratively as follows [23]:
N Sk
YE =P, (6.43)
i=1

Here it is assumed that the GEO transmitters have only long-term CSIT so a lower bound
of average capacity is attainable. The Ergodic Capacity Power Allocation problem is

formulated as follows [9]:

maxE[C,, |=E ﬁ:lo 1+% (6.44)
. sys p=) g2 O-’f + PL Gfl)l °
_ N
s.t. OSBSP,OSE{ZE}SBM (6.45)
i=1

The average noise power is given:

E|an" |= o+ B[ (- Hx)(I-e)Hx)" |=o+PLGRT  (6.46)
For lognormal channels is E| A/ |=E[exp(2X,)|=exp(24, +407, /2)=exp(-20% +207% )=1
since E[X,|=-03 where oy =07 /4 [5].

The problem is convex with respect to P, and by applying the well-known KKT conditions,

the solution in closed-form is found [23-24]:

2_2 272 272 2
4t°c,PLo; hs,l.(r h, +0'j)

-0’ (20‘? + rzhii)+\/r4a4 B+

n "Us,i

pP= v 6.47
' 2PLo; (O'_? + Z'Zhii) (€47
The optimal power allocation is:
P’ =min {F, max(E,O)} (6.48)
The value of v is evaluated iteratively as follows [23]:
N
Y E[F]=P, (6.49)
i=1

The (6.13) and (6.18) are actually the positive solutions of the quadratic equations that are
obtained from the KKT stationarity conditions. Since there are no guaranteed bit error rate
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constraints, the optimum methodology allocates more power to the stronger optical channels
with the best conditions. However, (6.13) and (6.18) are certainly more complex than the
water-filling algorithm and are more sensitive to variations of jitter parameters 2, o; than

channel gains.

6.4 Numerical Results and Discussion

In 2003, the rollout of the ARTEMIS optical satellite mission took place which was
organized by the European Space Agency (ESA) to test the feasibility of optical data-relaying
between the ARTEMIS GEO satellite and the high-altitude (2400 m) observatory in Tenerife,
Spain. More details for the experiment can be found in [15]. The experimental channel
measurements derived from the ESA ARTEMIS optical satellite mission are used to execute
simulations to evaluate the performance of the proposed methodologies.

The impact of pointing jitter is the primary parameter that requires sheer investigation.
Firstly, the worst—capacity is optimized for various £ values and our methodology is
compared to the Best — Case capacity algorithm that can be obtained from (6.11) by

substituting € = 0 and then solving i.e., when there is no deviation from expected jitter losses

7. Secondly, the ergodic capacity is optimized for various jitter variances o; and our proposed

scheme is compared to the Best—Case capacity algorithm that can be obtained from (6.16) for

0]2. =0 and then solving the optimization problem.

The simulation input parameters are listed in the following Table 6-1. Experimental data

are denoted as “Exp” whereas numerical data as “Num”.

Table 6-1: Input Parameters

Data Parameter Value

Exp | Number of channels N=3

Exp [PL, PL, PL,] [-67.8 —70.3 —72.5] dB
Exp [0}, 07, 074 ] [0.0101 0.0142 0.0274]
Num o, 7 1W/Hz, 0.8
Num Q, o/ 0.0-1.0
Num PP, I1W,1-3W

In the first simulation scenario, the worst capacity is computed for various values of Q, the
deviation from the mean jitter losses. A 3x3 optical satellite-to-ground MIMO system is
considered under weak turbulence and path losses using the ARTEMIS experimental data for

the channel samples. In Figure 6-1 we observe that pointing jitter induces noteworthy losses
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that can’t be ignored even in downlinks as £ rises. Specifically, the increased deviation from

expected jitter losses causes network capacity to drop almost to half at 3 W.

Proposed Power Allocation Methodology
$0=00 | | ‘
=0=0.3
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Figure 6-1: Worst capacity versus the total transmitting power. The higher the deviation from the
mean jitter losses, the lower the spectral efficiency.

In the second simulation scenario, the proposed methodology is compared to the Best-Case
allocation algorithm for the system under investigation. In Figure 6-2 we observe that the

larger jitter deviations 2 decrease the sum-rate as anticipated but the difference gets

significant at higher Q where the proposed scheme outperforms Best-Case until the 3 W at

which both perform evenly (F: 1 W) .

Power Allocation Algorithms Comparison
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Figure 6-2: Worst capacity versus the total transmitting power. For small O the data rate difference
is marginal but it gets larger when the Q increases.
In the last simulation scenarios, new experimental sessions from ARTEMIS have been

used with different SIs = {0.111, 0.124, 0.177}. The lower bound of ergodic capacity is
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computed for various values of af, the jitter variance. From Figure 6-3 we observe that

pointing jitter induces average losses similar to the ones for worst capacity. Again, the higher

the af the lesser the ergodic capacity falling off several bps/Hz at 3 W as it is easily observed.

Proposed Power Allocation Methodology
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Figure 6-3: Lower bound of ergodic capacity versus the total expected power. The higher the 0?

the lower the network’s spectral efficiency.

In the final simulation scenario, the comparison with the Best-Case allocation algorithm is

depicted in Figure 6-4. We observe that the jitter variance imposes considerable losses on the

sum-rate and the proposed scheme outperforms Best-Case, mainly at higher sz values. At 3

W both perform evenly (1_3= 1 W) .
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Figure 6-4: Lower bound of ergodic capacity versus the total transmitting. For small o; the

difference in data rate is marginal but it gets larger when the o 12 increases.
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6.5 Conclusions

In this Chapter, a robust power allocation strategy for the optical GEO-to-ground link is
proposed that takes into account the atmospheric impairments of the slant path and the link
pointing jitter. Specifically, the impact of jitter is examined on the worst-capacity yielding a
maximin optimization problem and on the ergodic capacity by incorporating the average
pointing jitter noise power obtaining an optimum lower bound. The power allocation is
performed under peak and total power constraints employing convex techniques. The
proposed methodologies are evaluated via simulations with experimental channel
measurements from the ESA ARTEMIS optical satellite campaign and their performance is
compared to other power allocation strategies. The network’s capacity is severely degraded
when the jitter exceeds its expected value, and the outcomes confirm the spectral efficiency

superiority of the proposed schemes compared to the Best-Case power allocation algorithm.
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Chapter 7

Optimal Power Allocations in Optical
GEOQO Satellite Downlinks using Model-
Free Deep Learning Algorithms®

Geostationary (GEO) satellites are employed in optical frequencies for a variety of satellite
services providing wide coverage and connectivity. Multi-beam GEO high-throughput
satellites offer Gbps broadband rates and, jointly with low-Earth-orbit mega-constellations,
are anticipated to enable a large-scale free-space optical (FSO) network. In this Chapter, a
power allocation methodology based on deep reinforcement learning (DRL) is proposed for
optical satellite systems disregarding any channel statistics knowledge requirements. An all-
FSO, multi-aperture GEO-to-ground system is considered and an ergodic capacity
optimization problem for the downlink is formulated with transmitted power constraints. A
power allocation algorithm was developed, aided by a deep neural network (DNN) which is
fed channel state information (CSI) observations and trained in a parameterized on-policy
manner through a stochastic policy gradient approach. The proposed method does not require
the channels’ transition models or fading distributions. To validate and test the proposed
allocation scheme, experimental measurements from the European Space Agency’s
ARTEMIS optical satellite campaign were utilized. It is demonstrated that the predicted
average capacity greatly exceeds other baseline heuristic algorithms while strongly
converging to the supervised, unparameterized approach. The predicted average channel
powers differ only by 0.1 W from the reference ones, while the baselines differ significantly

more, about 0.1-0.5 W.

$Copyright © 2024 MDPI. Reprinted, with permission, from: T. T. Kapsis and A. D. Panagopoulos,
"Optimal Power Allocation in Optical GEO Satellite Downlinks using Model-Free Deep Learning
Algorithms," Electronics, vol. 13, no. 3, p. 647, 2024. Personal use of this material is permitted, but
republication/redistribution requires MDPI permission.
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7.1 Introduction

The progressively demanding criteria of fifth-generation (5G) mobile communications
sparked the deployment of high throughput short-range links and mesh topologies to cater to
the increased user capacity and to reduce energy consumption [1-2]. The sub-10 GHz radio
frequency (RF) band is almost exhausted and strictly regulated. Consequently, scientific
research is moving towards the incorporation of millimeter and nanometer wavelengths [1—-
2]. Optical wireless communications (OWC) operate similarly to fiber optics by modulating
a coherent laser beam that propagates point to point and by line of sight [2—6]. Free-space
optical (FSO) technology has excellent backhauling capabilities of ultra-fast transfer of traffic
between antenna towers and small cells [2—6]. FSO also mitigates the last mile problem, i.c.,
congestion in the component linking the user to the Cloud/Internet [2—6].

Satellite communications (SatComs) cover a large portion of the Earth, including remote
locations, and enable a vast variety of forecasting and broadcasting applications [6—7]. Yet,
the cost of designing and manufacturing them is substantial, satellite debris causes “space
pollution”, and a satellite constellation requires numerous satellites in addition to very quick
handovers to guarantee visibility and continuity [6—7]. Especially for high-speed SatCom:s,
FSO systems have exhibited great potential due to their easy installment (<30 min), their
operation with low initial expense and maintenance, no licensing requirements like RF
systems, and their secure connections due to their large antenna gains, allowing several FSO
links to be deployed in parallel and in proximity [2—6]. Nevertheless, they demand advanced
pointing, acquisition, and tracking components. The process of creating a private encryption
key between two parties is known as quantum key distribution (QKD) [7]. Fundamentally,
QKD is an optical technology that can supply encryption keys for any two locations connected
by an optical link [7]. The application of QKD over optical fiber, on the other hand, is
restricted by exponential fiber losses. In this setting, QKD over satellites is becoming more
popular. The capacity to put up robust optical links and guarantee a minimal quantum bit error
rate (QBER) by overcoming numerous transmission obstructions is critical to the success of
QKD over satellites [7].

However, the FSO beam is susceptible to various problematic atmospheric phenomena,
i.e., absorption, scattering, cirrus clouds, and turbulence [2—6]. Physical obstructions,
geometric losses, and the blockage of the link caused by cloud occurrence are some of the
difficulties [8—9]. For mitigating the cloud occlusion, site diversity can be used [8]. Received

irradiance scintillation is created from rapid changes in wind speed, pressure, and
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temperature, which in turn induce changes in the refractive index [10—12]. The impact of
scintillation depends primarily upon the time of day, the elevation angle of the link, and the
altitude of the station [10—12]. In the daytime, at low elevation angles and low-altitude stations
(denser atmosphere), turbulence is more extreme [10-12].

In [10-12], the power allocation (PA) problem is investigated for optical satellite
downlinks under weak turbulence and solved using a Karush—Kuhn-Tucker (KKT), water-
filling-inspired algorithm. However, the reported methodology depends on the knowledge of
the system and channel model. In [ 13—14], a radio-on-FSO (RoFSO) wavelength multiplexing
scenario is considered where the channel model is assumed unknown. The developed model-
free primal—dual deep learning algorithm (PDDL) strongly converges to the precise solution
derived from the model-based algorithm. In both studies, however, synthetic data were
employed while the optical satellite-to-ground scenario was not explored. Likewise, in [15] a
MIMO FSO system is studied and the PA problem is solved via reinforcement learning (RL)
in a deep deterministic policy gradient (DDPG) approach. More power allocation problems
regarding FSO, RF, and terrestrial and non-terrestrial networks exploiting ML and deep RL
techniques can be found in [16-22].

In this Chapter, several channel-model-free methodologies and heuristics are explored for
optimal PA, and then compared to the exact, model-based solution for an all-optical, multi-
aperture satellite downlink between a geostationary (GEO) satellite and an optical ground
station (OGS). Deep learning (DL) constitutes a powerful tool to handle data from complex
and fading communication channels [23-25]. Therefore, the PA problem is formulated as a
constrained learning optimization problem with peak and total expected power inequality
constraints. Specifically, a deep reinforcement learning (DRL) module is proposed that assists
the agents in producing actions via a stochastic policy gradient technique, given channel state
information (CSI) observations from the environment. The policy is structured as a deep
neural network (DNN) and trained according to the REINFORCE (REward Increment =
Nonnegative Factor times Offset Reinforcement times Characteristic Eligibility) algorithm
[26], but modified to include the power constraints, and the multi-agent optical environment
where the agents act, independently accessing only their local observations but collaboratively
trying to maximize the global reward. The proposed PA strategy is deemed appropriate for
difficult optical conditions since it learns explicitly from observation. Whilst the optimization
problem has been approached in the literature, it has never been presented in a MIMO optical
satellite scenario along with available experimental data. Summarizing the main contributions

of this Chapter:
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i. We propose a DRL-aided algorithm to optimally allocate power in an optical GEO-to-
ground multi-aperture system. The proposed method accurately adjusts the expected
power for each optical channel, without any knowledge of path losses and scintillation
conditions. Only CSI samples are utilized. The total expected power and peak power are
constrained. Although in an LEO/MEO scenario deep learning would be even more
beneficial, the GEO optical CSI is still unstable due to variations in the refractive index
structure parameter along the slant path, thin clouds that may attenuate or block the laser
beam, and pointing and tracking errors. Thus, it is challenging to have a more accurate
system model and fading distribution knowledge in the short and long term.

ii. Instead of simulated data, experimental irradiance time series from the European Space
Agency’s (ESA’s) ARTEMIS optical satellite sessions were employed to evaluate the
performance of the proposed methodology [27-28].

iii. The achieved ergodic system capacity from the application of the proposed algorithm
greatly exceeds the performance of the model-free Equal Power, Random Power, and
Deep Q-Learning Network (DQN) schemes [20-22] and approaches the model-based,
unparameterized solution with very good agreement.

iv. An investigation of the impact of the number of hidden layers and neurons, policy
distribution, and hyperparameter selection and overfitting effects was carried out.

v. The proposed solution differs from other standard learning formulas because it applies to
a multi-agent optical satellite PA problem based on the parameter sharing approach,
allowing centralized learning under a single policy for faster convergence. The learning
model is scalable as it has been tested in scenarios with a large number of optical satellite
downlinks and a great amount of data and retained its performance. It is especially more
scalable than the DQN algorithm because the Q-table is not scalable when there are large,

high-dimensional, and continuous state—action pairs [20-22].

In Section 7.2, the optical carrier is described, the system model is presented, and the PA
problem is formalized as a learning program. In Section 7.3, the proposed DRL-aided
methodology is reported along with other heuristic, model-free strategies. In Section 7.4, the
ARTEMIS mission is briefly discussed, and experimental measurements are employed to
evaluate and compare the considered PA methodologies. Performance results are drawn and

commented on. Section 7.5 concludes this Chapter.
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7.2 Channel Model and Power Allocation Problem

The turbulent cells of the atmosphere, known as eddies, work as a prism that will enhance
or degrade a propagating optical signal [3]. If an eddy’s diameter is almost the size of an
incoming beam, it will result in received irradiance /. fluctuations called scintillation, which
is the primary factor of deterioration in the FSO downlink [3]. The scintillation index (SI) o&;

constitutes the normalized ratio of the standard deviation of received irradiance fluctuations

to the mean received irradiance [3,29]:

12)=(1.Y
o) = w (7.50)
(1)
where <I ,> represents the mean received optical irradiance in W/ m” . In satellite downlinks

with &} <1, and elevation angle > 20°, the atmospheric turbulence is considered weak [10—

12]. In weak turbulence conditions, the optical channel follows the Lognormal( M, 0'12) with

Probability Density Function (PDF) [5]:

[n(1,/(1,))+0.507 |
[)=———exp|-
0= P, 207

(7.51)

where 1 =-0.50;.
The optical satellite downlink system under investigation is represented by the real-valued

channel matrix HeR" where N is the number of ground receivers (Rx), and M is the

number of on-board transmitters (Tx). It is assumed that the covariance matrix

L=E [(H -E[H])(H-E [H])T} has zero non-diagonal elements, i.e., linearly uncorrelated

channels. In practice, this is achieved by having a distance between the Rx elements larger

than Fried’s parameter [1,29]. The CSI of the channels is denoted as and the

(h"f )1£i£N,l£jsM
allocated power as Ej(hy)Pij (hij)- The channel capacity is Cl.f(lif(hij),hﬁ)

Cij (Pij (hij) , hij)- The average (ergodic) channel capacity is E[Cij (PU (hij),h[.j )}

For independent channels, and a proportionate number of Rx and Tx: N=M=L and i=j=I,

the total average capacity maximization problem is mathematically formalized as follows:

L
(01’){17r(r]1;1)>§7 Z}IZ;E[C,(PI(h,),hZ)] (7.52)
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st. 0<P(h)<P, VI
L
Y E[B(h)]<P,
i=1

where P is the maximum safety power allocated to a single channel, and F,, is the total

N

(7.53)

available power constraint.

7.3 Proposed Methodology

The Lagrangian function to maximize is [30]:

L(P,(hy),0) = ZE[ (B ( h,)]—u(gE[Pl(hl)]—Pavj (7.54)

0<P}<P

where v is the dual variable.

If the statistical models fy, (h) are available, the average channel capacity is then [11-12]:

% B ()|l
E[Cz (B () )] = jlogz [Hl(zlv—)'l'}h’ () dn, (7.55)
0 0
and the average transmitted power is then [11-12]:
E[B(7)]= [ B (h)E, (h)dh, (7.56)
0

The PA problem (7.3) and (7.4) is then convex [30]. The instantaneous optimal PA for the i

channel is given in [11-12]:

P (hl):min{P max(L—]Z— 0]} (7.57)

v 1
where v is the optimal dual multiplier, and N, is the optical noise variance.

The U is evaluated numerically from (7.4), (7.8) as follows:

[ ©
> B ()t () diy = B, (7.58)
=10

or via an iterative algorithm, e.g., sub-gradient method with decreasing step size 77 as below

[30]:

it :{Uk_ﬂk (P‘W_Eliépl(hl)D} (7.59)
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Note that the analytical expression (7.8) is valid as long as the N, Nyis constant and not a

function of Pj(h;). Also, (7.8) requires precise 7,, and (7.9) demands precise channels’ PDFs

knowledge to calculate v . In practice, it’s very hard to assume accurate model information,
CSI values, and constant optical noise.
Supervised learning is a process of providing labeled input datasets to the learning model
to make predictions (regression) or decisions (classification) based on the labeled samples. In
a regression problem, the output node is continuous ranging theoretically from negative
infinity to positive infinity. The mean square error (MSE) is the most common loss function
to employ. From (7.8) and (7.10) the exact solution is provided (no need for brute-force or
exhaustive search) which can be utilized as ground truth to train a DNN to predict the optimal
power allocation. Non-linear regression fitting or a multi-layer perceptron model may be
implemented. However, this supervised approach is model-based.
DNNs consist of several layers of interconnected neurons and enable the learning of
complex non-linear functions. RL teaches an agent how to execute actions upon entering a
new state to maximize the cumulative future returns [23-25]. A DRL methodology refines its
policy by directly calculating the policy gradient to maximize the cumulative rewards. The
referred policy is a DNN that uses a continuous state as input and produces a probability
distribution as output. A continuous action is then sampled. The core idea is to parameterize
0

the policy using a DNN’s weights parameter 6 € R" where w= ZWinl assuming a DNN
i=1

with Q layers, and each with a corresponding dimension w, [23-25].

Then, we denote the parameterized policy as the probability distribution of selecting power

P,, for the I'"" channel in time-step ¢, and from the state (ht,l,H) [13-14]:

t
n(h,0)=Pr[ P, |h,,,0] (7.60)
where /,,h;, represents recorded CSI data of / channel, and P, e[O,PS] is the allocated

power as derived from 1t(h, 8).

The agent’s reward-return 7,

t+1

at next time-step ¢ +1 1is the following expression [13—14]:
L L

n =LOw) =Y.C, (ﬂ(ht,,,é?),ht,l)—u(Zn(k,,l,Q)—Pav] (7.61)
I=1

0<z(h.0)<p = I=1

Then, the discounted cumulative returns G, are defined as:
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2 T i1
G T T t+2 T i3 o= Zt'zm—l 7/ t h (762)

where 7 is the duration of an episode, = 0...7-1, and y € [0,1) is the discount factor [20-22].

The objective function is the long-term discounted rewards [13—14]:

J(0)=E[G, |7 (h.0)] (7.63)
In general, the gradient for a whole episode with duration 7 is:
V,J(0)={ V,z,(T)G(T)dT (7.64)

If we apply the log-derivative trick V,z, =7,V,logz, [13—14] then:
V,J(0)=E[V,logz,(T)G(T)] (7.65)
Then we obtain a Monte-Carlo approximation of E [] in (10.16) for all the r =0, 1,...,7-1

time-steps, and / =0, 1,.., L-1 channels [31]:

’\]
b‘

-1

[Vg logﬂ(ht’,,H)Gt} (7.66)

1
VHJ(H) Z?

Il
(=]
~

Il
(=]

t
To summarize, the proposed model-free, DRL methodology requires only h; samples that
can be observed, C, values that can be experimentally measured, and a differentiable policy to

be optimized. The proposed methodology is summarized in Algorithm 1.

Algorithm 1 DRL-aided Proposed Power Allocation Methodology

1: Initialize number of channels L, number of episodes Ep, episodes duration T, learning
rate a4, discount factor y, and weights 0 of the policy network;

2: fori « 0 to Ep-1 do

3: |Set V,J(0)=0;

4: [fort«<OtoT-1do

5: for! < 0toL-1do

6: Fetch recorded CSI data {h, z} for each fth time-step and It optical channel;

7: Sample the allocated power{ (ht ,,9)} using the current policy distribution;

8: Calculate the returns {rt H 1} from (7.12);

9: Calculate G, = Z::M 7' ™', from (7.13);

10: VJ (0) -V, (0)+V,ylogz(h,.0)G,, from (7.17);

11:| | end

12: | end

13:| @« 0+aV,J(0)/T gradient ascent the policy parameter (DNN'’s weights);
7-1 (L1

14: || U= 052{27[ ( D ) PW}/ T'| update dual variable (total power constraint);
=0 /=0 N

15: end
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7.4 Simulations Results

In this Section, the DRL-aided proposed PA methodology is applied to the experimental
ARTEMIS time-series data along with other heuristic, model-free strategies, i.e., DQN, Equal
Power, Random Power algorithms, and the model-based Supervised method.

The ESA’s data relay satellite mission ARTEMIS (Advanced Relay and Technology
Mission Satellite) took place in 2003 when the spacecraft attained GEO orbit, and involved a
variety of optical communication telescopes for satellite-to-ground and intersatellite bi-
directional links [27-28]. The experimental data to be utilized are recorded time series from
the downlink transactions from the laser terminal (OPALE) onboard ARTEMIS to the
reflector telescope (LUCE) installed on the Teide Observatory in Tenerife, 2400 m above sea
level [27-28]. The spacecraft’s location and communication features as well as LUCE’s and

OGS’s essential characteristics are given in Table 7-1.

Table 7-1: ARTEMIS, OPALE, LUCE, and OGS Characteristics.

Name Characteristic Value
ARTEMIS Longitude 21.5° East
Latitude 0.0° £ 2.81° North
Altitude 35,787 km
Elevation Angle 37°
Coverage Europe, Africa, and the Middle East
OPALE Wavelength 819 nm
Beam Diameter (1/¢?) 125 mm
Transmitted Power 10 mW
Modulation Scheme Intensity Modulation - Direct Detection
Data Rate 2 Mbps (downlink), 50 Mbps (uplink)
LUCE Aperture Diameter 26 cm
OGS Altitude 2.4 km

In Figure 7-1, the normalized PDFs of five experimental time series are illustrated vs. the
normalized PDFs of synthesized data that are lognormally distributed [27-28]. It is obvious
that the PDFs derived from the retrieved ARTEMIS data accurately fit the lognormal PDFs
implying weak turbulence conditions, and that the channel model in (7.2) can be applied to
find the exact solution which will be used as labeled data for the Supervised approach,
elaborated in Section 7.3.

The channel samples are then employed to form a 5 x 5 diagonal Multi-Input Multi-Output
(MIMO) optical satellite-to-ground system. In general, the channels are assumed cloud-free

but suffer from propagation losses and turbulence-induced scintillation.
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Figure 7-1: Normalized PDFs of experimental and synthesized data. (a) 10/09/2003 20:10-20:30. (b)
10/09/2003 00:30-00:50. (c) 12/09/2003 00:30-00:50. (d) 13/09/2003 23:30-23:50. (e) 16/09/2003 20:10-
20:30.

In Table 7-2, the experimental optical channels’ mean powers and Sls are included. The

lower the <R>and the higher the SI, the worse the slant path conditions. The channels’

correlation is negligible hence they are safely considered independent, and will be denoted as

ch.0, ch.1, ch.2, ch.3, and ch.4.

Table 7-2: Optical Channels” Parameters.

Channel Experiment Parameters Values
0 10/09/2003 20:10 (P.), 6/ -13.34 dBm, 0.0101
1 10/09/2003 00:30 (P.), 6/ -15.79 dBm, 0.0142
2 12/09/2003 00:30 (P.), af -19.78 dBm, 0.0274
3 13/09/2003 23:30 (P.), 67 -20.94 dBm, 0.0485
4 16/09/2003 20:10 (B.), of -13.85 dBm, 0.0121

To develop the proposed DRL-aided power allocation algorithm, the policy’s DNN had to
be accurately specified. In particular, the neural network’s layers, nodes, and probability
distribution must be chosen in a way to avoid overfitting, overhead, and high inference time.
In Figure 7-2, the results of an investigation of the optimal number of hidden layers and

neurons are shown. From Figure 7-2(a) it is seen that one or two hidden layers are sufficient
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as they achieve the maximum average capacity and loss function. From Figure 7-2(b) it is

concluded that 256 neurons yield the best performance too.
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Figure 7-2: The loss function and predicted average capacity in terms of the (a) number of hidden
layers (200 nodes/layer) and (b) number of neurons (2 hidden layers). Ps=1 W, Pay=3 W.

Finally, the stochastic policy that will determine the agents’ actions was investigated. In
Figure 7-3, three different probability distributions, i.e., truncated Normal (y, 0,0, F),
truncated Weibull (k, 4, 0, P;), and truncated Exponential (4, 0, P;) were tested and evaluated.
Normal and Weibull are two-parameter distributions while Exponential is one-parameter. It
is observed that the two-parameter distributions are the best choice and that truncated Normal

performs slightly better.
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Figure 7-3: Performance results for five optical satellite downlinks using three different policy
distributions: truncated Normal (¢,0,0,Ps), truncated Weibull (k,4,0,Ps), and truncated Exponential
(4,0,Ps). Ps=1W, Paw=2.5W.
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The finalized policy structure consists of a four-layer DNN, as reported in Table 7-3. In
addition, the truncated Normal (TN) distribution is selected as a stochastic power policy for

the five optical channels.

Table 7-3: Policy DNN Architecture.

Channel # Nodes Activation
Input 5 Linear

Hidden #1 200 RelLu

Hidden #2 100 ReLu
Output 10 Softplus

The output nodes are used as parameters of the five TN distributions—means and standard
deviations. The optimization algorithm involved in the training is RMSProp with step learning
rate scheduling. Specifically, 5000 episodes with a duration of 7 = 100 time-steps are
considered to have frequent weight updates. The initial learning rate is set to 0.001 and the
discount factor to 0.5 because fading negatively affects the impact of an agent’s actions on
his future expected returns [20]. Also, given the total power constraint, the agents’ behaviors
affect others’ rewards due to the unpredictability of their neighbors’ actions. Higher y is also
undesirable because it decelerates the response to channel fluctuations [20]. The proposed
algorithm was implemented in PyTorch.

In Figure 7.4, the predicted average capacity (a) and the constraint function (b)
YL E[P,(h)] — Py, are depicted for Pay=2.0 W. In Figure 7.5, the average channel powers
are illustrated for the proposed, the supervised, the DQN, the Equal Power, and the Random
Power algorithms for Pav =2.0 W. Likewise, in Figure 7.6, the predicted average capacity (a)
and the constraint function (b) are depicted for Pav = 3.0 W, and in Figure 7.7, the average
channel powers are illustrated for Pay = 3.0 W. Finally, in Figure 7.8, the predicted average
capacity (a) and the constraint function (b) are depicted for Pay = 4.0 W, and in Figure 7.9,
the average channel powers are illustrated for Pav = 4.0 W. The DQN is a model-free, off-
policy method that tries to predict the Q-values (expected future rewards) for every state—

action pair using the e-greedy policy that alternates between exploration and exploitation [20—
22]. DQN employs discretized actions: {0, P[4-1,2P [4-],.. ,ﬁ}where A is the number of
actions [20,21,22]. Here, A = 21 was chosen.

The supervised algorithm was trained using the exact solution taken from the water-filling

algorithm as if the channel statistics had been known to the transmitter. That scenario is

expressed in Section 7.3 and incorporates (7.2), (7.8), and (7.10).
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Figure 7-11: Loss function across the training and validation sets for two hyperparameter A values
related to the total power constraint function. Py = 1W, P,, = 3 W. The relaxed A =0.2 allows the
power constraint to be violated, resulting in higher loss values, while the stricter A =1.0 yields lower
loss values. No overfitting is observed.

In Figure 7.4, Figure 7.6 and Figure 7.8, we observe that the proposed model-free DRL-
aided solution outperforms the three baseline algorithms, showing a predicted average
capacity advantage (18% better than Equal Power, 16% better than DQN, and 53% better than
Random Power for Pav = 2.0 W). Additionally, it approximates the supervised method with
excellent accuracy (2% worse performance for Pav=2.0 W). The episode duration of 7= 100
steps causes some waveform fluctuation, which can be resolved by using more time-steps at
the cost of inference time. In Figure 7.5, Figure 7.7 and Figure 7.9, the average channel

powers of the proposed algorithm match very well with the supervised ones, i.e., more power
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is assigned to the channels with better conditions, only differing by 0.1-0.2 W. The allocated
channel powers of the other schemes differ significantly more, about 0.1-0.5 W. The
inference time of an episode is 0.7-0.8 s including recorded data sampling, cumulative reward
calculation, gradient computation, and back-propagation.

In Figure 7.10, the means and standard deviations of the TN distributions for ch.0 and ch.3
are depicted. Gradually, the values are stabilized according to their conditions in Table 7-2.
The mean value of ch.0 (~1.2) is greater than that of ch.3 (~0.85), and the standard deviation
of ch.0 (~0.2) is smaller than that of ch.3 (~0.5). Thus, ch.0 has a much higher probability of
being allocated with Ps= 1.0 W than the weaker ch.3.

Finally, in Figure 7.11 the loss function is plotted for a training (two-thirds of original
dataset) and a validation set (one-third of original dataset), and for two fixed hyperparameter
A values. The 4 can be selected to adjust the trade-off between the power constraint violation
and the loss function. The training loss is on the same level as the validation loss; therefore,

no overfitting is observed.

7.5 Conclusions

In this Chapter, several channel-model-free methodologies and heuristics are explored for
optimal PA and then compared to the unparameterized solution for an all-FSO, multi-aperture
satellite downlink between a GEO satellite and an OGS. A DRL-aided power allocation
methodology is proposed for optical satellite systems disregarding any channel statistics
knowledge requirements. Therefore, the PA problem is formulated as a constrained learning
optimization problem with peak and total expected power inequality constraints. A power
allocation algorithm was developed, aided by a DNN which is fed CSI observations and
trained in a parameterized on-policy manner through a stochastic policy gradient approach.
The proposed method does not require the channels’ transition models or fading distributions.
To validate and test the proposed allocation scheme, experimental measurements from the
ARTEMIS optical satellite campaign were utilized. The proposed scheme performs 18%
better than Equal Power, 16% better than DQN, and 53% better than Random Power, and it
approximates the supervised method, with only 2% less accuracy, for Pav = 2.0 W. The
predicted average channel powers match very well with the supervised ones, only differing
by 0.1-0.2 W, while the allocated channel powers of the other schemes differ significantly
more, about 0.1-0.5 W. Two hidden layers, 256 neurons, and two-parameter distributions are

the optimal choices for the policy DNN.
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Chapter 8
Thesis Summary and Future Work

In this Chapter the major contributions of this Doctoral Thesis are listed along with some
suggestions for further research. It is important to remember that while the mathematical ideas
described here can be used in other wireless networks, this research only represents a small

portion of the larger scientific picture of optimal power allocation in optical satellite networks.

8.1 General Conclusions
Chapter 3 is focused on the modelling of received long-term irradiance time series for an

optical GEO downlink and extended validation in terms of first order statistics (Probability

Density Function (PDF), Cumulative Distribution Function (CDF)) and second order statistics

(Power Spectral Density (PSD)). The major contributions are summarized as follows:

¢ A synthesizer for the generation of received irradiance time series taking into account the
weak turbulence effects for an optical GEO downlink is proposed.

e The time series generator benefits from stochastic differential equations for modelling the
temporal behaviour of the scintillation effects.

e The synthesizer is validated in terms of first and second order statistics (PDF, CDF, PSD)
with actual experimental data from the ARTEMIS campaign with very good agreement.

e System-level simulation numerical results for various weather conditions are presented.

¢ Rytov theory, Kolmogorov spectrum of refractive index, links with elevation angle greater

than 20°, perfect link pointing conditions, and one collimated Gaussian beam are assumed.

Chapter 4 is devoted to the optimum power allocation scheme based on channel conditions
in optical GEO satellite downlinks and the optimized power allocation strategies in hybrid
optical satellite networks. The major contributions are listed as follows:

o A waterfilling-based power allocation methodology and an iterative allocation algorithm
are presented for an optical satellite downlink with multiple independent transmitters and
receivers.

e The satellite downlink’s ergodic capacity under the total expected power constraint and
the peak transmitting power limitation is optimized using convex optimization techniques.

e Experimental downlink data are employed to apply the proposed allocation strategies.
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e The algorithm is presented under both weak and strong turbulence conditions therefore
the extreme cases of clear air turbulence.

e Network simulations with numerical data investigating the sensitivity of the algorithm
to scintillation and to atmospheric attenuation are presented. The proposed methodology is
compared to two other algorithms achieving much higher data rates. It may also be applied
to various statistical contributions simulating different channel conditions.

e The proposed algorithm is very flexible, converges rapidly and scales well.

e Hybrid optical satellite links are investigated in a multi-input multi-output, decode-and-
forward dual hop network.

o A power allocation methodology is proposed for the optimization of the system’s capacity
under peak and total available power constraints. The convex optimization problem is
solved via the convexity theory and singular value decomposition method by considering
the spatial channel correlation, the atmospheric attenuation and the turbulence strength.

e Numerical simulations are executed to examine the impact of correlation, to evaluate the
proposed algorithm’s performance and to investigate the case of poor source-relay
conditions regarding the system’s power efficiency.

e Numerical results and remarks are presented validating the proposed methodology in

various network topologies and settings.

Chapter 5 is concentrated on the power allocation for reliable and energy-efficient optical
LEO-to-Ground downlinks with hybrid automatic repeat request (HARQ). The major
contributions are listed as follows:

e Three power allocation methodologies based on the Type I, chase combining and
incremental redundancy HARQ schemes are proposed. Their performances are compared
and ranked in terms of the average power consumption.

e The energy efficiency and reliability of the optical links are optimized by formulating the
constrained nonlinear programming problem with the average power usage as objective
function, and the maximum transmitted power, target outage probability as constraints.

e Only the channel statistics (long-term) are required to obtain the optimal power allocation
strategy and not the instantaneous channel states.

e The proposed solutions are derived numerically via the interior point and sequential

quadratic programming algorithm, and validated through a brute force search.
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o Simulations are executed for various channel conditions and system settings by simulating
a LEO passing over various turbulence intensities and ground weather conditions. Novel

numerical results are reported and commented on.

Chapter 6 is focused on the robust power allocation in optical satellite MIMO links with
pointing jitter. The major contributions are listed as follows:

¢ A robust convex optimization problem is formulated and solved for parallel GEO-to ground
optical links under the effects of atmospheric turbulence and pointing jitter.

e The impact of jitter is examined on the worst-capacity yielding a maximin optimization
problem and on the ergodic capacity obtaining an optimum lower bound.

o The robust optimization problem has never been studied for optical MIMO satellite links.
The incorporation of atmospheric scintillation and pointing jitter impairments yields a
considerably different problem than the RF one.

e The simulations use real experimental channel data from the ARTEMIS optical program.

e The proposed power allocation schemes converge to the optimal solution rapidly. To the

authors’ best knowledge this is the first time that this problem is investigated.

Chapter 7 is devoted on the optimal power allocation in optical GEO satellite downlinks
using model-free deep learning algorithms. The major contributions are listed as follows:

e We propose a deep reinforcement learning (DRL) algorithm to optimally allocate power in
an optical GEO-to-ground multi-aperture system. The proposed method accurately adjusts
the expected power for each optical channel, without any knowledge of path losses and
scintillation conditions. Only CSI samples are utilized.

e Experimental irradiance time series from the ARTEMIS optical satellite sessions are
employed.

e The achieved ergodic system capacity from the application of the proposed algorithm
greatly exceeds the performance of various model-free schemes, and approaches the model-
based solution with very good agreement.

e An investigation of the impact of the number of hidden layers and neurons, policy
distribution, and overfitting effects is carried out.

e The proposed solution applies to a multi-agent optical satellite environment based on the
parameter sharing approach allowing centralized learning under a single policy for faster

convergence.
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8.2 Future Work

Several directions for future research can be suggested based on the considered
assumptions and simplifications during the development of the mathematical models, the
modelling and optimization algorithms during this Dissertation. These directions are listed

below:

8.2.1 Moderate/strong scintillation modelling in non-geostationary orbit satellites
For the synthesis of time series modelling the effects of weak atmospheric turbulence on

the downlink, a corresponding generating methodology based on stochastic differential
equations could be developed for moderate and strong scintillation conditions. Similarly, non-
geostationary satellites (low and medium Earth orbit satellites) are of great interest, but so are
the cases of drone-to-ground, UAV-to-ground, and CubeSat-to-ground links. The primary
challenges are the shorter rotation period and line-of-sight time (< 24 h), the frequent day-
night cycle (in darkness > 2% of time), the rapidly varying elevation angle, the need for better
optical pointing and tracking, the high travelling speed (> 10,000 mph), and the worse beam
wander and aperture averaging effects. Simulated or even real-world optical satellite data can

be employed.

8.2.2 Non-convex and NP-hard power allocation problems

Finding heuristics and meta-heuristics for non-convex and NP-hard optimization
problems, as well as the study of optimal power allocation in optical satellite systems of
massive MIMO, Non-Orthogonal Multiple Access (NOMA), constellation of satellites, etc..,
are other possible applications of this research. For example, maximizing energy efficiency
is a critical issue in NOMA systems and is formulated as an NP-hard optimization problem
under maximum transmission power, minimum user data rate requirement, and sequential
interference cancellation (SIC) requirement. Also, the non-convex power allocation problem
in integrated 6G satellite-terrestrial (integrated 6G satellite-terrestrial) due to the inherent non-
convexity of the objective function. The solution must demonstrate high scalability and
efficiency and low complexity. The formulation of the power allocation problem itself and
the proposed techniques to solve it will be the main focus of future work. The terminology
used in this PhD thesis is broad and assumes that past actions or situations do not predict
future situations. However, there are interesting circumstances in which this is not the case,
e.g., an optical channel model that incorporates a Markov model where the channel state at

one instant depends on previous instants. Similarly, proportional fairness problems take into
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account an additional condition related to the previously allocated powers of terminal

emitters.

8.2.3 Performance analysis of other optical uplink propagation issues with small
satellites or unmanned aerial vehicles.

Beam wander is a major challenge in uplink, as it results in beam displacement of several
hundreds of meters. During beam spreading the incoming beam will be diffracted and
scattered independently, leading to distortion of the received wavefront. For the uplink, beam
dispersion, beam wandering and variations in the angle of arrival are the main factors
contributing to signal degradation and thus create a more complex power assignment
optimization problem. Also, LEO nanosatellites with tiny ~9 cm telescopes can orbit the Earth
quickly in about 90 minutes while CubeSat platforms have lifetimes from a few weeks to 1-2
years. Drones suffer from platform vibrations due to the drone's rotor blades and from
randomly hovering due to local wind gusts and GNSS accuracy. It is therefore necessary to
study optimal or robust power distribution schemes and to perform a performance analysis of
these systems with simulated or experimental data. Finally, adaptive optics (AO), which are
used to mitigate the effect of atmospheric turbulence and provide an undistorted beam, are of
particular interest. Likewise, in the context of future research is the performance analysis of

AOs in various turbulence conditions with experimental measurements if possible.

8.2.4 Machine learning and neural networks

Conventional and classic optimization methods still demonstrate advantages in the power
allocation optimization of wireless network types. Nevertheless, they demand complex and
intensive iterations and might be sub-optimal. On the other hand, machine learning (ML) has
a lot of promise for solving difficult-to-model issues and transferring laborious and
computationally expensive optimization processes to offline training. For this reason, and
with the exponential increase in the number of available datasets, ML has become a
fundamental technology in various areas of wireless communications, and optimal power
allocations specifically. In addition to deep neural networks (DNNs), solutions with
architectures of recurrent neural networks (RNNs), graph neural networks (GNNs),
convolutional neural networks (CNNs) and deep reinforcement learning (DRL) techniques

could be explored in distributed multi-agent environments.
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8.2.5 Obtaining training data and real-system employment

Since machine learning techniques require the collection of copious amounts of high-
quality data in addition to network profiles, they encounter many obstacles throughout the
training phase. For example, well-characterized data is required for supervised learning
systems, but this can be difficult to achieve in a rapidly changing environment. Some methods
are based on simulated datasets generated using a particular kind of network. As a result, there
could be a discrepancy between the optimal approach that works in a real system and the
established method. The need and cost of optical satellite and terrestrial measurements will
become increasingly difficult as wireless optical networks become denser and more

demanding in the future.

8.2.6 Broader power allocation applications
One of the main uses for 6G has been identified as Virtual Reality (VR) and Augmented

Reality (AR). Applications for VR/AR span from remote control and tactile internet to social
interactions, personal entertainment, and streaming videos in cars. Requiring a latency of less
than 20 ms and requiring 350 Mbits/s of bandwidth means that optimizing communication,
processing, and storage resources is difficult. Besides the optical satellite networks, the
algorithms presented in this Dissertation can be extended to transportation networks, vehicle-
to-vehicle (V2V) communications, smart grids, and developing smart city environments.
These are just a few examples of the settings where power allocation optimization and data
interchange are achieved by measuring customer satisfaction. Energy-efficient and customer-
oriented solutions are hence prioritized for future work. Moreover, safe reinforcement
learning in wireless industrial systems and the previously discussed low-latency wireless

control systems are two specific issues of relevance for Industry 4.0.

8.2.7 Secure communications

Devices are networked for real-time sensing and interaction in the Internet of Things era.
Access to private data, including bank account information and health care records, should be
prevented from network security risks such as eavesdropping and interception. Next-
generation wireless networks will have to deal with issues such as cyberwarfare, cloud data
theft, and phishing, which will have a significant impact on how data exchange is protected
in a way that preserves both privacy and fairness. The free-space optical link has inherent
security features and can support quantum cryptography when fiber optic infrastructure is not
available. Quantum Key Distribution (QKD) is a promising technology that achieves

unconditional security, which is essential for a wide range of sensitive applications. Unlike
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optical fiber, FSO communication is effectively used as a quantum channel without affecting
the polarization of the transmitted photons. Unfortunately, all traditional key distribution
approaches are inherently unpredictable, relying entirely on computational mechanisms that
are vulnerable to future developments in computer hardware and algorithms. With the
exponential growth of quantum computers, it is expected that the existing public key
infrastructure will become more vulnerable within a few years due to the availability of large-
scale quantum computers. A GEO quantum satellite can provide a slow but continuous rate
of secret key generation due to its fixed position in the sky at a very high altitude. In contrast,
LEO quantum satellites are much closer to the Earth's surface and, because of this, can provide
a faster but intermittent secret key generation service. In the case of a quantum satellite, the
resource allocation problem thus boils down to optimizing the objective function, such as

maximizing key flows and minimizing secret key consumption.
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