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Abstract

In the context of this doctoral thesis, the design and implementation of digital signal
processing algorithms and optical circuits in 5G optical networks is being investigated. More
specifically, the development of an end-to-end transceiver signal processing toolbox, that is
tailor made for the generation, demodulation, and treatment of multicarrier signals, that are
appropriate for converged analog fiber-wireless transmission schemes is presented. The
validation of the functionality of this toolbox, as well as the performance evaluation of CP-
OFDM signals propagated over different optical and optical-wireless layouts is showcased
within the current document, through the presentation of small-scale laboratory setups and
field-trials. In all cases, the bandwidth efficient Analog [FoF transmission scheme, along with
mmWave radio equipment have been employed. The DSP-assisted deployed testbeds emulate
transport alternatives, aiming to provide efficient solutions towards efficient future mobile X-
Haul infrastructures by focusing on the integrability of the investigated transport link into
actual Mobile Network Operators’ fiber deployments and mobile equipment.

Chapter 1 is an introductory chapter that lays the groundwork for understanding the historical
trajectory and transformative milestones that have shaped the mobile communication
ecosystem. Moving forward, the pivotal role of optical access network Interfaces in the era of
5G and beyond is illustrated. The exploration deepens with a dedicated focus on Future
mobile networks' applications and use cases providing insights into the anticipated
applications and performance metrics that will define the landscape of mobile networks in the
foreseeable future and pave the path towards future RAN evolution strategies. Chapter 2
investigates analog fiber-wireless links as a crucial element for efficient RAN extensions in
5G networks. This chapter covers various aspects, including the transition to C-RAN
architectures, optical transport for MFH, and DSP-assisted analog Fronthaul. Analog RoF-
based mobile Fronthaul, mmWave wireless technologies, and proof-of-concept experimental
evaluations are also explored. Moving forward, Chapter 3 delves into modulation and signal
processing techniques, elucidating the role of these techniques in supporting analog fiber and
fiber-wireless transport transmission. It encompasses an in-depth examination of digital
modulation schemes, OFDM modulation, multi-carrier candidates for 5G, and the integration
of DSP algorithms for processing CP-OFDM waveforms. Chapter 4 shifts the focus to analog
fiber-wireless downlink transmission of IFoF/mmWave over in-field deployed legacy PON
infrastructure, presenting a detailed analysis of converged PON/mmWave topology through
experimental evaluation. The dissertation culminates in Chapter 5, where a live demonstration
of an SDN-reconfigurable, FPGA-based TxRx for Analog-IFoF/mmWave RAN is
showcased. This chapter provides insights into the envisioned Fronthaul architecture, RFSoC-
based A-IFoF transceivers, SDN-powered Management & Control Plane, and the
experimental evaluation of the real-time analog Fronthaul topology. In the final chapter,
Chapter 6, the dissertation concludes by summarizing key findings and insights gained
throughout the exploration of analog fiber and fiber-wireless transport in the realm of 5G
networks, while also discussing future research extensions related to the presented work.



Keywords
5G, A-IFoF, DSP, analog optical transceivers, mmWaves, X-Haul, RAN



Iepiinyn

210 TAalio10 TG TaPoHGOS SOAKTOPIKNG STPPNC, EPELVATAL O GYESIOGAC Kot 1) VAOTOIN N
alyopifumv ynoelokng emeEepyaciog GNUOTOG Kol OMTIKOV KUKAOUATOV GE OMTIKA diKTLO
5G. Zvuykekppéva, mopovctaletor mn avdmtuén epyoieiov emefepyaciag oNUOTOG TTOV
npoopilovtat yio ¥pNon 6€ aVOAOYIKOVG TOUTOOEKTEG, Yo TN SUOPPmoT), TV enelepyacio
KOl OTOSUOPP®CT KUUOTOUOPPDV TOALOTAGDY PePOLGAV. Ot TOUmodEKTES avTol eivan
avaykaiot yo TNV Voo piEn HeTddoons TANPOPOPINS 0 AVAAOYIKEG OTTIKES 1) OMTIKEG-
acvppateg Cevéels. H mapovoa epyosio eotidlel 6ty mopovsiocn Kol EMKOPOCN TNG
AELTOVPYIKOTNTOS ALTOV TOV 0AYopiBu®Y, KabdG Kot TV a&loAdYN o TS TOdTNTOS CUAT®OV
noALatA®V @epovs®v (CP-OFDM) encita amd 0100001 0€ ONTIKEG KOl OMTIKEG-OCVPLOTES
dwtdéers. Ma 10 oxomd avtd TaPOLGLALETOL L0 GEPA TEUPAUATIKOV dPACTNPIOTHTOV TOV
EhoPav yopa gite oe epyactnplaxd neptPdArov, ite e peyOAdEPNS KAILOKOG TEPAUATIKOV
EMOEIEe®V O MPAYUATIKEG TNAETIKOWVOVIOKEG EYKATOOTACELS. X& OAEG TIG TEPMTMOELS,
YPNOoWomTomdnke TO OYNUO  OVOAOYIKNG  HETAOOOMNG MAEKTPIKA  SLOUOPPOUEVOV
KULLOTOHOPPAOV GE LYIGLYVO QEPOV Y10 TO KOUUATL TNG ONTIKNG (eVENG, 6€ GLVOLAGUO UE
ACcVPHLOTO EEOTAICUO YIMOGTOUETPIKOD KOUOTOG Y1 TN LETAdOGN 6ToV aépa. Ot dokiuég Tov
Eywvav glyav oo oTtOX0 TNV €M EVOALUKTIKOV VAOTOWCEWV OIKTUMOV HLETAPOPES, LE
EQUPUOYT] O€ UEAAOVTIKEG LTTOOOWES KvnTtdv OKTO®V TpocPaong kwvntng X-Haul, evod
gupaon 000nke kol TNV EMTLYN EVOOUATMOON TOV VIO UEAETN] OVOAOYIK®OV SIKTO®V
LETOQOPAG €ite O TPOYUOTIKEG VLTOOOUEG OMTIKAOV WOV €lTe 0€ SGVVOESNC TOL
vrootnpifovtor amd epmopikd G0 eEOTAMGIO KIVITOV TNAETIKOWV®OVIMDV GE GUVEPYLGIN
HE Popeic KvnTig TNAEP®VIaG.

To Kepdiaio 1 givan éva gioaywykd kepdioto mov B€tel Tic PAcelg Yo TV Katavonon g
IOTOPIKNG TOPEIOS TOL OIKOGLGTNUOTOS TOV  KWNTOV  ETKOWoVIOV. Tavtdypova,
EMONUOvETAl 0 POAOG TOV JEMAPDOV OIKTVOV TPOGPUCTG ONTIKOV GLVOEGEMY, TOGO GTNV
enoyn tov 5G 660 kol o pEAAOVTIKEG avaPaduioels Tov diktvwv Kivntov. To Kepdioto 2
EMIKEVIPMVETOL OTN YPNOYN OTPOCKONTNG OTMTIKNG-AOPUOTNG METAOOONG, MG M0, TOAAG
VTOGYOUEVT] EVOALOKTIKT Y10 TNV KOTOGKELT] OMOOOTIKAOV SIKTVWV TpocPacng 5SG. Avtd to
KEPAAOO KAAVTTEL SIAUPOPES TTLYES TTOV OPOPOVV GTO OTTIKA-OGVPUATO OIKTLO LETAPOPAG,
SLUTEPILOUPAVOIEVTG TNE EVOOUATOONG TOVS GE KEVTIPIKOTOUUEVEG APYLTEKTOVIKES SIKTO®V
acOpUATNG TTPOSPACNS, TNG TEPLYPOPNS TOL KOPKOD POAOL TOL GYNUOTOS OVOAOYIKNG
OMTIKNG WHETAOOONG MNAEKTPIKA OIULUOPPOUEVOV KUUOTOUOPO®V GE DYICLYVO PEPOV OTIC
TOTOAOYIEG OVTEG, KAOMDS KO GTN YPTON AGVPUATOV EEOTAIGUOD YIMOGTOUETPIKOD KOULOTOC.
‘Enerta, 10 Kepdhaio 3 avorvet Tig Te)VIKES OLOUOpP®ONG Kot eneéepyaciog oNUAT®V TOv
etvat amapaitreg yio v emtuyn LeTAO0GT TANPOPOPIaG GE AVAAOYIKEG TOTOAOYIEG OMTIKNG-
acVpuatng Cevéng. Xta miaic ovtd, teprrapPdvel Aemtopepr| eEETaoN TOV O0POPETIKAOV
YNOUKOV GYNUATOV SILUOPO®ONG, TNG OLUOPP®CNS TOALATADY PEPOVCAOV, KOOMG KOt TNG
avamTLENG Kot aE0AOYNONS aAyopiBL®Y YNeOLoKNG enesepyaciog GNLOTOC TPOOPICUEVOV Y1
MV EPInT®on onudtev ToAAamidv gepovc®v. To Kepdhiato 4 mapovoidlel v mpd
TEPLALULATIKN AELOAOYNON TOL GYNLLOTOG LETAPOPAS TOV TEPTYPAPETOL TOPATAV® GE GLVONKES
TPAYLOTIKOV OTTIKAOV €YKATAGTACEOV Kot cuyKeKppéva oto [Tabntikd Ontikd Aiktvo tov
Topivo. X ocvvéyewn, oto Kepdhao 5 meprypdoetor 1 emidelln €vog olokAnpwpuévov
YNOLOKOL TOUTOOEKTN KUUATOLOPPDYV TOAAATADY QEPOVIMV, O OTOI0G LETA ATO GUVOEST LE
TUTIKG  MAEKTPO-OTTIKA otolyeion  (Sroupoppopévo  Aéwllep MAEKTPOATOPOPNONG Ko
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(PMTOOEKTNG), YPNOILOTOWONKE MG OVOAOYIKT OTTIKY dlemapn], cvpPat pe kivnon Ethernet
TNV EVOOUAT®OON €VOS ovOAOYIKOD KOVOALOD HETAPOPAS, GTNV LTOSOUY €VOG LTOPKTOV
JIKTVOV Kivnthg TAepwviog otnv ABnva. Téhog oto Kepdiaio 6, cuvoyiloviot ta kouplo
ATOTEAECUATO TNG TOPOVCOG SOOKTOPIKNG dTpaPng, evad emiong cvlntovvtar mohaveg
HEALOVTIKEG EPEVVITKEG OPOCTNPLOTNTEG TOV Gyeilovtal e To Tapovstalopevo £pyo.

AéEaic Kherowa

5G, avoroyikn LETAO00T NAEKTPKA SIOUOPPOUEVOD GIUATOG GE VYIGLYVO PEPOV HEGH
tvag, ynoewokn ereepyacio oNUATOC, 0VOAOYIKOT OTTIKOT TOUTOOEKTES, YIMOGTOUETPIKA
punkn kopartog, X-Haul, kivntd diktva mpodcPaong
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Evyoaprotiec avti 7poiodyov

H ocvyypagn tov kepaiaiov twv €uxopoTIOV NTav Vo amd To o OVGKOAN KOUUATIO TNG
napovoas daktopikng owtpiPne. H oviioyn tov dedopévev kol TG OOLAEAS 7oV
OLVTEAEGTNKE KATA TN S1APKELN TV TEAELTAIOV 6,5 ¥POVOV GE L0, GUVEKTIKY| EpYyacio ival
clyovpa amaltnTiKy). AKOpO o SVCKOAT VTOOeoN elval OUW®G VO YOPECEL KATO10G GE PEPIKEG
TAPAYPAPOVS TO XPOVO, TIG KOWEG EUTEIPIEG KOL TIG OYEGES OV Onpovpyndnkav péca
o’ avtd To xpovia o€ Eva epyactiplo 0nwe to PCRL. "Eva y®po mov moArol péypt onpepa Ko
HE S1ApOPES evKapieg TOPOUOlOGaV KOl Ol AOTKMOG LE OIKOYEVELD 1) LE L0 OLAO0 TTOV OV
Kémowa oTrypn yivelg HéAog TG, 0gV TAELS VoL Elcat TOTE.

[Mpota an’6la Aowmdv Ba evyapiotiomn to PCRL avtd ko avtd. Eivar éva epyactipilo pe
TPOUEPT] OLVOUIKT) GTO TOGH UTOPEL VL KAVEL, [LE TOGO SLOPOPETIKE OVTIKEIILEVO UTTOPEL VoL
KOTOTIOOTEL OMOTEAECUATIKO KOl VO TPOGOPUOCTEL TOGO OTIS EMTAYEC TNG EMOYNG TOL
ovvéyeln aAAGlovV Kol TOL £XOVV U0 OLVOLIKT OXECT] LLE TO EVOLOPEPOVTA TOV aVOpOT®V
mov 1o amaptilovv. H dvvapkn avt) and v €koéva Tov oynUATIco 6to ¥povic LoV GTO
PCRL ogeideton o 3 mapdayovtes. [Ipowto kou Pacikd cvotatikd g emtuyiog: mévio T0o
PCRL gyxoAnwve moAd a&loAoyovg epevvntég pe 0peén Kot duvatotnres. AgOTepo Kot io0mg
akopa Bacwkdtepo: mhvta 10 PCRL gykoAnwve mpaypotikd agldoroyovg avOpmdmovg. Olot
poG elyope TIG OWKEG WOG 1010HTEPEG OLVATOTNTEG KOl OOVVAUIES, Eiyopue OU®MG Kot TO
EVOLLPEPOV VO, PAETOVLE KoL TIG O1OUTEPOTNTEG TOV AAAMV KO VOL AEITTOVPYOVLE OLOOIKA. Na
{nrtape ko va divovpe pe kdbe gvkopia fondeta oe dmotov ) yperoldTav, pe 6TOY0 Eva KAAO
OTOTEAEGILO AL KOl TO VO YVOPLGTOVUE Vo, EpOOVUE O KOVTA Kol VoL opop@OvoLvpe T {mn
HoG EVTOG KO EKTOG EpYAOTNPioL.

[Tepvdvtog 010 Tpito cLoTATIKO TNG EMTVYiNG, Oa aPYIc® TPAKTIKA TO KOUUATL KOL T®V O
TpocoOTIK®V gvyaptoTidv. To PCRL dev givar avbomapkto kot dev Ba fjtov glyovpa avtd mov
etvai 30 ypdvia Tdpa ywpig Tov 1puTn Tov, ToV K. Hpakin ABpapdroviro. [lpodkettar yio Evay
avBpmmo ov ekTin® Pabvtata. Tov extipnd yorl katdeepe kKot EpTiaée to PCRL, epyactiplo
TPOTLTO GTO, LATIOL IOV Y10 TOVG AOYOLS TTOV TPOAVEPEPN AL Kol £VOL EPYACTIPIO TOV CE
EUEVO TPOCOTIKA £0(GE TNV EVKALPi VO KAV® TN SOUTAMUATIKNY OV EPYOGIN TEAELOVOVTOG TN
GYOAY], V&L EKTOVIICM TO SWUKTOPIKO Hov, va Habw £va cmpo TPAYUATO Kol VO KOTATIGTO
Le o oglpd amd OpacTnPloTTES, AALY Kot Vo TOEWEY® Kot VoL YVOPIcH LEPTKOVS Ot TOVG
7O KOAOVG 1oL @iAovG. Tov ekTid OU®G Kol Y10 T GTACT] TOV OTEVOVTL LOV KO OTEVOVTL
oT0 LITOAOUTA, PLEAT TOV €PYAGTNPioL Evav-mtpog-Evav. [Ipdkettar ya évav dvBpwmo guyevikd
Kot GUEGO e LEYAAES EvAGONGIES, TOL NTOVY TAVTO EKEL Y10 OTL YPELAGTIKA KOl €YD Kot OAOL
Hag.

O&\w emiong va euyoplotom Tov Anuntpn AtostoldmovAo. Htav o supervisor pov yio tnv
eKTOVN G TOV SWOUKTOPIKOV OAAG KO 0 TPMTOG AvBpmTOG e Tov omoio piknoa yio v évtaén
LLOV GTO £PYACTNP0. AVTN M TPAOTN GLLNTNOT LE GLYOVPLY KOl AUEGOTNTO LLE TPOOEACE OO
TNV TPAOTN GTIYUN OTL TO VO KAV® TO O100KTOPIKO oL 6€ avtd 10 gpyosthplo Ba givor pia
OMOTH EMAOYN KOl TPAYLOTL UTOP® €K TOV VOTEP®V VO T® OTL TAV [0 OVOVTIKOTAGTOTY
eunepio one. O AnunTpng ThvTo LoV EVETVEE EUTIGTOGVVY] KoL TAV EKEL Y10 VOL ETIOTLLOAVEL

11



TI OLVOTOTNTEG KO TIG OOVVOUIES LoV, PE TOPOKIVOVGE KOl NTOV TOAD VTOGTNPIKTIKOG OE
KGO emdpevo Pripar IOV EMPETE VAL KAV® G OAX OVTA TOL XPOVLOL.

[Tpwv kot amd owtd OU®G 0 TPAOTOS GvOpOTOC pe TOV omoio cuvepydotnka ftav o Nikog
ApyOpng. Me 1t Bonfela Tov 0AOKANPOGCO TV SUTAMUOTIKY] HOV EPYAGI0 GTO TPOTTLYLUKO
LEPOG TV GTOVIMV KOl 1] GUVEPYACIO VTN HE EKOVE VO GKEPTOMOL OTL iomg Ba Taiprala Kt
ey otnv opdda tov PCRL. Eivat évag avBpwmog daitepa tkavog Kot £ELTVOS Kol 1oL To.
epyoreio TOV LoV E6GE PAVIKOV XPNOLLA Y10 YPOVIO, LETAL.

O I'dvvng INovvodAng Ntov Kot avtds amd To TPMOTE ATOWO LLE TO. OTTOL0L GLVEPYACTNKO GTO
gpyaotplo. Aev unopet mapd va Eeympioet kaveig To mdbog, To pepdkt kat tnv oyémn tov YU
avtd mov Kavel. IIpoxkerran y évav avOpomo mov exTid moAV Yo to NBog tov, PHGEL
0101000E0 KOl TOL O YMOPOG TOVL TAVEMGTNIOL i6mg gival WaviKOg ydpog Y avtov. Me
HEeYOAN Opeln Kot eVAPEPOV Yoo Yv@on, Tov [dvvn tov €y® 6t0 pvadd pov cav po
aoTelpELTN TNYN WEOV OV UTOPEl va YEVVNGEL DAIKO Yo TOpOTPUVOT| GE Ui GEWPA amd
dPUCTNPLOTNTES TOV UTOPOVV VO YEPIGOVV TOAAL SOUKTOPIKE.

Tov enduevo oKePTOMOLY OPYIKE VO TOV aPNC® Yo TO TEAOG, OAAGL OVOPEPOVTOS LE
YPOVOAOYIKT KATMG GEPA T LEAT TOL epyacTnpiov pe To omoia cuvepydotnka, NPOe Kdmov
€0M M oTIyUn Yo TV Wwitepn avtn) pveia. Tivo tpotond yia tov Havayiwtn Tovudon. Oa
oV G&av oeAideg OAOKANPES V1o TOV TTOAD 1010{TEPO POAO TOV GE OAEG TIC TTLYEG TIS (Mg
pov péoa katl £Em and to PCRL 6Aa avtd ta ypdvia. Me tov ITavayidn cuvepyastiKaue
YL TV EKTEAEGT TOV HEYOADTEPOV HEPOVS TWV EPYOCIDV TOL TEPLYPAPOVTAL GTT) CLUVEYELD
NG TaPOoLSAS STPPNG, 1 EMLTLYLN TWV OTOIMY OPEIAETOL GE PEYAAO BaBd GTNV TOAD KOAN
YNUELD KO APLGTH GLVEPYOGIO TOV ElyalE €iTE HEGH GTO EPYACTNPLO €iTE PETA OTAV EMPENE
va, ENeEEPYACTOVE KO VO KATOYPAWOVLLE TL EYOVLE KAVEL OALAL KO VO, GKEPTOVLE TO EMOUEVO
fua. Me tov Ioavayunm évimBo 0Tt umopoVUE VO KOTAPEPOVUE OTIONTOTE YPEWNCTEL Kol
Nrav €vog KaAdg Adyog va mnyaive pe yopd Kot a161000&i0 6T0 €pYNsTNPLO OKOUO Kot OTOV
01 OVOKOALEG TTOV £MPETE VAL AVTILETOTICOVUE NTaV peydres. Kdvovtag £€1ol mo opopen v
KafnuepvoéTNTA LOL TOGO GTO EPYAGTNPLO OGO Kol EKTOC, Amd Ta TEWPAATO, TO TaSiO0 OAAG
Kol TG ouINTNOELS Ko TIG Hmvpeg petd, o Ioavayudng ivorl évag amd Tovg o KaAoHS LoV
@1AoVG Kal £xel Lo ToAD EgxwploTr] BEom ot Kapdld Lov, evd emnpéace Oyl Lovo v EkPaom
TOV SOUKTOPIKOD HOL OAAG Kot TO Tol0¢ GvOpwmog eipal onuepa. o Kieiom avty v
napdypoaeo Aéyovtag 6tt o [lavayudtng mépa amd KatamAnkTikdg eilog, Kavog va vrepPel
K60e SvokoMo pe TV OUEGOTNTA KOl TO YOVUOP TOL, &ivarl €vag TOALUNYOVOG Kot
EVPNUATIKOG AVOPOTOG OV EMAELN OMOTEAEL TNV KOPOLE TOV EPYAGTNPIOV.

[No éva peydio ypovikd owdotnue, HEPOS NG KAOMUEPIVOTNTOS OV OTO EPYOCTNPLO
amotédeoe Kot 0 Kaotag Tokag, mov pali pe tov [oavayidm fuactay Eva modd kadd tpidvpo
v (o oepd and dpactnprotres. [pdxettan yio évav avBpwmo moAd vBY Kot 0pyavmTIKO
nov énanée peyaho poro 6to vo Hdbw To MG Vo 0pyavAco® £va TElpapo 0AAL Kol TAS Vo
EMKOWOVIAG® TIG SUGKOAEG oV 6Tovg dAlovG. [Tépa amd avtd duwmg, amd v TPAOT LoV
LéPA 0TO SWAKTOPIKO, e foNBNGE TOAD GTO VO EYKAMUATIOT® KOl VO, ApYIc® VoL SEVOLLOL LE
t0v KO0opo Tov PCRL, képdice yprnyopa TV EUTIGTOGHVI [LOV KO TALPOUEVEL EVOG TOAD KAAOG
oirog.

O TI'évvng Kavdxng ftav o avBpmmog mov kabdtav yio xpovia 6to dimAa ypaeeio Kot Op®g

TOV YVOPIo0 KOADTEPO HOMG Tov TEAevtaio ypovo. Tldvta gvuyevikdg, KOAOGLVATOG KOt
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KOAOTPOAIPETOC TPOKELTAL Yo VOV AvVOp®TO oL 6 KePSILel auécme e v adpa Tov, EVO
Ao TIG TPOTEG LoV PEPES pe fondnoe oto va vidbm dveta oto epyacthpro. ['vopilovtag tov
LE Ta pOVIA S10TICTOGO OUMG Kot TO OGO ELTTVOG Kol IKavdg €ival, e EVOLPEPOV Y10 TOVG
YOpw ToL € OAN Ta emineda. Efvar évag axopa amd toug avlpdmovg mov gumictevopon Babid,
EVO O’ TN GTIYU| TTOV TOV YVOPLEO Alyo KoAOTEPa e Umopohoe Tapd Vo KePOioel Kt avtdg
po 0éom ot Kapdd Lo Kot va Yivel Kt autdg £VOG amd TOVG o KAAOVS oL Gilovg,.

210 TPAOTO HEYOANS KApokag meipapa mov ékova cvppeteiye kKt o T'dvvng IlovAdmovAiog.
"Evog moAd dwitepog kot EEumvog GvOpmmog e TOAA QovTacio Kot Tp®TOTLTTEG WOEEC TOL
LE €KAVE VO OMIGTOO® OTL TO TEWPAPATO TOV TPaPodV péypt T1ic 12 to Ppddv Ba elvar amd
TIG OpopPeg eumepieg mov Ba £xw va Bopdpor amd v ekndvnon tov dwaxktopikov. Eivan
évag aBpmmog mov diver Lon oto gpyactnpio, evd oe cuvdovacouo pe tov Niko HAddn oto
TPAOTO £TOG TOV HOAKTOPIKOD LOV OMOTEAECAY TPOTLTTO TELPOUOTIKO OIOVIO GTO LLATINL LOV.
O Nikog HMaomg stvan évag axoun wovog epeuvntig mov pe fondnce moAd 6ta TpdTOL LoV
pfruata 6to epyactiplo.

H Evpvoikn Kvpraln kot o I'iopyog Mrpéotag pov £dmoay tnv gukopios vo SOKILOGT® UE
NV Kaf001YNOT TPOTTVUYIOK®Y POLTNTMV Y10 TNV EKTOVNON OIMAMUATIKOV £pYAcIdV. Méca
OUMG ad TN S10OTKAGIN QLTI AVOYVAOPLoH YPIYOPO TIC OLVATOTNTEG TOVG KOl YAPNKO TOAD
otav Mplav, PeTd To TEAOG TNG SWTAMUOTIKNG TOVG, otnv opada tov PCRL. Idwitepa kavoi
EPELVNTEC KO Ol V0, pe Opeln Kot PEPAKL Yoo VTO OV KAVOLV £PEPAV VEO OEPO LE TOV
epYoUo ToVG 610 £pyactnplo. H Evupidikn pe to pepdict ko To evOlapEpoV TG Yol VEES YVOGELS
KO Y100 TNV otOKTOT HOG GEPAS 0EEI0TNTMV OAAG Kot TNV evavvaicOnon mov dtabétetl amod
™ pia, kKo o [Mdpyog pe v empovn Tov Kot tv Pabid agocivwon tov 6e 0Tl KaTomidveTol,
OAAG Ko pe T 0160€01| Tov v BAETEL e Y100Hop Kol TOL SVCKOAITEPO TPOPANLATO, NTOV KoL
01 0VO TTOAD dLVATEG TPOooHNKEG otV opdda. Me v apoiBaio OpeEn Kot Tig 6e&10TNTEG TOVG
TAQIGLOVOLV ONUIOVPYIKA Ul GEPE amd OPACTNPLOTNTES, EVA TOVTOXPOVA ETansoy TOAD
KopPikd poro 6to va debolie Ta TeAevTAiN XPOVIO GV TAPEN, VO YIVOUUE PIAOL Ko VoL EXOVUE
Lo TOAD OPOPET KOOMUEPIVOTNTO TO TPOIVE GTO EPYACTNPLO Kol T Bpadia ££® amd avTod.

O T'wpyog Zvuprdémoviog kat 0 Apydvpng Ntavog frov 000 akopa amd Tic vedtepes aAAd Kot
TOAD KOAEC TavTOYpOVe TpocHnkeg ¢ yevidg avtng. O INopyog eivar akoun évag moiv
aEOA0YOC EPEVVNTIG LLE EVOILOPEPOV KOl LEPAKL, LLE TOV OTOT0 LT £XOVTOG GUVEPYOTEL AUETO,
UTOp® KUPI®G VoL EMOTUAVE TO TOGO GUUPAAEL e TOV EEYMPIOTO AP TOL GTNV EPYUGLOKN
pog Kot Oyl LOVO KaBnUepvOTNTA EVTOS KOl EKTOG EPYAGTNPIO, EVAO NTAV TAVTO TPHOLLOG
v Ponbew o©€ OTWONTOTE YPELUCTNKE. O Apydpng mépa amd @aviacio Kot
ATOPUCIOTNKOTNTO £XEL £Va 10104TEPO HEPAKL KO EVOLAPEPOV Y10l OTL KOTATIAVETOL KO Y10
guéva tvor omd to TPMOTO ATOO TOV GKEPTOUAL OTAV aKOV® TN AEEN epyactiplo. Mali pe
Tov Ap1 Z1d0n, éva akdpo ToAd aldoAoyo Kot ETIHOVO £peLVNTH KAvouVy éva oPepd didvpo
KovO v, PEPEL €1G TEPUS OTOONTOTE, TEPULOTIKY KOl LT, OpacTnpdTnTa TOVS ovoTedEt.

H Mapiid Zrvpomovrov givar vopilom n fpeun 6vvaun tov PCRL. Enipovn, Aemtopepng kot
CLGTNUOTIKN €XEL YopAEel o Waiteprn mopeio Kot EXEL APNCEL GNUOVTIKY TOPOKATOONKT
OTO £PYACTNPLO0, EVAO Gov didvpo pe Tov ['bvvn Kavéxn andterovy po akdpa amd tig opddeg
TPOTLTO, EMOEIKVVOVTOS OMOTEAEGUOTIKOTNTO HECH OO TIG KAVOTNTEG TOLG OAAL KOl TN
ouvepyaoTiKOTNTo Kot tov apolfaio cefacpd. O Xdapng ZepPodc e Tov €pYoHd TOL GTO
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EPYAOTNPLO £QEPE KOL OLTOG VEO AEPQ, LLE TOAAES 10£EG KOl SOUVOIKY] VO KOTOTIOGTEL e Lo
oe1pd amd VEQ AVTIKEIIEVO KO OPOCTNPIOTITEC.

O&Am va guyaproon akopa o ['dvvn Aaldpov, mov mapd To yeyovos 6Tt cuvumnpEape yo
HKPO YPOVIKO S1AGTNILO GTO EPYACTNHPLO, TOV EKTILD TOAD Y10 TNV AUECOHTNTE TOL KOt TNV
npoBupia Tov va pov mpoceépet anrodyepa tn Pondeta tov. H Oévia [Ipovoaridon amd v
AN etvonm vedtepn TpocOKn 610 EPYAGTNPLO, AAAA YVEOPILOVTAS TNV €3G Kot TOAAE XpOVIXL
el otyovpn yo v moAd koA mopeia wov Ba axorovBnoel Kot OEAm va TG evyNOd KaAN
apyn Kot Ko otadtodpopia.

Emniéov Bého va gvyapiotiow v Bdacww Aopmpomodriov, v I16Av BAdon, t Mopia
Kopumiia kot v 'EAeva Mapiavidov, yio tnv moAvtyun Bonfeta kot ompiEn oe kabnuepva
Inmpoto 0Aa avtd Ta xpovia. Idutepa n 'Eleva gtvar po amd t1g vedtepeg mpocnkeg otnv
opdoa tov PCRL kot ToAD yprjyopa £ytve KOUUATL Ol LOVO TNG OUASOS, OAAG KO TNG TOPENS
oV OTMG TPOEiTa diveL ALT TNV W10UTEPN, EVYXEPIGTN TIVEMA TOL £KOAVE QKO TTLO OLLOPOT
™V Kafnpepvotntd pog.

[Ipwv kheiow avtd ToV 1010TVTO TPOLOYO, BEA® Vo EVXAPIETNCE® Lo GEPE omd avOpdTOvg
TOV 0LV KOl Ol AOYOMES [LOG OEV GLVETEGAV 1| GLVEPYUSTHKAUE Apeca o€ Likpd Padud, Exovv
ovopupdarer onuavikd oty mopeia tov PCRL. Ipdkertan vy tov Koot Xpiotoyidvvn, tov
Xpnoto Koviovpévra, tov Iavo I'kpodpa, tov Agutépn IN'ovvapidn, tmy Mapia Macaovtn,
tov Xpnoto Tooko, Tov Adap Partéxn, tov Niko Avpa, tov X140n Avdpravomoviro, v
Adapoavtio I'pappaticdakn kot tov N'iopyo Méya. Ot dvBpwmot avtol cuvdlopopedvovy Kot
ot {dwo1 v mopeia tov PCRL kot €161 popactkape o ko kadnpepvotnto, OLopeeg
oL{NTNOELS KOl G KATOEG TePTMSELS dednKape o Kowd Ta&ida, Ommg pe to Niko kot o
2téOn.

devyovrog and Tov otevo muprva tov EOE, Ba ffela va evyopiotiom moAd toug ¢ilovg pov
7oL KB’ OAN TN SLAPKELD TOV SOUKTOPIKOL HTAV EKEL Y10l VO LOPACT® TIG KAADTEPEG OTIYLES
Hov oAAG Kot Yoo vo. pe otnpiEouv OTIC MO OVGKOAEC. ®EAm va €VYOPICTHCWM £TGL TN
Aéomowa, v Avva, 10 Anuntpn, v Evayyeiio kow v Hpd odAd kot ToAAL GALa dtopa
OV OHOPPOIVOVTOC TNV KOOMUEPVOTNTA OV, HOL Olvay KOLPAYI0 VO TPOCTEPACH TIG
OVOKOAEG UEPEG Ko VO, KOAOOEYTD HE ouotodo&ia Tig emdpeves. [dwitepeg evyapiotieg 0EAw®
va, d0mom oty Mapio Maotpokdota. [Ipokettat yio tnv KaAdTePn pLov @iAn Kot TAEoV givar
v gpéva 1 adepen mov ToTé 0ev elya. Tnv ayond moAd kot lvar Eva amd to LeYAADTEPO LLOV
omnplynata, 6vTog mhvta kel yio va akoVoeL Kot vo KaBuonyaoeL Tig avnovyieg LLov, Vo LoV
dMGEL TOADTYLES GLUPOVAES, Kot TOAAEG POpES va yapel kol va cuykivnOel mpv amd guéval
Yoo gUEVOL OTIG KOAVTEPEG OTIYHEG Hov. OEAm okéua vo gvyopotom tov [dvvn
MniaBiovakn, o omoiog pe GLVIPOPELGE GTO PEYOAVTEPO KOUUATL TNG TOPEING OV GTO
PCRL. IIpoxetton yuo éva avOpomo pe Eexmprot 0éom oty kapdid pov. Mg v kalochvn
TOV KOl TNV VTOUOVY] TOL €manée Kl avTOG HeyOAo pOAO GTO Vo OVTEE® TIS OVGKOAIEG, Vo
e€elMyBd Kot va yive o avBpwmog mov ipon onpepa.

Téhog A va evyaploTcm Vv otkoyéveld pov. Tnv untépa pov AAeEavopa, tov ToTépa
pov XopdAoaumo Kot v yuryd pov ABavacio. Apket va avagépm 0Tt Toug 0Qeilm o€ peydlo
Babuo v mopeio pov. Me apbovn aydmm pe otpiéav kot pe Bondnoav oe kabeti and v
TpOTN oTIypn TG LONG Hov.
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CHAPTER 1.

Introduction

This section lays the groundwork for understanding the historical trajectory and
transformative milestones that have shaped the mobile communication ecosystem. Moving
forward, the pivotal role of Optical Access Network Interfaces in the era of 5G and beyond is
illustrated. Here, the nuanced details of Optical Interfaces tailored for 5G X-Haul, shedding
light on the technological advancements that facilitate the seamless integration of optical
solutions into the evolving mobile network architecture are explored. The exploration deepens
with a dedicated focus on Future Mobile Networks' Applications, Use Cases, and Key
Performance Indicators (KPIs), providing insights into the anticipated applications and
performance metrics that will define the landscape of mobile networks in the foreseeable
future and pave the path towards future RAN evolution strategies.

1.1. Evolution of mobile networks

Wireless communication made its debut around 1895 with the transmission of Morse code
through Radiotelegraphy, utilizing electromagnetic waves. Contemporary wireless
communication employs a comparable phenomenon in transmitting and receiving signals
through electromagnetic wave transmission. The evolution of wireless transmission has
progressed over time, transitioning from radio telephones to the advent of cellular networks
in mobile communication. The field of wireless communication has experienced exponential
growth over the years.

The initial phase of mobile cellular technology, known as the first generation (1G), emerged
in the 1980s with Nordic Mobile Telephone (NMT), primarily catering to voice services. The
subsequent generation, 2G, introduced around the 1990s, transitioned to digital systems
exemplified by Global System for Mobile (GSM) communication. 2G expanded service
offerings to include voice, Short Messaging Service (SMS), and Multimedia Messaging
Service (MMS). Among the 2G variations was General Packet Radio Service (GPRS),
facilitating customer access to internet services.

The third generation (3G) of mobile communication systems, introduced around the 2000s,
aimed to enhance services by providing faster voice, SMS, MMS, video calling, and internet
capabilities. This period witnessed exponential growth in data bandwidth and throughput,
resulting in improved customer services. Currently, the fourth generation (4G) system is still
present, inaugurated in 2010, showcasing substantial advancements over its predecessors. A
key differentiator is 4G's superior bandwidth and data throughput when compared to 3G and
other technologies [1.1].
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As a step forward, LTE-A is an enhanced iteration of the standard 4G LTE, which leverages
MIMO (Multiple Input, Multiple Output) technology to integrate numerous antennas for both
transmitting and receiving functions. Through MIMO, LTE-A achieves threefold increased
speed compared to standard 4G, as multiple signals and antennas can operate concurrently.
This advancement in LTE-A translates to a heightened system limit, reduced latency in the
application server, and the ability to access triple traffic (Data, Voice, and Video) wirelessly
from any location globally. LTE-A demonstrates speeds surpassing 42 Mbps and reaching up
to 90 Mbps.

To sum up, over the past three decades, significant advancements have occurred in wireless
communication, in the transition from 1G to 4G, to meet the demands for high bandwidth and
extremely low latency. The advent of 5G is driven by the continuous tightening of mobile
networks’ requirements by offering extremely high data rates, enhanced Quality of Service
(QoS), low latency, extensive coverage, high reliability, and economically feasible services
[1.2].

Categorized into three main types of services, 5G provides (Figure 1):

e Extreme Mobile Broadband (eMBB): This employs a non-standalone architecture
to deliver high-speed internet connectivity, increased bandwidth, moderate latency,
and services such as UltraHD streaming videos, virtual reality, and augmented reality
(AR/VR).

e Massive Machine Type Communication (eMTC): Released in the 13th
specification by 3GPP, eMTC offers long-range and broadband communication for
machines at a cost-effective price with minimal power consumption. It ensures a high
data rate, low power usage, and extended coverage with reduced device complexity,
especially beneficial for Internet of Things (IoT) applications.

e Ultra-Reliable Low Latency Communication (URLLC): Designed to provide low-
latency and ultra-high reliability, URLLC ensures a rich Quality of Service (QoS) that
traditional mobile network architecture cannot achieve. It is tailored for real-time
interactions on demand, including applications such as remote surgery, vehicle-to-
vehicle (V2V) communication, Industry 4.0, smart grids, and intelligent transport
systems.
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Figure 1. Key 5G advancements.

The next paragraphs focus on the evolution of the optical RAN infrastructures, as well the
available optical interfaces and technologies that can support the migration to future mobile
networking. Moreover, indicative applications and use case that drive the need for
transformation of current deployments are being elaborated on.

1.2. Optical access network interfaces in the 5G and beyond era

Examining the targeted mobile networks’ advancements outlined in the previous paragraph,
particularly focusing on latency, bandwidth, and reliability, imposes stringent requirements
on the architectures and specifications of the radio access network (RAN) [1.3], [1.4]. The
RAN equipment has adopted innovative designs to address these challenges. To alleviate the
demands on these specifications, diverse functional splits of the RAN machine have been
established [1.5], [1.6]. Additionally, novel network segments, namely fronthaul, midhaul,
and backhaul, are now defined as X-Haul links connecting the radio equipment to the core
network.

The 3GPP 5GRAN architecture outlines the structure of 5G radio base stations (gNBs),
comprising three primary functional modules: the Central Unit (CU), the Distributed Unit
(DU), and the Radio Unit (RU). The deployment of these modules can vary based on the
intended network topology, the specific services, and their constraints, as well as the
configuration and location of antenna sites. Two contrasting architectures, Distributed RAN
(D-RAN) and Centralized RAN (C-RAN), are proposed to accommodate these variations.
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DRAN represents the most traditional and widely adopted configuration, wherein the
functions of the CU, DU, and RU remain at the antenna site. A straightforward backhaul link
connects this configuration to the 5G core network (5GC). On the other hand, C-RAN offers
the potential to reduce the footprint of antenna sites by centralizing and pooling the CU and
possibly the DU at a remote location (central office or main office). The adoption of local C-
RAN fronthaul is often driven by considerations such as the high cost or complexity of hosting
fully updated RAN equipment at the antenna site (due to factors like limited space, energy
constraints, or complicated facility access). However, depending on the selected functional
split [1.6], transport networks will feature various interfaces designed to carry different traffic
types, such as Common Public Radio Interface (CPRI), Open Base Station Architecture
Initiative (OBSAI), Open Radio Equipment Interface (ORI), Radio over Ethernet (RoE), or
Ethernet-based eCPRI, along with Open-RAN 7.2, each with its specific transport
requirements.

In any of the X-Haul segments, it is anticipated that the throughput will range from 10 Gbits/s
to 100 Gbits/s. This expectation arises due to the quantization of mobile signal samples in the
time/frequency domain, the application of aggregation rates in various RAN equipment, and
the choice between high or low layer split implementations [1.6]. Taking the example of the
RU, the CPRI/eCPRI throughput is contingent on the radio settings, including factors like
frequency range, bandwidth, number of frequency carriers, and MIMO configurations. CPRI
traffic encompasses synchronization features crucial for RAN fronthaul, and the latest option,
"CPRI10," has been defined with a line bit rate of 24.3 Gbits/s. In comparison to CPRI
interfaces, eCPRI employs an Ethernet protocol for data fronthaul with interfaces at
10G/25G/40G/100G base [1.7]. This Ethernet encapsulation enables a reduction in the data
rate requirements for fronthaul through flexible functional decomposition while keeping the
complexity of the RU in check. For instance, with a high layer split, a majority of
functionalities reside in the DU, simplifying and reducing the footprint on the tower or within
the building of antenna sites.

The broad spectrum of constraints associated with various X-haul interfaces is not the sole
factor driving operators to extend their optical networks beyond simple high-capacity pipes.
Within the optical domain, different service classes can already be implemented using legacy
equipment to cater to diverse requirements such as bit rates, latency/packet jitter, and service
availabilities across various 5G verticals. However, the introduction of network abstraction
through Software Defined Networking (SDN) has the potential to be a game-changer,
facilitating slicing and fixed access network sharing. SDN could significantly streamline
equipment configuration automation by providing vendor-agnostic solutions from the outset.
Over time, software-based network abstraction and orchestration could enable practical
implementations for scenarios involving multitenancy and multi-operator use cases. This
approach aligns with the ongoing trend of virtualization in the mobile domain, supporting
intelligent and cooperative fixed-mobile convergence. Ultimately, an intelligent and generic-
hardware-based optical node could address the stringent latency requirements of diverse 5G
services. This could be achieved by hosting, for example, virtualized RAN functionalities,
content platforms, or multiaccess edge computing [1.8],[1.9].
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Furthermore, it is essential to address congestion in optical aggregation equipment to ensure
the appropriate quality of service for proprietary flows. Indicatively, In France in 2020, over
88% of Orange's antenna sites were linked through Point-to-Point (PtP) optical fiber for fiber
to the antenna (FTTA) connections between a central office (CO) and the antenna site. The
remaining sites utilized microwave wireless links. With the deployment of 5G's new mobile
technology, there is an increased demand for fiber resources, prompting discussions on
utilizing fibers deployed for fiber to the home (FTTH)[1.10].

1.2.1 Optical interfaces for 5G X-Haul

PtP networks, which are the prominent interconnecting method between CU/DU/RU
equipment, are exclusive links that connect the terminations of two networks and serve as the
primary optical connectivity in mobile networks. These networks depend on optical
transceivers integrated into the host RAN equipment. Between the DUs and RUs, the majority
of fronthaul links are localized, typically situated at the antenna site. Consequently, DUs and
RUs are furnished with transceivers featuring limited fiber reach (2 or 10 km) to accommodate
this standard FTTA implementation. In the near future, these fronthaul links are expected to
support capacities up to CPRI10 (25G) or eCPRI, depending on the RU technologies and
radio configurations deployed. This adaptation is essential to address the significant
bandwidth expansion required by 5G to realize its full potential. However, it's worth noting
that no CPRI interface has been defined beyond 25 Gbit/s to date, and transceivers operating
within the outdoor industrial temperature (I-Temp) range (-40°C to 85°C) are imperative at
the antenna site.

PtP interfaces are currently experiencing deployment across numerous network segments,
with a substantial and expanding presence in the DATACOM sector, constituting over 40%
of the optical component volume in 2020 [1.11]. The forecast indicates significant growth in
25G interfaces, particularly for fronthaul applications (CPRI or eCPRI). These interfaces are
expected to emerge as the predominant market for fronthaul optical interfaces in the upcoming
years.

In line with the prevailing trend and the overall expansion in bandwidth and bit rates, the
IEEE and ITU-T are introducing new standards for single-fiber transceivers operating above
10 Gbit/s. There are ongoing efforts for standard convergence aimed at proposing harmonized
physical layer parameters. Specifications for 25 Gbits/s have been outlined, with these
technologies relying on the same wavelength pair assigned for both upstream and downstream
transmissions (1270 nm and 1330 nm =10 nm). Two primary optical budget classes have been
defined to meet the requirements for 5G X-Haul: BR20 or Class S (0—15 dB) for a reach of
20 km, and BR40C or Class B- (10-23 dB) for a reach of 40 km. For transceivers operating
at speeds up to 25 Gbit/s, the non-return-to-zero (NRZ) modulation format has been selected.
Conversely, the four-level pulse amplitude modulation format (PAM4) has been chosen for
50 Gbits/s by both IEEE and ITU-T. The adoption of PAM4 modulation facilitates the use of
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lower bandwidth optical components, allowing the reuse of 25G electrical interfaces and
optics.

C-RAN architecture employed D-RoF techniques within the Fronthaul network to eliminate
much of the electronic processing in the RRHs, including tasks like MIMO processing and
up-conversion. Subsequently, the 5G RAN adopted the functional split concept, redistributing
certain electronic functions such as modulation to the RRH to alleviate the bandwidth
requirements imposed on the fiber-link fronthaul. The employed Fronthaul standard is eCPRI.
The evolution of the RAN has been largely influenced by its bandwidth requirements,
particularly in the context of massive-MIMO and mmWave communications. A-RoF, with its
considerably lower bandwidth requirements and reduced power consumption compared to D-
RoF based Fronthauls, presents itself as a promising RAN solution. Within the A-RoF
framework, there is no need for analog-to-digital conversion (ADC) and digital-to-analog
conversion (DAC). In the A-RoF's CU, data bits undergo modulation and undergo MIMO
processing, followed by up-conversion. The resulting signal is then converted from electronic
to optical (E/O) [1.12]. A more comprehensive explanation of this alternative transport
scheme, which forms the foundation of the Fronthaul architecture envisioned in the present
thesis, will be provided in the subsequent chapters.

Affordable optical components such as directly modulated lasers (DMLs) and PIN receivers
enable reaching distances of up to 10 km without the need for digital signal processing or
amplification. However, for extended reach requirements, external modulated lasers (EMLs)
and/or avalanche photodiode (APD) receivers become necessary, albeit with additional costs.
EMLs, known for lower chirp compared to DMLs, contribute to reducing transmission
penalties caused by chromatic dispersion in the fiber. The development of APD receivers has
resulted in enhanced achievable bandwidth, typically reaching up to 17 GHz, and superior
sensitivities compared to PINs, thereby providing greater optical budgets for longer fiber
distances.

Having gained a comprehensive understanding of PtP transceiver technologies and the
market, there exists a multitude of optical solutions to cater to the requirements of 5G RAN
optical transport. In scenarios where operators face high costs associated with renting or
deploying new fibers, alternative optical transport solutions become viable options. Aiming
to explore RAN optical transport solutions that optimize fiber sharing, the utilization of WDM
and TDM interfaces is of vital significance.

Over the past few decades, Wavelength Division Multiplexing (WDM) has undergone
development for access networks but has not achieved widespread adoption in the mass
market [1.11]. This limited popularity can be attributed to the cost of colorless modules, which
have not been competitive with alternative fiber-sharing solutions like Passive Optical
Networks (PONs). Additionally, upgrading the technology to high bit rates (>10 G) has posed
challenges. In recent times, there has been a development of tunable optics capable of
delivering 25 Gbits/s in the C-band, specifically designed for 5G X-Haul and, more notably,
for fronthaul applications. The demand for such technology has risen with the deployment of
the fifth generation of mobile networks, emphasizing the need to optimize and share optical
fiber resources while maintaining PtP logical connectivity with N-to-N terminations. WDM
is currently in use in metro and core networks, employing passive optical components to
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achieve multiplexing. In this setup, N wavelength channels are transmitted in a shared "trunk"
fiber by inserting a Multiplexer (MUX) with N fiber inputs to a single fiber output.
Subsequently, demultiplexers (DMUXs) restore the N channels, each over a separate output.

On the other hand, TDM-PONSs are extensively deployed in the FTTH and FTTE markets.
Commercially available PON solutions now offer bit rates compatible with the transport
requirements of 5G traffic [1.13]. Figure 8 illustrates a potential implementation of TDM-
PON for backhaul. By sharing the optical fiber with passive optical splitters and deploying a
single OLT port for typically 64 ONUs, TDM-PONs are also well-suited to handle the
increasing cell density anticipated with the deployment of 5G small cells [1.14]. XGS-PON,
which provides 10 Gbit/s symmetrical line rates, has been proposed as a significant candidate
for 5G backhaul [1.15] and fronthaul [1.16]. However, it's worth noting that XGS-PONSs share
a maximum of 8.5 Gbit/s Ethernet actual throughput capacity. The OLT PON port can be
accommodated in standard OLT shelves or in any RAN transport equipment, thanks to the
development of Smart Fiber Passive Component (SFPC) OLTs. The creation of these
intelligent transceivers has been facilitated by recent advancements in virtualization,
miniaturization, and Software-Defined Networking (SDN) [1.17].

1.3. Future mobile networks’ applications, use cases and KPIs

Towards moving from the existing (even in 4G) network-specific definition and provisioning
of applications/services to the 5G envisioned application-driven, flexible, dynamic network
services instantiation, the technical activities of 5G are interrelated with the activities focusing
on the analysis of stakeholders and their service requirements. The existing (5G-ready),
under-development, planned, or even predicted 5G services/applications are versatile in terms
of functionality, resource and performance requirements as observed from the large number
of technical and market reports by application developers, vendors, consultation services,
standardisation organisations and various stakeholders’ forums.

To this end, in order to address 5G applications in a coherent manner, 5G-related activities
are converging to mapping applications to specific major verticals ([19], [20]), and more
specifically to:

. Automotive, especially focusing on services provided in high mobility
scenarios, [oT applications/services etc., such as Automated driving, Road safety and
traffic efficiency services, Digitalization of transport and logistics, Intelligent
navigation, Information society on the road, and Nomadic nodes;

. eHealth, especially focusing on remotely provided health services with high
latency and reliability requirements, such as Assets and interventions management in
hospitals, Robotics (remote surgery, cloud service robotics for assisted living),
Remote monitoring of health or wellness data, and Smarter medication;
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. Energy, especially focusing on IoT-based energy monitoring, management,
and network control scenarios, such as Grid access, Grid backhaul, and Grid
backbone;

. Media and Entertainment, especially focusing on next generation
applications/services provisioning such as UHD media, Cooperative media
production, highly interactive services, On-site live event experience
(Augmented/Virtual Reality video content), Immersive and integrated media etc., as
well as,

. Factories of the future, referring to Industry 4.0 setups and
applications/services such as Time-critical and Non time-critical process optimization
inside factory, Remote maintenance and control, Seamless intra-/inter-enterprise
communication, allowing the monitoring of assets distributed in larger areas, and
Connected goods.

It becomes obvious that the two categorisations of 5G services based on (1) performance and
(2) verticals’ requirements, respectively, comprise the two sides of the same coin, and shall
be considered in any 5G system specification, development and deployment processes.

Moreover, the current section aims to address some main and indicative 5G Use Cases (UC)
for which the 5G and beyond-oriented RAN transformation shall provide suitable network
solutions capable of efficiently supporting the telecom demands of all potential stakeholders
(subscribers/individuals, fans, tenants/verticals, infrastructure owners, etc.) under (ultra) high
traffic demands e.g., when specific crowded events (e.g., football match, concert) are taking
place in a specific and usually limited geographical area, while meeting the strict performance
QoS requirements (bitrates, latency, reliability, etc.) of the 5G services that are concurrently
utilized. Advancing in this direction, the fiber and fiber-wireless transport segments based on
A-ROoF can present appealing solutions for the practical deployment of Fronthaul, specifically
tailored to the scrutinized use cases, as will be detailed in the subsequent sections. To this
end, three (3) use cases will be discussed: (a) dense area UC, (b) ultra-dense area UC and (c)
hotspot area UC, along with representative usage scenarios.

e Dense areas, which could be served via PON optical access networks, through
identifying PON-overlaid and compatible 5G network deployment as the closest to
realization. Adapting to the rapidly emerging trends for 25Gb/s and 4x25Gb/s PON
access [1.18], 25Gb/s transceiver and interface technologies could support such
implementations.

e Ultra-dense areas can be deployed in environments like main city squares, sightseeing

sites etc., via dedicated Local FiWi C-RAN infrastructures. Here the high-capacity
traffic provision can rely on SDM optical technologies as the intermediate step prior
the transition to WDM, in order to enable the rapid adoption of the simplified and
mature SDM solutions by equipment vendors and by third-parties willing to install
their own small-cell network, like municipalities, universities, etc. This approach can
also rely on the modular, flexible and broadband characteristics of MIMO antennas,
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targeting Gbps scale wireless data rates through the usage of evolving 5G key
technology enablers.

e For Hot-Spot areas, private FiWi C-RAN infrastructures owned by third-parties are
probably the business model to be followed, as for example in stadiums, airports,
museums, shopping malls etc. To support such densified traffic demand, the ultra-

dense deployments need to go one step further, and scale to higher capacity setups by
adding wavelengths, benefiting from the potential of A-RoF scheme to be
implemented via low-cost, energy-efficient, high analog bandwidth transceiver units,
the investigation and implementation of which is main focus of the current thesis.

The rest of this document is organized as follows:

Chapter 2 investigates analog fiber-wireless links as a crucial element for efficient Radio
Access Network (RAN) extensions in 5G networks. This chapter covers various aspects,
including the transition to Centralized RAN (C-RAN) architectures, optical transport for
Mobile Fronthaul (MFH), and Digital Signal Processor (DSP)-assisted analog Fronthaul.
Analog RoF-based mobile Fronthaul, mmWave wireless technologies, and proof-of-concept
experimental evaluations are also explored. Moving forward, Chapter 3 delves into
modulation and signal processing techniques, elucidating the role of these techniques in
supporting analog fiber and fiber-wireless transport transmission. It encompasses an in-depth
examination of digital modulation schemes, OFDM modulation, multi-carrier candidates for
5@, and the integration of DSP algorithms for processing CP-OFDM waveforms. Chapter 4
shifts the focus to analog fiber-wireless downlink transmission of IFoF/mmWave over in-
field deployed legacy PON infrastructure, presenting a detailed analysis of converged
PON/mmWave topology through experimental evaluation. The dissertation culminates in
Chapter 5, where a live demonstration of an SDN-reconfigurable, FPGA-based TxRx for
Analog-IFoF/mmWave RAN is showcased. This chapter provides insights into the envisioned
Fronthaul architecture, RFSoC-based A-IFoF transceivers, SDN-powered Management &
Control Plane, and the experimental evaluation of the real-time analog Fronthaul topology. In
the final chapter, Chapter 6, the dissertation concludes by summarizing key findings and
insights gained throughout the exploration of analog fiber and fiber-wireless transport in the
realm of 5G networks, while also discussing future research extensions related to the
presented work.

36



References

[1.1] Q. K. Ud Din Arshad, A. U. Kashif and I. M. Quershi, "A Review on the Evolution
of Cellular Technologies," 2019 16th International Bhurban Conference on Applied
Sciences and Technology (IBCAST), Islamabad, Pakistan, 2019, pp. 989-993, doi:
10.1109/IBCAST.2019.8667173.

[1.2] Dangi, R., Lalwani, P., Choudhary, G., You, I, & Pau, G. (2022). Study and
investigation on 5g technology: A systematic review. Sensors, 22(1), [26].
https://doi.org/10.3390/s22010026.

[1.3] P. Chanclou, L. A. Neto, G. Simon, F. Saliou, N. Neyret, E. Thily, D. Abgrall, and D.
Minodier, “Choice of optical access innovations to meet today’s needs and support the
challenges of tomorrow,” in Optical Fiber Communication Conference (OFC) (2020),
paper W4E.S.

[1.4] P. Chanclou, L. A. Neto, K. Grzybowski, Z. Tayq, F. Saliou, and N. Genay, “Mobile
fronthaul architecture and technologies: a RAN equipment assessment [Invited],” J. Opt.
Commun. Netw. 10, A1-A7 (2018).

[1.5] P. Sehier, P. Chanclou, N. Benzaoui, D. Chen, K. Kettunen, M. Lemke, Y. Pointurier,
and P. Dom, “Transport evolution for the RAN of the future [Invited],” J. Opt. Commun.
Netw. 11, B97-B108 (2019).

[1.6] L.M.P. Larsen, A. Checko, and H. L. Christiansen, “A survey of the functional splits
proposed for 5G mobile crosshaul networks,” IEEE Commun. Surv. Tutorials 21, 146—

172 (2019).
[1.7] “Common Public Radio Interface: eCPRI Interface Specification,” eCPRI
Specification V2.0 2019,

http://www.cpri.info/downloads/eCPRI_v_2.0 2019_05_10c.pdf.

[1.8] A. El Ankouri, S. R. Rincén, G. Simon, L. A. Neto, I. Amigo, A. Gravey, and P.
Chanclou, “Real-time assessment of PtP/PtMP fixed access serving RAN with MEC
capabilities,” in Optical Fiber Communication Conference (OFC) (2020), paper M2H.1.

[1.9] S. Das and M. Ruffini, “PON virtualisation with EAST-WEST communications for
low-latency converged multi-access edge computing (MEC),” in Optical Fiber
Communication Conference (OFC) (2020), paper M2H.3.

[1.10] F. Saliou et al., "Optical access network interfaces for 5G and beyond [Invited]," in
Journal of Optical Communications and Networking, vol. 13, no. 8, pp. D32-D42, August
2021, doi: 10.1364/JOCN.425039.

[1.11] OMDIA, “Total optical components forecast 2019-25,” 2020,
https://omdia.tech.informa.com/OMO013799/Total-Optical-Components-Forecast-
201925.

[1.12] Li, Yichuan & Xie, Qijie & El-Hajjar, Mohammed & Hanzo, L.. (2021). Analogue
Radio Over Fiber for Next-Generation RAN: Challenges and Opportunities.

[1.13] “10-gigabit-capable symmetric passive optical network (XGS-PON),” ITU-T
Recommendation G.9807.1, 2016.

37


https://doi.org/10.3390/s22010026
http://www.cpri.info/downloads/eCPRI_v_2.0_2019_05_10c.pdf
https://omdia.tech.informa.com/OM013799/Total-Optical-Components-Forecast-201925
https://omdia.tech.informa.com/OM013799/Total-Optical-Components-Forecast-201925

[1.14] N. Bhushan, J. Li, D. Malladi, R. Gilmore, D. Brenner, A. Damnjanovic, R. T.
Sukhavasi, C. Patel, and S. Geirhofer, “Network densification: the dominant theme for
wireless evolution into 5G,” IEEE Commun. Mag. 52(2), 82—89 (2014).

[1.15] A.El Ankouri, L. A. Neto, G. Simon, H. Le Bras, A. Sanhaji, and P. Chanclou, "High-
speed train cell-less network enabled by XGSPON and impacts on VRAN split interface
transmission,” in Optical Fiber Communication Conference (OFC) (2019), paper W4J.5.

[1.16] S. Bidkar, J. Galaro, and T. Pfeiffer, “First demonstration of an ultra-low-latency
fronthaul transport over a commercial TDMPON platform,” in Optical Fiber
Communication Conference (OFC) (2018), paper Tu2K.3.

[1.17] G. Simon, A. E. Ankouri, L. A. Neto, P. Chanclou, and D. Kurz, “FTTH and optical
LAN synergy enabled by virtual OLT for home, office and campus,” in 45th European
Conference on Optical Communication (ECOC), Dublin, Ireland (2019).

[1.18] Pleros, Nikos & Papaioannou, Sotirios & Kalfas, George & Vagionas, Christos &
Maniotis, Pavlos & Mitsolidou, Charoula & Miliou, Amalia. (2018). 5G small-cell
networks leveraging optical technologies with mm-wave massive MIMO and MT-MAC
protocols. 10. 10.1117/12.2297276.

38



39



CHAPTER 2.

Analog Fiber-Wireless links in support of efficient
RAN extensions in 5SG networks

The 5G-PPP vision towards the next generation of communication networks and services that
will provide ubiquitous super-fast connectivity and seamless service delivery in all
circumstances requires a very high-capacity mobile infrastructure, with ubiquitous
capabilities for both last-mile fixed and mobile access. The envisioned network shall be based
on general purpose, (field) programmable high-performance hardware that will dynamically
offer a range of resources for transport, routing, storage and execution while the network
entities will be computing elements gathering programmable resources, interfaces and
functions based on virtualization technologies.

The 5G KPIs are highly ambitious and generally sum up to the following:

e Providing 1000 times higher wireless area capacity and more varied service
capabilities compared to Fourth Generation (4G).

e Saving up to 90% of energy per service provided. The main focus will be in mobile

communication networks where the dominating energy consumption comes from the
Radio Access Network (RAN).

e Facilitating very dense deployments of wireless communication links to connect over
7 trillion wireless devices serving over 7 billion people.

The very strict capacity and latency requirements imposed by 5G’s KPIs stated above are
essentially enforcing the introduction of the millimeter wave (mmWave) spectrum in the
access part of the network. Placing, however, mmWave access cells in very close proximity
to the end-user is expected to severely impact deployment costs, since it demands the
antennas’ densification by several orders of magnitude and consequently translates to three
major fronthaul (FH) problems:

o The Next Generation Fronthaul Interface (NGFI) deployments cannot rely exclusively
on fiber connections reaching every mmWave Service Access Point (SAP) in urban
areas, since this would require expensive brown-field fiber deployment.

o The mmWave access antennas must become very simple in terms of functionality,
hardware and energy efficiency to maintain feasible investment and operational costs.

o Fronthauling multi-Gbps mmWave data links makes digitized Common Public Radio
Interface (CPRI)-based communications infeasible; yielding intolerable FH
requirements as mmWave mMIMO (massive Multiple-Input Multiple-Output) is
entering the field.
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Incentivized to optimally address the above issues, the investigation of an analog
optical/wireless fronthaul/backhaul (FH/BH) solution that targets to meet the ambitious 5G
requirements, has been the pillar of this phD thesis. The targeted solution is based on a low
Physical Layer (PHY) split (split-PHY), placing most of the hardware on the centralized unit,
while at the same time employing Digital Signal Processing (DSP) assisted Analog-Radio-
over-Fiber (A-RoF) transmission that allows for high-order advanced modulation formats that
can support ultra-high bandwidth data transfer. Native Ethernet-packet transport over the
proposed FH/BH is a crucial parameter towards holistic cross-medium administration of the
optical/wireless/time resources.

The above architecture has been extensively investigated within the European H2020 project
5G-PHOS [2.1]. 5G-PHOS aimed to architect and evaluate 5G broadband wireless networks
for dense, ultra-dense and Hot-Spot area use cases drawing from recent results in the area of
optical technologies towards producing and exploiting a powerful photonic integrated circuit
technology toolkit. It aimed to streamline advances in multi-format and multi-bitrate optical
communications, in InP transceiver, in Triplex optical beamformers and in integrated optical
add/drop multiplexers in order to migrate from CPRI-based towards integrated Fiber-Wireless
(F1W1) packetized C-RAN fronthaul supporting massive mmWave MIMO communications.
It pursuesd: a) a set of SDN-programmable units, called FlexBox and FlexBox-Pro,
compatible with the emerging 25Gb/s PON access networks and can deliver FiWi traffic
ranging between 25-400Gb/s, b) a set of three different 64x64 MIMO Remote Radio Head
configurations exploiting analog optical beamforming and producing 25Gb/s,100Gb/s and
400Gb/s wireless data-rates, c) an integrated FiWi packetized fronthaul for supporting
Medium-Transparent Dynamic Bandwidth Allocation mechanisms and cooperative radio-
optical beamforming, d) a converged FiWi SDN control plane for optimally orchestrating
both the optical and the wireless resources.

The envisioned architecture exploits integrated optical technologies towards enhancing FiWi
convergence to realize cost-effective and energy-efficient 5G network solutions for high-
density use cases. More specifically it benefits from existing scientific results in the area of
photonics in order to architect 5G networks for dense, ultra-dense and hotspot areas
incorporating Photonic Integrated Circuits (PICs) in optical mmWave signal generation, and
DSP-assisted optical transmission, in view of a seamless, interoperable, Radio Access
Technology (RAT)-agnostic and Software Defined Networking (SDN)-programmable FiWi
5G network. The innovation potential of FH/BH implementation approach can be summarized
in the following bullets:

e Advancing 5G system, functional, logical and physical architectures. One of the
most valuable innovations introduced by the envisioned architecture relies on the
design and evaluation of a RAT-agnostic PON-overlaid integrated FiWi fronthaul.
The proposed architecture promotes the network sharing paradigm by combining
wavelength/frequency/time/space domains and supporting Over The Top (OTT) and
Mobile Virtual Network Operator (MVNO) services.

e Involving technology enablers for SG RAN Platforms (HW & SW):
o novel PICs for 5G RANs, and
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o advanced antenna systems employing MIMO arrangements at mmWave
frequencies.

e Advancing 5G integrated FH/BH transport network systems by defining and
implementing intelligent and co-operative integrated FiWi fronthaul.

Targeting to support the described architectural approach for future mobile networks, the
presented research work focuses on the concept of Digital Signal Processing (DSP)-assisted
optical transmission capable to support analog mobile fronthauling (MFH). This RoF concept
aims to alleviate the bandwidth limitations of the 5G MFH through the use of analog optics,
which can carry native wireless data signals via installed fibers. This ambitious analog
concept within the 5G landscape is introduced, emphasizing the structural changes and
challenges that analog MFH attempts to address. In the next paragraphs, the architectural shift
towards Centralized Radio Access Network (C-RAN) topologies, which put the traditional
digital MFH transport on the question, is thoroughly discussed. The DSP-enabled Analog
architecture supporting the MFH is then presented, focusing on the digital functions
undertaken from a powerful centralized DSP engine. Preliminary experiments that provide a
proof-of-concept validation of this A-RoF concept are also discussed.

2.1. Mobile Network Expansion and Centralized Topologies

2.1.1 The transition towards C-RAN architectures

The exponential growth of the number of femto-cells to meet the demands of mobile traffic
is one of the prominent features of 5G architectures that are still under investigation. To
support low latency, high capacity, cost-effectiveness and low energy consumption, the entire
end-to-end network should be overhauled. In 4G mobile networks, many Mobile Network
Operators (MNOs) operate using a Distributed Radio Access Network (D-RAN), in which
the 4G radio at the macro site tower consists of a collocated Baseband Unit (BBU) at the base
of the tower [2.2]. The main advantage of D-RAN is the efficient use of backhaul bandwidth
which can be achieved through various well-established technologies (Ethernet, Passive
Optical Network (PON), etc.) [2.3]. However, dense 5G cellular topologies apply significant
pressure on the static nature of D-RAN where BBUs are assigned statically to a number of
cells. The spatial and temporal volatility of mobile traffic makes the static D-RAN topologies
suboptimal and new flexible topologies are needed to obtain energy and cost savings for the
MNGOs [2.4].

Following this rational, the idea of centralization has been re-invented in the era of 5G
networks, since it presents significant offerings compared to traditional D-RAN topologies
[2.5]. The C-RAN approach favors the separation of radio elements of the base station (called
Remote Radio Heads, RRH) and the elements processing the base band signal (called BBUs),
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which are centralized in a single location or even virtualized into the cloud. This approach,
which has become a hot research topic in both academia and industry [2.6], benefits from
simpler radio equipment at the network edge, easier to operate and cheaper to maintain, while
the main RAN intelligence (BBUs) is centralized in the operator-controlled premises. The
centralization is further enhanced with cloud computing [2.4], providing elasticity, and
virtualization with possibility for multitenancy among MNOs. Several main 5G use cases,
such as Virtual Reality (VR) applications, which require the real-time processing of massive
amount of data, can push much of the processing from a local server to the cloud [2.7]. This
practically means that the computational resources can be pooled and dynamically allocated
to a virtual BS, which brings cost-effective hardware and software design [2.8]. Figure 2
provides a practical implementation of the above architecture showing a small-cell based C-
RAN approach proposed from Fujitsu in a dense urban environment [2.2]. Beyond the
software-centric solutions, the C-RAN approach needs also a paradigm shift on the hardware
side to meet the challenges for the centralized baseband processing that serves a large number
of RRHs. At the heart of this change, powerful Field Programmable Gate Array (FPGA)
boards can offer the capability to implement high-throughput 5G transceivers for the data
plane while they can also realize the Software Defined Network (SDN) functions described
above for the software-centric architecture [2.9]. It should be noted that since the D-RAN
remains the dominant deployed architecture of the antenna sites, research efforts should be
considered that target a smooth transition towards 5G RAN ecosystem, supporting the
coexistence of D-RAN and future C-RAN topologies [2.10].
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Figure 2. C-RAN architecture that has been proposed from Fujitsu for mobile scenarios within dense urban environment

[2.2].
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2.1.2 Optical transport for MFH

The fronthaul mobile traffic transport between the BBUs and RRHs seems to be a significant
challenge for 5G topologies, since it needs to address several issues related to the convergence
of optical channels with complex radio interfaces. In the C-RAN architecture designed for the
Long-Term Evolution-Advanced (LTE-A) mobile network, the fronthaul interface is based
on Common Public Radio Interface (CPRI). This Digitized-RoF (D-RoF) interface which
relies on a link transmitting In-phase and Quadrature (IQ) data of the baseband signal
components, suffers from low bandwidth efficiency since it uses the available bandwidth to
send IQ data samples, decreasing thereby the effective data rate of the transport [2.11]. In this
context, several solutions have been proposed to overcome this bandwidth wall, which mainly
focus on compressed CPRI techniques with minimal impact on the optics and fiber network.
The emerging need for fronthaul compression has been addressed in the current LTE-A
fronthaul links, through a large set of CPRI compression algorithms [2.12]. Compressed CPRI
links in a high-speed Pulse-Amplitude-Modulation-4 (PAM-4) are actively investigated,
offering a 2x rewards on bandwidth efficiency of the D-RoF approach [2.13].

The CPRI compression techniques offer remarkable bandwidth gains without any structural
shift on the current C-RAN architectures. However, the cost of increased complexity at the
BBU side needs to be considered, while bandwidth limitations still come from digital
electronics and their interfaces at the BBU side [2.14]. To overcome this challenge, Physical
(PHY) functional split has been proposed as a possible solution for the MFH by shifting some
DSP operations from BBUs to RRHs. This functional split between BBU and RRH relaxes
the BBU digital overloading and lowers the fronthaul bandwidth requirements on the optical
link. However, it faces great challenges when advanced coordination functionalities are
required for a large number of RRHs while the latency budget is also affected through extra
processing burden [2.15], [2.16]. An alternative D-RoF concept can be implemented through
Open Base Station Architecture Initiation (OBSAI) which is also implemented through a
packet-based interface [16]. Since the mapping methods of CPRI are more efficient than
OBSAI [2.17], most global vendors and MNOs have chosen CPRI for deployed C-RAN
topologies.

A-RoF revolutionizes the MFH landscape by fully releasing the bandwidth capabilities of
mmWave bands, requiring only simple functions to exploit the offered bandwidth of the
fronthaul part. Moreover, Analog MFH implementations for 5G services can harmonically
co-exist over the installed fiber infrastructure supporting PON topologies of fixed wireline
services [2.18],[2.19]. These unique benefits come at a cost of increased hardware complexity
at the BBU since it hosts the entire set of DSP functions. In addition, the optical distribution
of radio signals over Intermediate Frequency/Radio Frequency (IF/RF) carriers is susceptible
to a number of generation and transmission impairments, which in turn add noise and
distortion due to channel nonlinearities [2.20].

The A-RoF approach described in the current thesis aims to address the above challenges
through the use of powerful DSP engines implemented at ultra-high-speed FPGA boards. The
proposed DSP-assisted A-RoF solution, proposes a structural shift in the current MFH
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deployments since it aims to combine the implementation of DSP-based functions for ultra-
broadband radio signals (covering the entire unlicensed 57-64 GHz band) with the electro-
optic conversion and transmission through installed fiber infrastructure.

2.1.3 DSP-assisted analog Fronthaul

Several studies explore the advantageous approach of DSP assisted A-RoF fronthaul
approach. In the technique presented in [2.21], a number of IQ data channels, each of them
corresponding to a single CPRI stream, are multiplexed and transmitted through the fronthaul
link in an Intermediate Frequency-over-Fiber (IFoF) scheme. Such implementations combine
commodity optical transceiver modules, carrying low bandwidth components (~10 GHz),
with high-speed Digital to Analog Converters (DACs) and Analog to Digital Converters
(ADCs) [2.22]. Build upon this concept, an A-RoF architecture with DSP functionalities is
presented in Figure 3.
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Figure 3. DSP-enabled Analog-RoF concept.

The core of the proposed BBU architecture is a centralized DSP engine, which is responsible
for implementing the physical layer functionalities for the fronthaul link. The set of these
functions covers all the necessary coding/decoding, modulation and MIMO processing of the
wireless channel signals. These radio signals are generated by high-performing DACs, first
transmitted through the installed fiber and eventually over the air interface at the mmWave
frequency band. Such an A-RoF/mmWave Fronthaul approach realizes actual centralized-
RAN, since the complete set of baseband operations are digitally performed in the BBU,
removing thereby any processing stage from the RRHs. A first advantage of this approach is
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the advanced implementation of inter-cell coordination. As the baseband processing for the
radio signals to/from different RRHs is done at the same engine, tighter coordination of
neighboring antennas becomes more feasible. As an example of advanced inter-cell
cooperation, it is possible that two (or more than two) radiowave signals are jointly received
and processed in the BBU pool so that so-called network MIMO can be achieved. Moreover,
it ensures scalability since many RRHs can be placed when the capacity demands are
increased in a plug-and-play manner. Besides, advanced inter-cell coordination enables better
management of interference between adjacent cells, a critical point for 5G ultra-dense cellular
networks [2.23]. Finally, the centralization of DSP engine in the BBU pool can also offer
significant energy and cost savings using coordination schemes among them [2.24], while the
hardware resources at the RRH side are practically minimized.

2.2. A-RoF-based mobile Fronthaul, using a centralized DSP
engine

Looking into more detail on the core blocks of the centralized DSP engine, the one that lies
closer to the RRH is the Modulation and Channel Mapping block. In this stage, the digital
sequences are mapped into the appropriate waveforms that will be transmitted over the
Fiber/Wireless link. Digital modulation techniques support the generation of any Single-
Carrier (SC) or Multi-Carrier (MC) scheme (e.g. Orthogonal Frequency-Division
Multiplexing (OFDM)-like waveforms), thus allowing for compatibility with the current LTE
standards, future upgrade to 5G candidate waveforms (eg. Universal-Filtered Multi-Carrier
(UFMC), Filter Bank Multi-Carrier (FBMC), General Frequency-Division Multiplexing
(GFDM) [30]) as well as more forward-looking approaches thanks to the arbitrary waveform
generation capabilities of the engine. A higher bandwidth efficiency is achieved compared to
D-RoF approaches of CPRI and Physical Layer Split (PLS) where the bandwidth is utilized
for serial transmission of digitized IQ waveforms. In the A-RoF scheme low Intermediate
Frequencies (~5 GHz) are employed to carry the modulated radio signals, resulting in
bandwidths which are accommodated by typical low-cost transceivers.

Moreover, the use of Digital Sub-Carrier Multiplexing (SCM) techniques can also be adopted
to further increase the bandwidth efficiency. For the SCM generation, digital upconversion
schemes are employed to obtain the appropriate IF frequencies for A-RoF transmission,
eliminating the need of external analog mixers and local oscillators. An additional advantage
of employing SCM schemes, we fully utilize the bandwidth offered by the A-RoF
components.

As the “DSP-free” RRH units are not capable of baseband signal processing, the centralized
DSP engine serves on a two-fold dimension. For the downlink direction, digital pre-distortion
based on the fiber/wireless channel response is performed. Channel estimation methods based
on training sequences determine the magnitude and phase response of the FiWi link. Thus,
the response of electrical and optical components such as DACs, RF drivers, modulators,
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filters and photoreceivers of the optical part and RF mixers, up/down converters of the
antenna subsystem is reversed using linear equalizers implemented with Finite Impulse
Response (FIR) filters. Figure 4 illustrates a channel response extracted by a real experimental
testbed with both optical and RF frontends. In the uplink, equalization stages are enhancing
the demodulation and detection of the received radio signals after Wireless/Fiber
transmission.
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Figure 4. FIR equalizer is implemented by the Frequency Response of the A-RoF link.

Since the A-RoF based MFH scheme appears to be significantly more efficient compared to
D-RoF approaches, accommodation of multiple RRHs’ traffic can be achieved. In the special
case where two or more RRHs serve the same small cell or coverage area, the DSP engine
can be employed to perform equalization utilizing the spatial channel characteristics and
antenna diversity, thus realizing a DSP MIMO system. Such MIMO processing capabilities
along with robust coding schemes offer significant reduction in operational margins in terms
of required Signal-to-Noise-and-Interference-Ratio (SNIR) and received power levels [2.25].

The implementation of the above rich digital portfolio within the centralized BBU will be
undertaken by powerful FPGA boards. The use of these powerful FPGAs is to accelerate the
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critical functions of the baseband chain and sustain the necessary throughput to meet the
bitrate and latency requirements within 5G. Since the FPGA boards becomes the essential
part of the envisaged digital engines, the design, implementation and validation of real-time
testbeds has become a significant point of interest for the 5G hardware research community
[2.26], [2.27]. Through the literature, several works have been conducted setting key
specifications for FPGA implementation and proposing efficient implementations to meet the
5G network goals [2.28], [2.29].

2.3. Analog RoF-based Optical Transport links

Radio over fiber represents an analog optical connection employed for transmitting
information through optical fiber. It accomplishes this by sending modulated RF signals
between a central station and a base station. This modulation can occur either directly with
the radio signal or at an intermediate frequency. RoF systems are favored primarily due to
their minimal signal loss, exceptionally broad bandwidth, and robustness. Additionally, radio
over fiber can harness millimeter waves to function as a high-speed wireless network, either
locally or within a personal area. Within buildings, RoF systems are increasingly employed
to enhance cellular coverage. RoF serves to reduce the costs of radio systems by streamlining
remote antenna sites and facilitating the efficient sharing of costly radio equipment situated
at central stations. The radio signals distributed by RoF systems span a wide frequency range,
typically within the GHz) region, depending on the specific applications.

In contemporary times, the expansion of wireless communication data capacity has been
dramatic, driven by the diverse demands of system users. This expansion has evolved from
handling basic voices and simple messages to accommodating multimedia and future services
with advanced capabilities. Radio over Fiber (RoF) systems offer a promising solution to
address numerous pressing needs within telecommunication networks. These systems have
the potential to deliver the required bandwidth for efficiently transmitting broadband data to
end-users. Additionally, RoF systems offer advantages such as low attenuation loss and
immunity to radio frequency interference [2.30], [2.32]. In a RoF system, the majority of
signal processing tasks, including coding, multiplexing, RF generation, and modulation, are
centralized within the Central Office (CO). This centralized processing approach contributes
to cost-effectiveness for Base Stations (BS). Consequently, RoF technology is poised to play
a pivotal role in the upcoming generation of mobile communication systems [2.33].

RoF technology is employed in various fields, including optical signal processing, as well as
applications such as broadband wireless access networks, electronic warfare, imaging,
spectroscopy, and radio astronomy. In these scenarios, an optical fiber is utilized to transmit
a radio signal, usually in the millimeter-wave band, using laser sources and electro-optical
devices [2.34]. In a nutshell, RoF is a crucial innovation that seamlessly merges wireless and
fiber optic networks. It plays a vital role in providing wireless broadband connectivity across
various applications, including last-mile solutions, expanding existing radio coverage and
capacity, and facilitating backhaul solutions [2.35].
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2.3.1 Concept and Architecture of RoF

Radio-over-Fiber technology leverages optical fiber connections to transmit modulated RF
signals from the Base Station (BS) to the Remote Antenna Unit (RAU). In the context of
narrowband communication systems, tasks such as frequency up-conversion, carrier
modulation, and multiplexing of the RF signal are traditionally handled at the BS before being
transmitted to the antenna. However, RoF introduces the capability to centralize these RF
signal processing functions at a single shared location known as the headend. Subsequently,
it employs optical fiber for distribution, benefiting from its minimal signal loss characteristics,
which include 0.3 dB/km for 1550 nm wavelengths and 0.5 dB/km for 1310 nm wavelengths,
to transmit the RF signals to the RAUs [2.36].

Through this approach, RAUs undergo substantial simplification since they are tasked
primarily with optoelectronic conversion and amplification functions. The consolidation of
RF signal processing functions allows for shared equipment usage, dynamic resource
allocation, and a streamlined system operation and maintenance process. These advantages
can lead to significant cost savings in both the installation and ongoing operation of the
system, particularly in the case of wide-coverage broadband wireless communication
systems, where a dense network of Base Stations (BS) or Remote Access Points (RAPs) is
essential, as previously mentioned.

Typically, RoF transmission systems can be categorized into two primary groups based on
the frequency range of the radio signal they are designed to transport:

e RF-over-Fiber (Radio Frequency over Fiber)
e [F-over-Fiber (Intermediate Frequency over Fiber)

In the RF-over-fiber architecture, a high-frequency RF (radio frequency) signal, typically
exceeding 10 GHz, is superimposed onto a lightwave signal prior to its transmission through
the optical link. Consequently, wireless signals are directly distributed optically to base
stations at these high frequencies. At the base stations, they are subsequently converted from
optical to electrical signals, amplified, and then transmitted via an antenna. This approach
eliminates the need for frequency up and down conversion at the individual base stations,
simplifying the implementation and resulting in a cost-effective solution [2.37].

In the IF-over-fiber architecture, an intermediate frequency (IF) radio signal with a lower
frequency, typically below 10 GHz, is employed to modulate light before it is carried over the
optical link. Consequently, prior to being transmitted through the air, the signal needs to
undergo up-conversion to reach the RF (radio frequency) range at the base station [2.38].

The architectural layout of a bidirectional A-RoF-based transport network, enabling the
interconnection of CUs/BBUs to the remotely located RRUs, is depicted in Figure 5.
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Figure 5. The Radio over Fiber System Architecture [2.30]

The primary benefits of RoF technology can be summarized as follows:

e Low attenuation

It 1s widely recognized that signals transmitted via optical fiber experience significantly
lower attenuation compared to other transmission media, especially when contrasted with
wireless mediums. Employing optical fiber enables signals to traverse greater distances,
thereby reducing the requirement for signal repeaters.

e Low complexity

RoF technology incorporates the concept of a remote station (RS), which comprises solely
of an optical-to-electrical (O/E) converter (with an optional frequency up or down
converter), amplifiers, and an antenna [2.39]. This approach allows for the relocation of
resource management and signal generation components from the base station to a
centralized site, facilitating shared usage among multiple remote stations and resulting in
a streamlined architectural design.

e Lower cost

A more straightforward configuration for the remote base station translates to reduced
infrastructure expenses, decreased power consumption by devices, and simplified
maintenance, all of which collectively contribute to lowering the overall installation and
upkeep costs. Additional cost savings can also be achieved through the adoption of
budget-friendly graded index polymer optical fiber [2.39].

e Future-proof

Fiber optics are engineered to accommodate gigabits per second speeds, ensuring their
capacity to support the speeds anticipated in future network generations for an extended
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period. Additionally, RoF technology is both protocol and bit-rate agnostic, making it
adaptable to utilize existing as well as forthcoming technologies.

e Easy Installation and Maintenance

"In RoF systems, the headend hosts sophisticated and costly equipment, simplifying the
Remote Antenna Units (RAUs). The modulation and switching equipment is centralized
at the headend and is shared among multiple RAUs. This configuration results in more
compact and lighter RAUs, ultimately reducing the costs associated with system
installation and maintenance [2.40].

e  Multi-Operator and Multi-Service Operation

RoF provides operational flexibility for the system. Depending on the microwave
generation method employed, the RoF distribution system can be designed to maintain
signal-format neutrality. For example, utilizing the Intensity Modulation and Direct
Detection (IM-DD) technique can be configured to function as a linear system, thus
achieving transparency [2.40].

e Large Bandwidth

Optical fibers provide a vast bandwidth, with three primary transmission windows
exhibiting minimal attenuation: 850 nm, 1310 nm, and 1550 nm wavelengths. In a single-
mode optical fiber (SMF), the cumulative bandwidth across these three windows exceeds
50 THz. The extensive optical bandwidth of optical fibers offers numerous advantages
beyond their capacity for efficiently transmitting microwave signals. This substantial
optical bandwidth empowers high-speed signal processing, which could be challenging or
even unfeasible to achieve using electronic systems.

e Immunity to Radio Frequency Interference

The resistance to Electromagnetic Interference (EMI) is an exceptionally appealing
characteristic of optical fiber communication, particularly in the context of microwave
transmission. This advantage stems from the fact that signals are conveyed as light within
the fiber. Due to this EMI immunity, fiber cables are the preferred choice, even for short
connections operating in the millimeter wave spectrum.

e Reduced Power Consumption

The use of uncomplicated Radio Stations results in lower power consumption. The bulk
of complex equipment is situated at the central station. In certain scenarios, the antenna
sites can operate in an inactive mode. For instance, in some 5 GHz Fiber-Radio systems
with pico-cells (small radio cells), the Base Stations can be set to an inactive mode [2.41].
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Incorporating analog RoF schemes into the optical transport infrastructure of mobile
networks, offers significant advantages, but it also presents certain challenges. RoF, due to its
analog modulation and light detection nature, is fundamentally an analog transmission
system. Consequently, signal impairments like noise and distortion, which are crucial in
analog communication systems, also play a significant role in RoF systems [2.42]. These
impairments tend to constrain the Noise Figure (NF) and Dynamic Range (DR) of RoF links.
DR holds particular importance in mobile (cellular) communication systems like GSM, as the
power received at the Base Station (BS) from Mobile Units (MUs) can vary widely. For
example, the RF power received from an MU in close proximity to the BS can be much higher
than the RF power received from an MU several kilometers away within the same cell. Analog
optical fiber links introduce noise from various sources, including the laser's Relative
Intensity Noise (RIN), the laser's phase noise, the photodiode's shot noise, the amplifier's
thermal noise, and the fiber's dispersion. In Single Mode Fiber (SMF)-based RoF systems,
chromatic dispersion may limit fiber link lengths and result in phase de-correlation, leading
to increased RF carrier phase noise [2.35]. Multi-Mode Fiber-based RoF systems face
limitations due to modal dispersion, severely constraining available link bandwidth and
distance. It's important to note that while the RoF transmission system itself is analog, the
distributed radio system need not be analog; it can be digital and employ comprehensive
multi-level signal modulation formats like QAM or Orthogonal Frequency Division
Multiplexing (OFDM).

2.3.2 Transmission techniques for RoF technology

Various optical methods are available for generating and transmitting radio signals through
fiber. This section provides a brief overview of some of these techniques.

e Direct modulation technique

In this approach, the RF signal is directly imposed on the light source's intensity, and then
direct detection is employed with a photodetector (PD) to retrieve the RF signal. This
method, known as Intensity Modulation Direct Detection (IMDD), is the simplest and
most cost-effective means of optically distributing RF signals. Prior to transmission, the
RF signal requires appropriate pre-modulation. After traveling through the fiber and
undergoing direct detection by a PD, the resulting photocurrent accurately reproduces the
RF signal that was originally applied at the head end [2.43]. At the remote antenna site,
the PD and band-pass amplifier work together to convert the received optical signal back
into an RF signal for transmission via the antenna (Figure 6, Figure 7).

This method offers several key advantages: simplicity, robustness, and cost-effectiveness.
Additionally, when low dispersion fiber is paired with an external modulator, the system
can achieve linearity. The transmitter configuration is exceptionally straightforward and
budget-friendly, though its performance is notably constrained by laser modulation-

related issues. Commercially available RoF systems employing direct microwave
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intensity modulation of a laser diode are suitable for limited RF frequencies, typically up
to approximately 2 GHz. These systems are employed in wireless services such as Global
System for Mobile Communication (GSM) and Universal Mobile Telecommunications
System (UMTS). However, the primary drawback of this technique lies in its inability to
operate at higher microwave frequencies due to the restricted modulation bandwidth of
the laser diode and the effects of fiber dispersion, which lead to fading of the two
modulation sidebands. Addressing such high-frequency microwave frequencies
necessitates advanced, very-high-frequency optical analog transmitters and receivers,
along with meticulous fiber dispersion compensation techniques [2.44], [2.45].
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Figure 6. Laser-based direct intensity modulation method.
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Figure 7. External modulator-based direct intensity modulation method.

e External modulation technique

To address the limitations associated with direct modulation, employing external

modulation presents a clear and effective solution. Among various approaches, optical

external modulation stands out as a strong choice for generating optical millimeter-wave
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signals with excellent spectral purity. External modulation is particularly advantageous at
high radio frequencies (typically above 10 GHz). A basic implementation involves a
continuous wave (CW) laser followed by an external modulator. This modulator
introduces modulation to the laser light, typically at an intermediate frequency (IF) or a
millimeter-wave tone [2.45]. Operating the laser in CW mode helps mitigate the excessive
chirping of pulses during external modulation. In this approach, high-speed external
modulators like Mach—Zehnder modulators (MZM), electroabsorption modulators
(EAM), or phase modulators (PM) are employed. The output from these modulators is
subsequently optically filtered.

The two methods for generating millimeter-wave signals will be briefly outlined. In the
intensity modulation-based approach, the system implementation is significantly
simplified as it eliminates the need for a tunable optical filter. In this system, an MZM is
incorporated and biased at the maximum transmission point of its transfer function to
effectively suppress the odd-order optical sidebands. To remove the optical carrier, a
fixed-wavelength notch filter is applied. The result is a stable, low-phase noise millimeter-
wave signal with a frequency four times that of the RF drive signal [2.45]. It's important
to bias the MZM at either the minimum or maximum point of its transfer function to
suppress the odd-order or even-order optical sidebands. Bias drift at the wrong point could
compromise system robustness, necessitating sophisticated control circuits to minimize
bias drift.

The second method utilizes an optical phase modulator (PM), which offers the advantage
of not requiring a DC bias, effectively eliminating bias drift issues. This constitutes a key
benefit of employing optical PMs, making them a preferable choice. Consequently, in the
intensity modulation approach, it is recommended to replace the MZM with an optical
PM [2.46]. However, the drawback of the aforementioned approach lies in the necessity
of employing an ultra-narrowband optical filter, which can lead to reduced system
stability and increased costs. While external modulators are straightforward, they come
with certain disadvantages, notably significant insertion loss. Nonetheless, external
modulators can accommodate bandwidths of up to 40 GHz and bit rates exceeding 10
Gbps, rendering them highly suitable for long-distance optical communication networks.
It's worth noting that the external modulation method is not without its challenges,
including distortion caused by the inherent nonlinearity of the modulators, high power
consumption, and increased complexity. Consequently, this modulation system tends to
be more costly compared to direct modulation [2.45], [2.46].

e Heterodyne modulation technique

This technique involves the simultaneous transmission of two or more optical signals,
which are then mixed or heterodyned in the receiver. Among the resulting heterodyning
products, one or more yield the desired RF signal. The process begins with modulating
the optical intensity from a laser diode (LD) using an external modulator. This modulator
is biased at the inflection point of its modulation characteristic and driven by a sinusoidal
signal operating at half the microwave frequency. Consequently, the modulator's output

produces a two-tone optical signal with a tone spacing equal to the microwave frequency.
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Heterodyning leads to the creation of the desired amplitude-modulated microwave signal.
In some instances, multiple LDs may be used, enabling the realization of a multi-
wavelength RoF system. A tunable Wavelength Division Multiplexing (WDM) filter can
be employed to select the desired wavelength radio channel at the antenna site [2.46].
Given that phase noise can pose significant challenges in millimeter-wave transmission,
meticulous attention must be paid to minimize phase noise introduced by the heterodyning
signals. This approach effectively mitigates the impact of chromatic dispersion and offers
frequency flexibility, accommodating frequencies ranging from a few megahertz up to the
terahertz region [2.45], [2.46].

e Optical frequency/phase-locked loops

This method is employed to mitigate sensitivity to phase noise, specifically by tracking
small-scale phase perturbations. However, it does not suppress small-scale frequency
variations caused by phase noise. The fundamental configuration of Optical Frequency
Locked-Loops/Optical Phase Locked-Loops (OFLL/OPLL). It comprises a free-running
master laser, a Positive Intrinsic Negative (PIN) photodiode, a slave laser, a frequency or
phase detector, an amplifier, a loop filter, and a microwave reference oscillator. The
combined outputs of the master and slave lasers are divided into two parts: one is utilized
within the OPLL/OFLL at the head end, while the other part is transmitted to the Remote
Antenna Unit (RAU). To generate a microwave signal, the optical signal at the head end
is heterodyned using a photodetector (PD). The resulting signal is then compared with the
reference signal. In the case of OFLL, a frequency error signal (or a phase error signal in
the case of OPLL) is fed back to the slave laser [2.46]. Consequently, the slave laser is
compelled to track the master laser at a frequency offset corresponding to the frequency
of the microwave reference oscillator. The primary advantage of this technique is its
capability to generate high-quality RF signals characterized by narrow linewidths and
excellent temperature-tracking capabilities. Additionally, OPLLs exhibit a wide locking
range [2.47]. Conversely, OFLL techniques offer the advantage of being feasible with
standard and reasonably priced Distributed Feedback (DFB) lasers [2.46], [2.47].

e Dual-mode lasers

The primary limitation of optical heterodyning-based techniques lies in their sensitivity
to phase noise in the two heterodyning signals, as well as their dependence on the
polarization state difference between the two heterodyning carriers. One method to
achieve correlation of optical modes involves eliminating the phase shift in the Distributed
Feedback (DFB) laser, preventing oscillation at the Bragg frequency. This leads to the
creation of a device known as the dual-mode laser (DML), which emits two modes, one
on each side of the Bragg frequency [2.48]. By adjusting the grating strength coefficient,
the desired mode separation can be achieved. The key advantage of this approach is its
avoidance of complex feedback circuitry. However, due to its limited locking range, this
method has constraints regarding tunability [2.47], [2.48].
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2.3.3 Performance degradation factors in A-RoF transmission

As RoF systems rely on the transmission of analog signals through optical fibers, their
performance is often constrained by several impairments, including optical fiber chromatic
dispersion, phase noise, and nonlinearity [2.49]. The major types of impairments in RoF
systems are summarized in the following paragraphs:

e Fiber Chromatic Dispersion

One significant challenge in RoF systems, particularly when operating in higher RF bands
like the mm-wave range, is the influence of fiber chromatic dispersion [2.50]. Chromatic
dispersion in optical fibers refers to the phenomenon wherein the phase velocity of light
varies with its frequency. Consequently, different frequency components within the
lightwave signal experience varying velocities as they propagate through the fiber. This
chromatic dispersion often results in fading effects within RoF systems. When an RF
signal is modulated onto an optical carrier for transmission through an optical fiber, as
depicted in Figure 8, two sidebands emerge on either side of the optical carrier, with their
separation matching the RF signal frequency. As this RF-modulated optical signal travels
through the optical fiber, chromatic dispersion causes different phase delays for these two
sidebands. Consequently, when the photodetector (PD) performs square-law detection,
the generated RF signal is influenced by the distinct phase delays introduced by fiber
dispersion. To address this limitation, the OSSB (Optical Single Sideband) and OCS
(Optical Carrier Suppression) schemes have been proposed and extensively studied
[2.51], [2.52]. In the OSSB scheme, only one RF sideband, along with the optical carrier,
is preserved, substantially reducing the impact of fiber chromatic dispersion. Conversely,
in the OCS scheme, the optical carrier is suppressed following optical modulation, and
two RF sidebands with an RF frequency-based spacing are employed. The interaction
between these two RF sidebands generates the RF signal upon detection by the PD,
making this scheme more tolerant to fiber chromatic dispersion.
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Figure 8. RoF system RF signal modulation schemes [2.49].
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e Nonlinearity

Another significant constraint in RoF systems is nonlinearity, encompassing both optical
fiber nonlinearity and nonlinearity associated with optical modulators[2.53], [2.54],
[2.55]. The nonlinear behavior of optical modulators results in inter-modulation distortion
(IMD) and typically imposes limits on the system's dynamic range [2.53], [2.54]. In
multiband RoF systems, it can also lead to subcarrier intermodulation and data-dependent
cross modulation [2.55]. The optical fiber, used for signal transmission, also exhibits
nonlinear characteristics, introducing nonlinear impairments to the RoF signal after fiber
transmission. These impairments include self-phase modulation and four-wave mixing.
To address nonlinear impairments in RoF systems, various linearization techniques have
been extensively explored [2.49]. One well-studied linearization approach is feedforward
[2.56], [2.57], which, for instance, achieved up to a 10 dB improvement in spur-free
dynamic range (SFDR) across a wide bandwidth from 7 GHz to 18 GHz, as reported in
Reference [2.57]. However, the feedforward scheme often entails high complexity and
requires precise calibration. To tackle these challenges, alternative optical linearization
techniques have been proposed, such as the dual parallel modulation scheme, which
reduced IMD by up to 38 dB [2.58]. Other techniques include the mixed-polarization
scheme [2.59], [2.60], the dual electro-absorption modulators scheme (e.g., achieving
IMD suppression by over 16 dB and SFDR improvement by over 8 dB as reported in
Reference) [2.61], the gain modulation scheme, which reduced IMD by over 7 dB and
improved the dynamic range by about 11 dB [2.62], and the cascaded modulator and
semiconductor optical amplifier (SOA) scheme [2.63]. Additionally, the pre-distortion
technique has been proposed and demonstrated [2.64], enabling the compensation of
predictable nonlinearities. This approach achieved a 6 dB improvement in IMD along with
a 14 dB peak enhancement in dynamic range. These techniques effectively mitigate
nonlinear effects in RoF systems, allowing for increased modulation depth of the RF
signal and, consequently, an improved system dynamic range.

In addition to the challenges posed by fiber chromatic dispersion and the nonlinearity
resulting from optical fibers and optical modulators, RoF systems are also affected by various
other impairments. These include amplified spontaneous emission (ASE) noise stemming
from optical amplifiers (e.g., EDFA), phase noise due to the laser source's limited linewidth
[2.65], and the inherent square-law detection characteristics of optical-to-electrical
conversion by the photodetector (PD) [2.55]. These impairments place constraints on the
performance of RoF systems, and these limitations become more pronounced as the RF carrier
frequency increases, such as in the case of mm-wave frequencies.

To mitigate the effects of these impairments in RoF systems, digital signal processing (DSP)
techniques have garnered significant attention and have led to substantial improvements in
system performance [2.66]. One notable advantage of employing DSP for impairment
compensation lies in its adaptability and flexibility, which can be adjusted as needed. A
plethora of DSP algorithms have been proposed and investigated for RoF systems, addressing

various impairments, including laser phase noise, the limited dynamic range resulting from
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optical modulator nonlinearity [2.54], [2.67], and fiber chromatic dispersion [2.66]. In
addition to the application of DSP at the receiver side for signal processing post-transmission,
research has also explored the transmitter side using the digital predistortion principle, where
the signal is pre-compensated prior to transmission.

2.4, mmWave wireless technologies in mobile RAN

One of the most notable distinctions of 5G from its predecessors in cellular systems lies in
the recognition that the traditional sub-6 GHz spectrum falls short in meeting the demands of
emerging applications. A solution emerged in the form of the millimeter wave (mmWave)
spectrum. Initially deemed unsuitable for mobile operations due to unfavorable propagation
characteristics, advancements in device and antenna technologies have now rendered them
feasible for commercial wireless applications [2.68]. Consequently, the 5G standards gave
rise to the advent of commercial mmWave communication.

Looking ahead, it becomes apparent that we are gradually transitioning towards applications
such as virtual and augmented reality, UHD video conferencing, 3D gaming, and the
integration of wireless technology into brain-machine interfaces. These applications will
impose even more stringent constraints on throughput, reliability, and latency requirements.
Following the successful implementation of mmWave communication, researchers naturally
turned their attention to previously unexplored radio frequency (RF) bands, particularly the
THz band situated above the mmWave spectrum. The vast bandwidth of THz waves makes
them suitable for numerous applications demanding ultra-high data rates. By combining the
capabilities of sub-6 GHz, mmWave, and THz bands, we can unlock the true potential of
many emerging applications. Additionally, the small wavelength of THz waves makes them
applicable for micro and nano-scale communication. Historically, THz bands were limited to
imaging and sensing due to the lack of feasible and efficient devices operating at these
frequencies. However, recent advancements in THz devices suggest that THz communication
is poised to play a pivotal role in the forthcoming generations of communication standards
[2.69].

Prior to the 4G cellular standard, commercial (cellular) communication was confined to
traditional bands up to 6 GHz, now known as sub-6 GHz cellular bands. However, within the
6-300 GHz range, there are numerous bands with substantial bandwidths that were employed
for diverse non-cellular purposes, including satellite communications, radio astronomy,
remote sensing, and radars, among others. Recent advancements in antenna technology have
made it feasible to extend the use of this spectrum to mobile communication. The frequency
band ranging from 30 to 300 GHz, with wavelengths between 1 and 10 mm, is termed the
mmWave band. It provides hundreds of times more bandwidth compared to the sub-6 GHz
bands. Although mmWave communication systems face challenges such as higher
penetration and blockage losses, researchers have demonstrated that these effects can be
beneficial in mitigating interference in modern cellular systems characterized by dense
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deployment of small cells. This naturally leads to more aggressive frequency reuse and
enhanced data security due to the higher directionality requirements at mmWave frequencies
[2.70]. Frequencies in the mmWave range, approximately from 24 GHz to about 100 GHz,
are already being explored as part of the 5G standard. Looking ahead to 6G and beyond
systems, researchers are also delving into the 0.1-10 THz band, collectively referred to as the
THz band. The lower end of this spectrum is particularly of interest for communication
applications.

The expanded bandwidth available in the mmWave spectrum facilitates the viability of multi-
gigabit wireless communication, paving the way for numerous innovations [2.70]. For
example, mmWave frequencies can support wireless backhaul connections between outdoor
base stations (BSs), reducing the costs associated with land acquisition, installation, and
maintenance of fiber optic cables, particularly in ultra-dense networks (UDNs). Moreover,
this capability enables the transformation of current wired data centers into entirely wireless
ones, with data servers communicating via mmWave frequencies through highly directed
pencil-beams. Another potential application lies in in-motion vehicle-to-vehicle (V2V)
communication in high-mobility scenarios, including bullet trains and airplanes. In these
scenarios, mmWave communication systems, coupled with sub-6 GHz systems, have the
potential to offer improved data rates [2.71].

Additionally, the THz spectrum comprises bands with available bandwidths of several tens of
gigahertz, supporting data rates in the terabits per second (Tbps) range. THz communication
benefits from the integration of thousands of sub-millimeter antennas and experiences lower
interference due to higher transmission frequencies. Consequently, it can support bandwidth-
intensive and low-latency applications like virtual reality gaming and ultra-HD video
conferencing. The maturation of THz communications is expected to benefit various
applications, including nano-machine communication, on-chip communications, the Internet
of Nano Things [2.72], and intra-body communication of nano-machines. It can also be
integrated with bio-compatible and energy-efficient bio-nano-machines communicating using
chemical signals (molecules), a form of communication known as molecular communication
[2.73].

2.4.1 mmWave-based Fiber-Wireless Bridges for mobile transport
deployments

As explained in the previous sections, A-RoF technology is anticipated to offer higher spectral
efficiency, inherent in analog transmission systems, along with low power consumption and
latency [2.74], [2.75]. Given that only optical-to-electrical (O/E) conversion is necessary, the
complexity of the Distribution Unit (DU) can be substantially reduced, allowing for remote
control of transmitted wireless signals. This becomes especially crucial in scenarios requiring
the deployment of a large number of antenna units. Moreover, A-RoF systems have
demonstrated compatibility with Power-over-Fiber (PoF) technology, enabling electric power
supply through optical fibers [2.76]. However, the non-linearity of the optical link and fiber
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chromatic dispersion impose limitations on both the affordable transmission length and the
desired performance [2.77]. Despite the evident advantages of both analog and digital RoF
technologies, their deployment faces challenges due to operational inflexibility, limited
resilience, and cost considerations. These challenges are particularly pronounced in areas
where optical links are susceptible to outages from fiber cuts or lack existing fiber
infrastructure.

A-RoF-based Fi-Wi systems operating in the mmWave spectrum region offers a promising
solution for robust and adaptable communication systems. This technology leverages large
bandwidth mmWave links to establish flexible, cost-effective, and energy-efficient broadband
wireless access networks. It also serves as a fiber backup, enhancing network resiliency
[2.74]. Depending on the frequency range of the radio signal being transported, A-RoF based
Fi-Wi systems can be implemented using two main architectures: (i) RF-over-fiber (RFoF)
and (i1) intermediate frequency-over-fiber (IFoF).

In the RFoF-based Fi-Wi architecture, optical heterodyning and photonic up-conversion
techniques are employed, directly up-converting lower frequency or baseband RF signals to
the mmWave band. However, this approach has lower spectral efficiency, and a local
oscillator (LO) is still necessary at the remote antenna unit (RAU) for the down-conversion
process in full-duplex and relay systems. On the other hand, the IFoF-based Fi-Wi
architecture involves sending a lower-frequency LO signal (e.g., <40 GHz) to the RAU in a
separate optical channel for mmWave up/down conversion. This enables the use of lower
bandwidth optical and RF devices [2.78]. This approach simplifies both the mmWave Tx. and
Rx. antennas, making it more appealing for full-duplex systems and fiber-wireless-fiber links,
known as a seamless Fi-Wi bridge. This design keeps the RAU configuration as simple as
possible. Figure 9 illustrates potential application scenarios of the A-RoF based Fi-Wi system,
including disaster-affected areas, dense communication areas, Distributed Antenna Systems
(DAS), and mobile fronthaul networks.
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Figure 9. Fiber-mmWave- based topologies for beyond-5G application scenarios and network segments

Numerous research endeavours have explored and showcased the capabilities of A-RoF based
Fi-Wi systems in high-capacity wireless transmission systems and mobile fronthaul/backhaul
systems [2.79]. These initiatives primarily adopt RFoF configurations. Notably, the RFoF
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configuration benefits from the latest advancements in digital signal processing (DSP)-based
optical communication technologies, enabling the generation and transmission of higher-
order modulation formats using RoF technologies. Utilizing an RFoF-based Fi-Wi system,
multi-gigabit-per-second wireless transmission has been demonstrated in the Q-band, W-
band, and D-band. Other research endeavors have proposed the use of A-RoF based Fi-Wi
configurations as an efficient approach for mobile fronthaul and backhaul systems, addressing
the requirements of 5G networks.

Although mmWave and THz bands have a huge potential for their usage in communication,
there are significant challenges in their commercial deployments. In particular,
communication in these bands suffer from poor propagation characteristics, higher
penetration, blockage and scattering losses, shorter coverage range, and a need for strong
directionality in transmission. These challenges have obstructed the inclusion of mmWave
and THz bands in standards and commercial deployments until now. With the advancements
in modern antenna and device technologies, it is now becoming feasible to use these bands
for communications. The challenges regarding adoption of mmWave communications in
RAN deployments as well the potential gains are discussed in the following paragraphs.

2.4.2 Main Challenges

In spite of the theoretical possibilities of achieving exceptionally high data rates, several
critical technical obstacles hinder the utilization of mmWave in mobile networks. These
challenges encompass significant path loss, elevated penetration loss, increased power
consumption, blockages caused by shadowing, hardware impairments, and more. Subsequent
to this statement, we will provide a concise overview of these issues.

e Pathloss

In the transmission through free space, the received signal power (beyond the Kirchhoff
area) can be calculated using the Friis transmission formula [2.80]. The wavelength of
mmWave signals is considerably shorter than that of conventional microwave
communication signals, which operate at carrier frequencies below 6 GHz. As a result,
the pathloss of mmWave signals is significantly higher than that of microwave signals,
assuming all other conditions, including antenna gains, remain constant. Although the
pathloss for mmWave is generally elevated, it remains practical to establish
communication over distances typical in urban mobile networks, ranging from a few
hundred meters [2.80] to even a few kilometers [2.81]. The use of directive antennas has
demonstrated the feasibility of communication ranges up to 10 km under favorable
conditions [2.82]. However, in less pristine air conditions, factors such as rain attenuation
and atmospheric/molecular absorption contribute to increased pathloss, thereby limiting
the communication range [2.82], [2.83]. The impact of these factors varies with the carrier
frequency.
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e Penetration loss

The discussion on pathloss assumes line-of-sight (LoS) communications, but the
challenge of high penetration loss becomes more pronounced in non-line-of-sight (NLoS)
scenarios. In indoor settings, although the penetration losses for clear glass and dry walls
are relatively low for 28 GHz signals (similar to microwave bands), the losses escalate
significantly for materials like brick and tinted glass (approximately 28 dB and 40 dB,
respectively), which is notably higher than at microwave bands [2.84]. These penetration
losses tend to increase at higher frequencies. Consequently, achieving coverage indoors
with mmWave nodes deployed outdoors, and vice versa, poses difficulties due to the
substantial penetration loss.

e Hardware impairments and design challenges

Practical transceiver hardware faces impairments such as Phase Noise (PN), non-linear
Power Amplifiers (PAs), I/Q imbalance, and restricted ADC resolution [2.85]. These
factors place limitations on channel capacity [2.86], especially when aiming for high
spectral efficiency. Conversely, research has demonstrated in [2.87] that MIMO
communication links are less susceptible to the impact of hardware impairments
compared to single-antenna links.

In mmWave communication systems, mixers play a crucial role in signal up-conversion
at the transmitter and down-conversion at the receiver. Local oscillators are employed to
generate carrier signals operating at the desired carrier frequency. However, owing to the
inherent random deviation of the output signal frequency around the carrier, achieving
exact synchronization between the oscillators at the transmitter and receiver becomes
impractical. This mismatch can be characterized as phase PN, as the frequency offset
introduces a random phase difference for the time domain samples. The sensitivity to PN
is heightened in mmWave communication systems compared to conventional ones,
primarily due to the elevated carrier frequency.

Another significant hardware challenge in mmWave technology involves non-linear PAs,
as providing linear amplification to signals with very wide bandwidth proves to be a
complex task. In practical terms, each amplifier exhibits non-linear behavior, including
the clipping of input signals with large amplitudes and differential amplification of various
frequencies. The widely employed model for describing such non-linear characteristics is
the modified Rapp model [2.88].

Finallly, the elevated and broader frequency bands characteristic of mmWave
communication systems introduce numerous technical challenges in the design of circuit
components and antennas. These challenges span from device-level intricacies to
architectural considerations, while particular emphasis is put on the formidable obstacles
posed by phase noise and IQ imbalance in realizing mmWave RF circuits [2.89].
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2.4.3 Motivation for employing mmWave llinks

After enumerating the primary challenges, it is essential to keep in mind the principal
motivations for employing mmWave communications.

e Extensive and uninterrupted available bandwidth

In comparison to microwave communications, one significant advantage of mmWave
communications is the availability of extensive bandwidth. However, it's important to note
that a wider bandwidth doesn't always translate to higher rates in the noise-limited region
[2.89]. Currently, the global available bandwidth for mobile networks (2G, 3G, 4G, and
LTE-Advanced spectrum) is less than 780 MHz, with each major wireless provider having
approximately 200 MHz of spectrum [2.80]. This limited bandwidth is insufficient for
delivering Gbps rates to multiple devices, as it would require substantial per-device
spectral efficiency.

In contrast, mmWave bands offer substantial bandwidth for future mobile networks. As
depicted in Figure 4, the potentially available bandwidth in mmWave bands can exceed
150 GHz [2.90], even after excluding unfavourable bands like the water vapor absorption
band (164-200 GHz). With 150 GHz of spectrum, a low spectral efficiency of 1 b/s/Hz is
adequate to achieve a rate of 150 Gbps. This low spectral efficiency simplifies
implementation and makes the unused frequency bands highly attractive. For instance, in
October 2003, the FCC announced that the 71-76 GHz, 81-86 GHz, and 92-95 GHz
frequency bands (collectively referred to as the E-band) would be available for ultra-high-
speed data communication, including point-to-point WLAN, mobile backhaul, and
broadband Internet access. The E-band provides a total bandwidth of 12.9 GHz (60-90
GHz). More recently, in July 2016, the FCC allocated large bandwidths in mmWave bands
for cutting-edge wireless communications, specifically the 64-71 GHz unlicensed bands
(along with the previous 57-64 GHz) and the 27.5-28.35 and 37-40 GHz licensed bands
[2.89].

e Short wavelength and narrow beamwidth

In contrast to signals in the sub-6 GHz bands, mmWave signals possess a considerably
shorter wavelength, enabling the integration of a large number of antennas into a compact
array [2.80]. This characteristic significantly broadens the potential applications for large-
scale antenna communications in future mobile networks. Simultaneously, the presence
of numerous antenna elements results in a narrow beamwidth [2.91]. The advantageous
aspect of this property lies in heightened security against eavesdropping and jamming, as
well as increased resilience against co-user interference. This implies that the spectrum
can be efficiently reused in space, allowing for the deployment of numerous interfering
point-to-point MIMO systems (or multiuser MIMO systems) within a limited spatial
region.
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e Massive MIMO implementation potential

A challenge associated with massive MIMO systems is the expense and intricacy of
hardware required to effectively harness a large number of antennas in the mmWave
region. Depending on the current mmWave products offered by vendors, the number of
antenna elements at the gNB (gNodeB) can range from 128 to over 1,000.

In the mmWave context, it is crucial to have support for beam-sweeping to accurately
estimate or identify the direction of interest. However, this process introduces additional
overhead in terms of Channel State Information (CSI) acquisition, which increases with
the number of antennas. This is due to the fact that as the number of antennas grows, the
beams become narrower, necessitating the support for more beams.

The beamforming gain in the mmWave spectrum is notably higher when compared to
sub-6GHz. This is attributed to the ability to pack a greater number of antenna elements
into the same form factor, resulting in a more focused and sharper beam. Additionally, the
sharper beam contributes to enhanced spatial separation between users, consequently
boosting the performance of MU-MIMO [2.92].

2.5. Proof-of-concept experimental evaluation of
Fiber/mmWave transport layout

In this section, preliminary experiments that provide a proof-of-concept validation and
performance evaluation of the discussed analog fiber/mmWave transport concept are
presented. More specifically, a DSP assisted A-IFoF concept to efficiently accommodate
multiple broadband radio signals using commercial off-the shelf electronic/photonic
components is introduced. Within this frame, a centralized BBU which serves a number of
RRHs, provides a complete set of digital functionalities allowing for the optical transport of
the radio waveforms through the installed fiber infrastructure and their transmission through
the air using mmWave carriers. In this centralized approach, the appropriate data signal
waveforms are generated in the DSP-enhanced BBU and seamlessly transported through the
fiber/wireless link. This centralized approach concentrates the entire digital processing of the
link on the BBU side while the served RRHs are responsible only to handle the vast spectral
slices with their mmWave radio hardware. These experimental studies have revealed the
impact of optical transport channel impairments (fiber loss, chromatic dispersion,
nonlinearities due to electro-optic conversion) on complex-modulated IF carriers generated
from the BBU. Different types of 1Q signals in terms of symbol rate, number of radio bands,
modulation type and radio carrier frequencies, have been employed to quantify the A-RoF
performance using Error Vector Magnitude (EVM) measurements at the receiver side. The
Fi-Wi transmission experiments was evaluated on both DownLink (DL) and UpLink (UL)
operation and the additional distortion due to V-band RF electronics considering the effects
of a realistic 60 GHz indoor wireless environment. The DL/UL operation was demonstrated
for Single Carrier (SC) radio bands, carrying different M-QAM signals.

64



2.5.1 Analog IFoF link parameters investigation

Figure 10 depicts the experimental setup employed for the evaluation of the IFoF scenarios.
An Arbitrary Waveform Generator (AWG) was used to provide the data signals for both
single- (Ch1) and multi- (Chl to Ch6) band scenarios at modulation rates up to 1.25 Gbd. The
programmable data source allowed the necessary Tx-side DSP operations described in the
previous section. Pulse shaping (using Root Raised Cosine (RRC) shaping filters with roll-
off factor a = 0.2) and digital pre-distortion of the optoelectronic components were performed
to the following experiments. To this end, channel estimation (using pilot tones) has been
performed, prior the actual data transmission, where an amplitude and phase channel response
was estimated on the frequency domain. Through the AWG, the pre-distorted data signals
were digitally upconverted to the selected IF. A single-drive MZM was used to generate the
IFoF signal carrying the radio bands with the intensity modulator biased at the quadrature
point (Vm/2). A Continuous Wave (CW) DFB-laser emitting at 1543.73 nm of +10 dBm
provided the optical carrier to the IFoF transmitter.

Digital Oscilloscope

AWG =

@) Power m

BtB: No SMF monitor

Fiber link:
7km and 25km 10 GHz . Power Monitor Levels
Photo-receiver -2.9 dBm (BtB)
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-10.5 dBm (25 km)

Figure 10. Experimental Setup of the Analog RoF link.

Two fiber links of Standard SMF (SSMF) (7 km & 25 km) were used to investigate the role
of fiber length on the optical transmission. The optical power of the IFoF signal was measured
by means of an optical power meter set prior to an off-the-shelf 10 GHz linear photo-receiver
comprised of a photodiode (0.7 A/W responsivity) and a low-noise amplifier with 20 dB gain.

The Single-Band experiments were carried out by using an IF frequency of 5 GHz. The IFoF
transmission at 5 GHz was selected in order to meet the specifications of the mmWave
Upconverter at the radio part. Such selection easily accommodates the entire bandwidth
(~7GHz) within the targeted unlicensed radio band and provides resilience against the power
fading due to CD for fiber lengths up to 25 km [2.93].

Experimental studies on A-RoF MFH link were performed focusing on the symbol rate and
the modulation order of the IF signal. The goal of this study was to fully characterize the
effect of fiber channel for various radio signal characteristics. Besides, leveraging from the
DSP capabilities for generating any complex modulation scheme at the transmitter side, the
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feasibility of increased spectrum utilization was also demonstrated. Generating different types
of complex waveforms carrying symbols rates of 1 Gbd, EVM values below the limits set by
3GPP specification were achieved [2.94] (with a minimum EVM margin of 5% for 64-QAM
signals) for each format investigated, without any additional equalization stage at the receiver
side. The successful IFoF transmission of a 128 QAM modulated IF carrier over a 25-km
optical link corresponds to a spectral efficiency 5.83 b/s/Hz for the A-RoF link. EVM
measurements for set of M-QAM and M-PSK schemes are presented in Table 1 and the
respective constellation diagrams after detection and demodulation are also shown in Figure
11. Moreover, the reported results indicate that an identical EVM penalty of less than 2.7%
was introduced by the fiber part for all the modulation types. This result implies that the IFoF
transmission can be resilient to fiber channel impairments supporting more complex
modulation types without any significant quality distortion.

Table 1. EVM measurements for different modulation formats at 1 GBaud

IF: SGHz EVM rms (%)
EVM Req.
Modulation Back-to-back 25km (%) [2.94]
format
QPSK 1.68 4.37 17.5
8-PSK 1.78 4.52 N/A
16-QAM 2.16 4.62 12.5
64-QAM 2.19 4.84 8
128-QAM 2.29 4.90 N/A
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Figure 11. Constellation diagrams of the received signals at different modulation schemes after transmission over 25 km
SMF.

Table 2 summarizes the measured EVM values for different symbol rates. It can be observed
that for symbol rate variations between 500 Mbd to 1.25 Gbd, the EVM is slightly increasing
from 2.66% to 5.50%, after 25 km transmission. Through this result a good agreement
between the theory and experiment is appeared since the fiber CD introduces severe distortion
for wideband signals [2.93]. Nevertheless, the measured EVM values are well below the EVM
threshold for a QPSK modulated signal as specified by 3GPP. The respective constellation
diagrams of the received signals at 25 km length are also depicted in Figure 12. This result
reveals a strong scalability potential of further increase the transmission rate of a single IF-
modulated band.

Table 2. EVM measurements for different symbol rates for a QPSK signal

IF: SGHz / QPSK EVM rms (%) EVM Regq.
Symbol Rate Back-to-back (%) [2.94]
500 MBd 1.45 2.66
750 MBd 1.64 3.24
1 GBd 1.70 4.37 17
1.25 GBd 1.74 5.50

67



® ® & ©
500 Mbd 1.25 Gbd

Figure 12. Constellation diagrams of the received signals for different baud rates after transmission over 25 km SMF.

The next evaluation step involves the increase of the overall bandwidth utilization for the
proposed A-RoF concept by introducing a digitally generated SCM signal to extend the
operating bandwidth of the single carrier approach which was discussed in the previous
section.

Exploiting once more the DSP capabilities on generation of complex waveforms, four
different subcarriers have been digitally synthesized, before feeding a single DAC channel in
order to generate the desired multiband radio signal. The 4 sub-bands were assigned at 0.625
GHz, 1.875 GHz, 3.125 GHz and 4.375 GHz center frequencies (around 2.5 GHz) and each
of them was modulated at 1 Gbd symbol rate, pulse-shaped with a root raised cosine filter (a
= (.2), utilizing thereby a total 5 GHz bandwidth. Figure 13(a) shows that in the case of back-
to-back measurement, all sub-bands have almost the same performance and the modulation
type does not affect the measured EVM values. After transmission over the 25 km fiber link,
the effect of dispersion-induced power fading is evident, since the higher frequency
components suffer from severe distortion compared to lower ones. The use of a higher order
modulation format slightly increases the EVM value. With EVM values below 9%, all QPSK,
16 QAM and 64-QAM schemes achieve accepted performance in all the allocated spectrum
bands [2.94]. With a 64 QAM scheme an overall capacity of 24 Gb/s is achieved.

To further extend the above SCM approach, a 6 band SCM signal was generated by exploiting
the high bandwidth DAC provided by the AWG. A total bandwidth of 7.2 GHz with a center
IF carrier at 3.6 GHz was achieved. In this case, the sub-carriers’ center frequencies were
selected to be 0.6 GHz, 1.8 GHz, 3 GHz, 4.2 GHz, 5.4 GHz and 6.6 GHz while each of them
was modulated with a QPSK at 1 Gbd. The performance was evaluated after 7 km and 25 km
of fiber transmission and this set of measurements is depicted in the plots of Figure 13(b). As
in the case of 4 bands, the first 3 subcarriers exhibit similar performance, while the bands
located at higher frequencies result in higher EVM values. Such performance degradation for
the 2 higher frequency bands can be explained, considering the RF plan for Subcarrier
Multiplexing scheme as described in [2.95] and taking into account the severe distortion due
to nonlinear Intermodulation effects [2.96]. The impact of dispersion is evident after 25 km
transmission but not in the case of 7 km as it was originally expected. Higher frequency
carriers would be needed to observe the effect of dispersion in a shorter fiber link, like this of
7km.
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Comparing the EVM performance between the single band and multiple band IFoF

transmission, it is evident that the signal distortion is increased for increased number of radio
bands as it is expected. Moving towards wide-band, multi carrier approaches, the analog
photonic links suffer from cross modulation distortion (XMD) which introduces severe
distortion in the modulated in-band of each signal [2.96].
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Figure 13. EVM measurements for each sub-band of the SCM A-RoF link (a) 4-bands, Constellation diagrams for 64-QAM
after 25km, (b) 6-bands, Constellation diagrams for QPSK after 25km.
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Combining the proposed A-RoF IM/DD optical fronthaul topology with commercial V-band
radio hardware (operated at 57-64 GHz unlicensed band), indoor wireless measurements
using directional antenna elements were performed.

Figure 14 illustrates the experimental setups employed for both UL/DL scenarios. For the DL
operation (Figure 14(a)) the signal after the transmission through the A-RoF link was received
by a photoreceiver (Avalance Photodiode (APD) Transimpedance Amplifier (TIA)). This IF
modulated output is fed into a mmWave upconverter connected to a V band directional
antenna (Tx-antenna). The V-band converter had a nominal noise figure of 8 dB at maximum
gain. Standard pyramidal gain horn V-band antennas of 23 dBi gain and 10° beamwidth were
employed. The signal received by an identical antenna located in a 5 m horizontal distance
from the Tx-antenna. The antennas, together with the up- and downconversion units, were
mounted on wooden tripods and kept fixed at a height of 1.4 m above the floor. We evaluated
the Fiber-Wireless (Fi-Wi) link on the receiver side by capturing the modulated data on a real
time oscilloscope. Since none of the antennas perform equalization or any baseband
processing, the response of the mmWave components (e.g. local oscillators, mixers, filters,
waveguides) was evaluated using the DSP platform at the Rx antenna.

For the UL operation (Figure 14(b)), the IF modulated signal feeds directly the Tx-antenna
frontend, while the Rx-antenna is used as the driving signal for the MZM of the A-RoF link.
The now reversed Wireless/Fiber link (along with the passive and active electronic
components) is evaluated at the output of the A-RoF link where the photoreceiver provides
the input to the Digital Oscilloscope for offline processing.
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Figure 14. Experimental Setup of the Analog RoF/mmWave link. (a) Downlink direction, (b) Uplink direction.

In both cases, after the digitization of the received signals, digital down-conversion from the
IF frequency to baseband was performed. There, matched filtering, resampling and proper
timing synchronization were applied in order to extract a single-sample per symbol sequence.
For the equalization stage, a static 5-tap Radius Directed Constant Modulus Algorithm
(CMA) algorithm was employed for off-line equalization of both fading effects stemming
from both fiber-air transmission and to remove the frequency response from mmWave
components. Finally, a carrier phase recovery stage compensated for the phase noise due to
local oscillators’ mismatches. Statistical constellation analysis and error counting was
employed for estimating and measuring the transmission quality.

In this experiment Single-Carrier QPSK and 16 QAM at 1 Gbd symbol rate were employed
as modulated radio signals. A root-raised-cosine pulse shaping filter with 20% excess
bandwidth resulted in a total 1.2 GHz to be transmitted through the fiber/wireless link. In
Figure 15 we present an EVM bar diagram for both uplink and downlink operation using the
above modulation types. Two different test cases were investigated by introducing the long
fiber part of 25 km. The reported results reveal that the combined fiber/wireless link (25 km
fiber and 5 m air-transmission) achieve accepted performance in terms of EVM as specified
by the 3GPP specification. A fair direct comparison between the UL/DL cases should not,
however, be considered from the above results since both cases were investigated by keeping
constant the setup parameters (Electro-optic modulator, RF amplifiers, optical and RF power
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levels). Under realistic conditions, both cases would be implemented by using dedicated opto-
electronic parts for each case (UL/DL) being properly configured at optimum points.
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Figure 15. (a) EVM bar-diagram measurements for A-RoF/mmWave transmission in uplink and downlink directions (b)
Constellation diagrams for QPSK and 16-QAM after Rx-side DSP.

Concluding, a DSP-assisted A-RoF/V-band topology was experimentally validated and
reported in [2.97] and in [2.98], offering the generation and transmission of broadband radio
signals capable of supporting the targeted specifications for 5G-era. Single Carrier and Digital
Subcarrier multiplexed signals with high order modulation formats (M-PSK and M-QAM)
have been examined for increasing the overall capacity of the fronthaul link, exhibiting robust
performance for fiber distances up to 25 km. The optical transport of multiband radio signal
carrying up to 24 Gb/s (using 64 QAM signals) was experimentally demonstrated showing
EVM values below 9%.

Radio devices operating at V-band connected to the A-RoF link and an evaluation of the
complete fiber/wireless channel has been performed for both UL/DL cases. Demodulation
and detection of the radio signals has been achieved utilizing standard DSP only after the
fiber/wireless transmission without any processing units at the antenna subsystems. Single
carrier schemes at 1 Gbd using QPSK and 16 QAM formats were detected and demodulating
utilizing receiver-side DSP. The fiber-wireless transmission of 4 Gb/s was successfully
demonstrated for both UL/DL cases using 16 QAM schemes exhibiting EVM below the 14%
requirements for systems operating at the region of the mmWave regime.
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CHAPTER 3.

Modulation and signal processing techniques, in
support of Analog Fiber/Fiber-Wireless transport
transmission

The following paragraphs delve into the realm of modulation and signal processing techniques
crucial for supporting Analog Fiber/Fiber-Wireless transport transmission. Within this
chapter, a comprehensive exploration of modulation techniques in mobile communication
systems is provided. Here, a nuanced understanding of digital modulation schemes and
OFDM modulation unfolds, unraveling the fundamental principles that underpin effective
signal modulation in mobile communication contexts. Then, the focus shifts to multi-carrier
candidates for 5G and beyond in mobile communication, delving into the array of candidates
that hold promise for the evolving landscape of mobile communication systems. Moreover, a
detailed examination of the description of DSP algorithms' implementation for the processing
of CP-OFDM waveforms is provided, shedding light on the sophisticated algorithms integral
to the effective processing of CP-OFDM waveforms in the context of analog fiber and fiber-
wireless transport transmission. This chapter serves as a pivotal juncture in the dissertation,
offering a profound understanding of the modulation and signal processing intricacies
essential for advancing analog transport within fiber and fiber-wireless frameworks and
concludes with the report of initial experimental testing and results, that validate the
functionality and potential of the implemented DSP platform.

3.1. Modulation techniques in mobile communication systems.

To support current mobile communications, there are two main types of communication
techniques: single-carrier modulations and multicarrier modulations. Single-carrier
modulation systems use a single signal frequency to transmit data symbols, while multicarrier
modulation systems divide the frequency channel into numerous subcarriers. The high-rate
data stream is then split into multiple low-rate streams, which are transmitted in parallel on
the subcarriers.

Single-carrier modulation techniques have been widely used in many wireless communication
systems, including conventional 1G, 2G, 3G, and the uplink of 4G deployments. Compared
to multicarrier modulation, single-carrier modulations have several advantages. First of all,
they have very low peak-to-average power ratio (PAPR), which is beneficial for the stability
of systems and the adoption of low-cost devices in the design of wireless communication
systems. Moreover, single-carrier modulation systems are less sensitive to frequency shift and
phase noise, making it easier for time and frequency synchronizations in wireless
communication systems, especially for point-to-point communication systems. Therefore,
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single-carrier modulations are still employed in 4G standards, such as SC-FDMA, which is
the key technique of the uplink in the long-term evolution (LTE) standard. SC-FDMA uses
N-point discrete Fourier transform (DFT) and M-point (N < M) inverse discrete Fourier
transform (IDFT) modules at the transmitter, resulting in low PAPR of the transmitted signal.
Additionally, the insertion of cyclic prefix (CP) allows for channel equalization in the
frequency domain, so that simple single-tap equalizers can be employed for channel
equalization [3.1].

However, when compared to multicarrier modulations, single-carrier modulations exhibit less
effectiveness in dealing with multipath fading channels, leading to reduced spectral
efficiency. As technology progresses, wireless communication systems are evolving towards
greater broadband capabilities. For instance, the current LTE operates within a 20 MHz
broadband region, while 5G and beyond wireless communication systems occupy 800 MHz
or even more [3.2]. The expansion of bandwidths in single-carrier modulation systems causes
symbol intervals to decrease, thereby increasing their vulnerability to the effects of multipath
fading channels. This susceptibility exposes single-carrier modulation systems to inter-
symbol interference (ISI), which can only be addressed through the utilization of intricate
multitap equalizers. Consequently, this introduces higher complexity and cost to the system.

Multicarrier modulation systems are gaining increasing interest because of their capability to
overcome the challenges posed by multipath fading channels. Among these systems, OFDM
stands as the most renowned and established multicarrier modulation system. Although the
concept of OFDM was initially introduced in 1966, its commercial implementation was
delayed until the 1980s due to hardware limitations. Subsequently, OFDM found extensive
applications across various communication systems, including digital audio broadcasting
[3.2], digital video broadcasting [3.4], asymmetric digital subscriber line, and wireless local
area network systems [3.5],[3.6]. Currently, OFDM stands as the key technique for downlink
transmission in the LTE standard [3.7],[3.8].

Multicarrier modulation techniques divide the entire frequency range into multiple subcarriers
and transmit a high-rate data stream by distributing it among these subcarriers as several low-
rate data streams in parallel. This parallel transmission in multicarrier modulation systems
leads to longer symbol intervals compared to single-carrier modulation systems. As a
consequence, multicarrier modulation systems exhibit improved resilience against the inter-
symbol interference (ISI) effect when compared to single-carrier modulation systems. For
example, in OFDM systems, a simple single-tap frequency-domain equalizer can be
employed with the assistance of a cyclic prefix, resulting in a cost-effective receiver design.
However, multicarrier modulation systems face various technical challenges [3.9], which will
be detailly discussed in the following paragraphs, but can be summarized as follows:

e High PAPR:

The issue of high Peak-to-Average Power Ratio (PAPR) poses a challenge for all
multicarrier modulation systems, impacting both the implementation of transmitters and
the overall performance of the system. In multicarrier modulation, the signal consists of
multiple independent subcarrier signals. When these subcarriers exhibit similar phases,
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the signal, with its similar initial phase, modulates each subcarrier signal, resulting in a
high peak power level at specific instances. However, power amplifiers have a limited
linear range, which introduces nonlinear distortion when amplifying signals with high
power levels. This distortion significantly degrades the overall system performance. Due
to this limitation, multicarrier modulations are employed only in the downlink of LTE,
while single-carrier modulations are used for the uplink. This decision is made to mitigate
the detrimental effects of high PAPR on system performance and ensure optimal signal
transmission.

e Time and frequency synchronizations:

Time and frequency synchronization play a crucial role in wireless communication.
Multicarrier modulation signals have longer intervals compared to single-carrier signals,
which makes them less susceptible to time synchronization errors when compared to
single-carrier modulations. However, due to the division of the frequency band into
multiple subcarriers in multicarrier modulation systems, each subcarrier occupies a
narrow frequency range that is susceptible to frequency deviations. As a result,
multicarrier modulation systems are more sensitive to frequency synchronization errors
when compared to single-carrier modulations. In the case of OFDM systems, even small
frequency shifts can lead to significant frequency synchronization errors and cause
intercarrier interference (ICI), which severely degrades the system's performance.

e Channel estimation and detection:

Wireless channel conditions have a significant impact on the performance of wireless
communication systems, making channel estimation and equalization crucial aspects.
Channel estimation techniques can be categorized into two main types: blind and non-
blind channel estimations. Blind channel estimations do not rely on training sequences
and offer the potential for achieving high spectral efficiency. However, they often suffer
from drawbacks such as limited estimation accuracy, high computational complexity, and
restricted flexibility. As a result, blind channel estimations are not suitable for real-time
systems that require accurate and efficient estimation. On the other hand, non-blind
channel estimations employ training sequences to achieve improved estimation accuracy
and flexibility. These techniques can be utilized in real-time systems. However, the
utilization of training sequences consumes valuable time-frequency resources and leads
to a reduction in spectral efficiency. Therefore, it is crucial for wireless communication
systems to achieve better performance while minimizing the use of training sequences.
This entails finding a balance between accurate estimation and efficient utilization of
system resources.

e MIMO:

The integration of MIMO (Multiple Input Multiple Output) with multicarrier modulations
has garnered recognition as a crucial technique initially in 4G standards due to its
remarkable capability to enhance channel capacity. As a result, the combination of MIMO

83



and multicarrier modulations is widely anticipated to hold substantial potential in the field
of wireless communications.

Despite the implementation challenges it presents, multicarrier modulations are regarded as a
pivotal technology for future wireless communication systems. In the realm of 4G standards,
OFDM has already been adopted as the downlink technique. However, the issue of high
spectral sidelobes is becoming increasingly problematic as spectrum resources grow scarce.
Spectrum sensing in cognitive radio systems also poses significant challenges. While OFDM
is considered a potential candidate for multicarrier-based cognitive radio systems due to its
utilization of the fast Fourier transform (FFT) for spectral analysis and
modulation/demodulation, it has limitations in this particular context. For instance, mitigating
mutual interference between primary and secondary users requires sacrificing transmission
bandwidth. Furthermore, the FFT operation fails to meet the dynamic range requirements for
detecting spectrum holes. Therefore, exploring alternative methods for multicarrier
processing is necessary to overcome the limitations associated with the FFT operation in
OFDM. This exploration is essential for advancing the field and finding innovative solutions
to enhance the effectiveness of multicarrier modulations in cognitive radio systems. In the
following subsections, the generation methods and parameters of both single- and multi- band
modulation formats will be discussed.

3.1.1 Digital Modulation schemes

In both single and multi-carrier modulation techniques, an essential step is the digital
encoding of the bit-based information to complex symbols. The primary objective of modern
modulation techniques is to maximize the utilization of the available spectrum by
accommodating a significant amount of data within a limited bandwidth. This objective,
commonly referred to as spectral efficiency, quantifies the speed at which data can be
transmitted within a given bandwidth. Common digital modulation techniques include
amplitude-shift keying (ASK), frequency-shift keying (FSK), phase-shift keying (PSK), and
Quadrature Amplitude Modulation (QAM). The above methods rely on the use of the
Amplitude, Frequency or/ and Phase characteristics of a sinusoidal for data transmission.

The current section will focus mostly on QAM, which is the digital modulation technique that
combines phase and amplitude control. Quadrature amplitude modulation (QAM) involves
the utilization of two digital baseband signals that are mutually independent. These signals
are then used to modulate two carrier signals that possess identical frequency and are mutually
orthogonal. The resulting modulated signals, being orthogonal within the same bandwidth,
enable the attainment of parallel transmission of digital signals in both phase and quadrature
[3.10]. The general expression of the QAM signal is:

Swgan (8) = ) Ang(t = nT)cos (et + 6,)
n
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In this formula, A, is the amplitude of the baseband signal, g(t - nTs) is the waveform of a
single baseband signal, and the width is Ts.

Constellation diagrams serve as visual representations of the quality and distortion of a digital
signal. In real-world scenarios, it can be challenging to distinguish and pinpoint individual
modulation errors within these diagrams. Hence, it is advisable to assess the measured
constellation diagrams utilizing mathematical and statistical techniques to ensure accurate
evaluation. Figure 16 shows some indicative examples of QAM constellation diagrams.
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Figure 16. Indicative constellation diagrams for 4/16/32/64/256-QAM modulation formats.

The key parameters for the evaluation of QAM modulated transmission, based on the
retrieved constellation diagrams are: (a) peak-to-average power ratio y, (b) minimum
Euclidean distance between constellations dmin, and minimum phase offset Omin. The
minimum Euclidean distance, denoted as dmin, represents the smallest distance between points
on the QAM signal constellation. This parameter quantifies the QAM signal's resistance to
Gaussian noise, where a larger dmin indicates better protection against such noise. Therefore,
dmin directly influences the performance against anti-Gaussian white noise. The minimum
phase shift, denoted as Omin, represents the smallest phase difference between signal points on
the standard QAM constellation. This parameter indicates the QAM signal's ability to resist
anti-phase jitter and its sensitivity to clock recovery accuracy. A larger Omin implies greater
resistance and stronger anti-phase jitter capability.

Finally, for a QAM signal to exhibit satisfactory performance, its constellation diagram must
fulfill three requirements:
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e The signal should have a small peak-to-average ratio, ensuring a smoother envelope
for the modulated signal. This characteristic enhances the signal's resistance to
nonlinear distortion.

e The minimum Euclidean distance between signal points should be maximized to
achieve optimal performance against additive white Gaussian noise.

e The minimum phase offset between constellation points should be maximized to
improve the signal's ability to counteract phase jitter. This includes mitigating effects
of clock jitter and anti-channel phase jitter, thereby enhancing timing recovery
performance.

In summary, a high-performing QAM signal should possess a low peak-to-average ratio, a
large minimum Euclidean distance between points, and a substantial minimum phase offset
between constellation points.

3.1.2 OFDM Modulation

With the establishment of modern communication systems, OFDM modulation, which has
been around for several decades, has transitioned from being theoretical concepts in textbooks
and research labs to practical applications. These techniques are now extensively utilized in
data delivery systems across various platforms, including phone lines, digital radio and
television, and wireless networking systems. In the current section, OFDM modulation
technique will be presented as a special case of FDM multiplexing.

Frequency division multiplexing (FDM) enhances the concept of single carrier modulation by
dividing a single channel into multiple subcarriers. The available data rate for transmission in
the channel is allocated among these subcarriers. The distribution of data across the
subcarriers does not have to be uniform, nor do the data streams need to originate from the
same source. This approach offers several advantages, such as the ability to employ dedicated
modulation and demodulation techniques tailored to specific types of data. It also facilitates
the simultaneous transmission of diverse data sets that may require different modulation
schemes for optimal delivery. In FDM systems, it is common to insert a guard band between
modulated subcarriers to ensure that the spectrum of one subcarrier does not interfere with
another. While this guard band helps maintain signal integrity, it results in a reduced effective
information rate compared to a single carrier system employing similar modulation [3.11].

If the aforementioned FDM system had the capability to utilize a set of orthogonal subcarriers,
it could have achieved a higher level of spectral efficiency. In this scenario, the need for guard
bands, which are essential in enabling individual demodulation of subcarriers in a typical
FDM system, would no longer be necessary. By employing orthogonal subcarriers, their
spectra could overlap, resulting in an increased spectral efficiency. As long as orthogonality
is preserved, it remains possible to recover the signals of individual subcarriers, even when
their spectra overlap.
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When the dot product of two deterministic signals is zero, it indicates that these signals are
orthogonal to each other. Orthogonality can also be understood in the context of stochastic
processes. If two random processes are uncorrelated, they are considered orthogonal.
Considering the random nature of signals in a communication system, this probabilistic
understanding of orthogonality provides an intuitive grasp of its implications in OFDM. In
this article, we will explore how OFDM is practically implemented using the Discrete Fourier
Transform (DFT). As per signals and systems theory, the sinusoids of the DFT form an
orthogonal basis set, allowing a signal in the DFT vector space to be represented as a linear
combination of these orthogonal sinusoids. The DFT can be viewed as correlating the input
signal with each of the basis sinusoidal functions. When an input signal carries energy at a
particular frequency, the correlation with the corresponding basis sinusoid exhibits a peak. At
the OFDM transmitter, this transform is employed to map the input signal onto a set of
orthogonal subcarriers, which are the orthogonal basis functions derived from the DFT.
Similarly, the transform is used at the OFDM receiver to process the received subcarriers, and
the signals from these subcarriers are combined to estimate the source signal from the
transmitter. The orthogonal and uncorrelated nature of the subcarriers plays a crucial role in
OFDM, vyielding powerful outcomes. Due to the uncorrelated nature of the DFT basis
functions, the correlation performed for a specific subcarrier only captures energy from that
corresponding subcarrier. Energy from other subcarriers, being uncorrelated, does not
contribute. This segregation of signal energy allows the spectra of OFDM subcarriers to
overlap without causing interference.

Figure 17. Spectral representation of the orthogonal subcarrier multiplexing in an OFDM signal.

Figure 17 illustrates a simplified spectral representation of the orthogonal subcarrier
multiplexing in an OFDM signal. Although such systems have been constructed, their
practicality diminishes rapidly as the number of subcarriers increases. Each subcarrier carries
one bit of information (N bits in total) based on its presence or absence in the output spectrum.
The frequencies of the subcarriers are carefully chosen to create an orthogonal set of signals,
and these frequencies are known to the receiver. It is important to note that the output is
updated at regular intervals T, which defines the symbol period and serves as the temporal
boundary for maintaining orthogonality. In the frequency domain, the side lobes of the
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resulting sinusoidal functions produce overlapping spectra. However, the individual peaks of
the sub-bands align perfectly with the zero crossings of the other sub-bands. This overlap of
spectral energy does not hinder the system's ability to recover the original signal. At the
receiver, the incoming signal is multiplied (i.e., correlated) with the known set of sinusoids to
regenerate the original set of transmitted bits. The digital implementation of an OFDM system
enhances these fundamental principles, and further advancements can be made.

The concept behind analog implementation of OFDM can be extended to the digital realm
through the utilization of the DFT and its inverse, the inverse Discrete Fourier Transform
(IDFT). These mathematical operations are widely employed to convert data between the
time-domain and frequency-domain. In the context of OFDM, these transforms are
particularly relevant as they enable data mapping onto orthogonal subcarriers. For instance,
IDFT is employed to convert frequency-domain data into time-domain data. To carry out this
operation, the IDFT correlates the frequency-domain input data with its orthogonal basis
functions, which are sinusoids at specific frequencies. This correlation process can be seen as
mapping the input data onto the sinusoidal basis functions.

In practical implementations, OFDM systems utilize a combination of Fast Fourier Transform
(FFT) and inverse Fast Fourier Transform (IFFT) blocks, which are mathematically
equivalent to the DFT and IDFT, respectively, but more efficient for implementation. In an
OFDM system, the source symbols (e.g., QPSK or QAM symbols that would be present in a
single carrier system) are treated as if they are in the frequency domain at the transmitter.
These symbols serve as inputs to an IFFT block, which brings the signal into the time domain.
The IFFT block processes N symbols at a time, where N represents the number of subcarriers
in the system. Each of these N input symbols has a symbol period of T seconds. It is important
to note that the basis functions for an IFFT are N orthogonal sinusoids, with each sinusoid
having a different frequency. The lowest frequency corresponds to DC. Each input symbol
acts as a complex weight for the corresponding sinusoidal basis function. As the input
symbols are complex, their values determine both the amplitude and phase of the sinusoid for
the respective subcarrier. The output of the IFFT is the summation of all N sinusoids,
providing a straightforward means to modulate data onto N orthogonal subcarriers. The block
of N output samples from the IFFT constitutes a single OFDM symbol. The length of the
OFDM symbol is NT, where T refers to the IFFT input symbol period mentioned earlier.

After undergoing additional processing, the time-domain signal resulting from the IFFT is
transmitted through the channel. At the receiver, an FFT block is employed to process the
received signal and convert it back into the frequency domain. Ideally, the FFT output should
represent the original symbols that were initially sent to the IFFT at the transmitter. When
these FFT output samples are plotted on the complex plane, they form a constellation, such
as a 16-QAM constellation. However, the time-domain signal does not possess a constellation
representation. When plotted on the complex plane, the time-domain signal appears as a
scatter plot without a defined pattern. Consequently, any receiver processing that relies on the
concept of a constellation, such as symbol slicing, must take place in the frequency domain.

In most wireless systems, a significant issue arises from the presence of a multipath channel.
In such an environment, the transmitted signal reflects off multiple objects, leading to the
reception of several delayed versions of the signal at the receiver. This multipath effect causes
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distortion in the received signal. Similar problems can also occur in wired systems due to
reflections caused by impedance mismatches in the transmission line.

The presence of a multipath channel poses two challenges for an OFDM system. The first
challenge is intersymbol interference, which occurs when the received OFDM symbol is
distorted by the previously transmitted symbol. This interference is akin to intersymbol
interference observed in single-carrier systems. However, in single-carrier systems, the
interference typically results from multiple previous symbols, whereas in OFDM systems, the
interference is predominantly caused by the preceding symbol alone. This distinction arises
due to the longer symbol period in OFDM systems compared to the time span of the channel.
The second challenge, specific to multicarrier systems like OFDM, is referred to as
intrasymbol Interference. This interference arises from the interaction among subcarriers
within a given OFDM symbol.

e Intersymbol interference:

Let's consider the scenario where the time span of the channel is Lc samples in length. In
contrast to a single carrier system with a data rate of R symbols per second, an OFDM
system employs N subcarriers, each operating at a data rate of R/N symbols per second.
This reduction in data rate by a factor of N causes the OFDM symbol period to increase
by a factor of N. By appropriately selecting the value of N, the length of the OFDM symbol
becomes greater than the time span of the channel. Consequently, the effect of intersymbol
interference manifests as distortion in the first Lc samples of the received OFDM symbol.
Given that only the initial few samples of the symbol experience distortion, one can
consider incorporating a guard interval to mitigate the impact of intersymbol interference.
This guard interval can be a segment of all zero samples transmitted preceding each
OFDM symbol. Since it does not contain any useful information, the guard interval can
be discarded at the receiver. If the length of the guard interval is appropriately chosen to
be longer than the time span of the channel, the integrity of the OFDM symbol itself will
remain intact. Thus, by eliminating the guard interval, the effects of intersymbol
interference can be effectively mitigated.

e Intrasymbol interference:

Practical systems do not utilize a guard interval as it does not effectively prevent
intrasymbol interference, which is the type of interference where an OFDM symbol
interferes with itself. Instead, the solution to mitigating intrasymbol interference involves
a discrete-time property. In continuous-time, a convolution in the time domain
corresponds to a multiplication in the frequency domain. However, in discrete-time, this
property holds true only if the signals are of infinite length or if at least one of the signals
is periodic within the range of convolution. Having an infinite-length OFDM symbol is
impractical, but it is possible to make the OFDM symbol exhibit a periodic nature. To
achieve this periodicity, the guard interval is replaced with a cyclic prefix, which is a
replica of the last Lp samples of the OFDM symbol. The length of the cyclic prefix,
denoted as Lp, is chosen to be greater than the length of the channel, Lc. The cyclic prefix
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is redundant information and is discarded at the receiver. Similar to the guard interval,
removing the cyclic prefix eliminates the effects of intersymbol interference. Furthermore,
due to the specific construction of the cyclic prefix, the cyclically-extended OFDM
symbol appears periodic when convolved with the channel. An important consequence of
this approach is that the effect of the channel on the OFDM symbol becomes
multiplicative rather than convolutive.

3.2. Multi-carrier candidates for 5G and beyond mobile
communication.

OFDM format, which has been extensively discussed in the previous sections, is the most
prominent multi-carrier modulation case and has been adopted in the deployed LTE mobile
networks, while different flavors of this modulation technique have been adopted or are
considered for 5G and beyond deployments. A typical example is the OFDMA (Orthogonal
Frequency-Division Multiple Access) technology, which is used in the air interface stage of
5G New Radio (5G NR), allowing mobile connectivity. Specifically, OFDMA is a variant of
OFDM designed to accommodate multiple users simultaneously. It efficiently allocates
resources in both the time and frequency domains, enabling support for numerous users,
including those with diverse usage patterns and data demands. In contrast, traditional OFDM
can only allocate resources sequentially, limiting its multi-user capabilities. As a step forward,
a series of alternative, beyond-OFDM multicarrier waveforms have emerged during the past
years, serving as radio interfaces in the 5G and beyond era. The most prominent of these
OFDM-like candidates have been considered within the presented work and a comparative
study was performed prior to the identification of the waveform that was adopted for further
experimental studies. This study was based on the extraction of system-level specifications
from different use cases and network scenarios targeted in the 5SG and beyond era. The most
remarkable alternative multi-carrier approaches, which attempt to overcome CP-OFDM
limitations, are using band-pass or pulse-shaping modulation filters and are the following:
Filter Bank Multi-Carrier (FBMC), Universal Filtered Multi-Carrier (UFMC), and
Generalized Frequency Division Multiplexing (GFDM).

The main difference between the FBMC and the CP-OFDM is the filtering operation applied
for each sub-carrier. The spectrum profile of a single subcarrier for each one of these to
formats is shown in Figure 18. Such operation significantly reduces the power of the side-
lobes while the tolerance to ICI and ACI is improved. The PAPR is still high, but it appears
less effective on the side-lobes. Moreover, the use of filters eliminates the need for cyclic
prefix. The weak points of FBMC are the complexity of the required filters (number of taps
~ 4*FFT size), which scales up the implementation complexity and the latency budget.
Furthermore, the ramp-up and down of the filters reduces the bandwidth efficiency, since
filtered sub-carriers cannot be located as closely as in the case of CP-OFDM sub-carriers.
FBMC uses Offset-QAM formats, which makes it sensitive to frequency synchronization
errors and makes handling of MIMO difficult, as the synchronization of multiple users can be
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damaged both by frequency shifts and by failures in the synchronization of the I and Q
components of the Offset-QAM symbols. Finally, FBMC is not recommended for
transmission of small packets, which require short transmission time intervals. In contrast to
this, the ramps at the edges of the filters are long, increasing also the latency of the
system[3.12], [3.13].

OFDM Modulation FBMC Modulation
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Figure 18. PSD of a single carrier in standard OF DM and FBMC modulation formats.

UFMC seems to be a strong candidate as a multicarrier waveform in 5G implementations.
The main difference between FBMC and UFMC is that, for the latter, the filtering is applied
on a group of sub-carriers, as shown in Figure 19, which depicts a UFMC modulation example
with of 10 sub-bands, each including 20 subcarriers. As a result, it fairly suppresses the side-
lobes, without achieving the performance of FBMC, though. The ramp-up and down of non-
rectangular windowing in time imposes zero-padding between successive symbols, which is
much shorter than the cyclic prefix of CP-OFDM. The structure of the UFMC waveform
presents similarities with the structure of CP-OFDM with practically the same
implementation complexity. UFMC waveform is conducive to small packets and is
recommended for applications where MIMO transmission is required. Nevertheless, UFMC
is not as robust as CP-OFDM against ISI and is prone to synchronization failures which may
lead to ICI, since the subcarriers may not be perfectly synchronized. The side-lobes of UFMC
are also suppressed but without achieving the low power of the side-lobes of the FBMC
waveform [3.12][3.14].
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Figure 19. PSD of UFMC format consisting of 10 sub-bands with 20 subcarriers each.

The last post-OFDM waveform that has been investigated in the literature is GFDM, which
can be considered as a block-oriented filtered multi-carrier waveform. The transmission block
consists of a set of symbols in time which corresponds to a respective set of sub-carriers. A
pulse-shaping filter is applied to each subcarrier while the subcarriers do not have to be
orthogonal, hence the name of the waveform. The PSD of an indicative GFDM modulation
example is presented in Figure 20. A cyclic prefix is added between subsequent blocks.
GFDM reduces the power of the side-lobes, just like FBMC and UFMC. The GFDM
implementation complexity is very low, and the waveform is quite robust to synchronization
failures and can be used to achieve MIMO transmission with relatively low complexity.
GFDM has flexible design and is appropriate for small packet transmission. Big block
transmission is not recommended though, since the whole block has to be received and in turn
demodulated. Although GFDM is robust to ISI and ICI distortion, the non-orthogonal
condition within its structure makes this waveform vulnerable to transmission impairments
and the ramp-up and down of the filters [3.13],[3.15].

Spectrum of
Left channel GFDM Right channel
gains gains
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Figure 20. PSD of a GFDM modulation example.
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In the table below, the strong and weak points of the discussed multicarrier waveforms are
comparatively represented. The network profile corresponding to indicative 5G-related use-
case scenarios that are related to the density of the user equipment devices that concurrently
access the same RRU is also included so as to investigate the possible matching of the
different waveforms -for each case.

Table 3. Post-OF DM candidate waveforms comparison

Waveforms

(higher number indicates better Scenario/Use Case
performance)

Features

ISI tolerance wkk wkk wkk *k \/ \/ \/

ICI tolerance R ke * * v v
OoB . side-lobes % S o o

suppression

PAPR -> OioB side- N . o o

lobes power increase

frequency

synchronization errors ok * ** e v v
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CP/ZP (spectral % ek - o

efficiency decrease)

MIMO *% * *kk *kk V V V

implementation . % - Sesese v
complexity

flexibility and

possibility of small % * ok e v

packets transmission

The selection of proper multi-carrier waveform/waveforms, corresponding to the demands of
the targeted use case is important for achieving high performance. Thus, the correlation
between the pros and cons of the forenamed waveforms and the needs of the operation
scenarios should be considered. Although a more detailed description of the different use-
case parameters would be helpful in this direction, we can come to a few general assumptions,
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based on the information provided, till now. The most fundamental operation of all three use-
cases is Multiple-Input Multiple-Output (MIMO) transmission. The increase of the density of
antennas and users, though, scales up the system requirements. In the ultra-dense and the
hotspot area, channel impairments can be much more challenging to handle, leading to an
aggravation of ICI. The support of multiple users can be efficiently achieved by adjustment
of the transmitted packets to the individual conditions, resulting to the assumption that
flexibility and possibility of small packets transmission are crucial for the ultra-dense and
hotspot use cases. Especially for the hotspot area, the synchronization of the data received
from multiple points will be a challenge and contingent frequency synchronization failures
will have to be avoided. Finally, it should be taken into consideration that in cases with heavy
demands, like a hotspot area, the complexity of the signal generation should stress the
employed analog transceivers as little as possible.

Along with the candidate post-OFDM waveforms proposed for 5G cellular systems, an
approach to the features of such a multicarrier waveform is attempted. The duration of the
transmitted symbols is a crucial parameter for the system performance in wireless links.
Symbols with very small duration can be easily affected by multipath propagation, resulting
in ISI. ISI can be alleviated by the choice of symbols, a few times longer than the delay spread
(trms) of the channel [3.16]. The symbol duration, finally determines the number of sub-
carriers per band, as shown in (1), where Tsymbol refers to the symbol duration and dfc is the
spacing between subsequent sub-carriers.

1
Tsymbol = d_fc (1)

On the other hand, the use of spectrally narrow subcarriers, and thus long OFDM symbols,
can lead to phase noise related to frequency mismatches between the radio mixing units for
up-/down-conversion of the wirelessly propagated signal, which in high frequencies, included
the mmWaves can cause strong CFO to the received signals and severely impair the
transmission performance.

In the block diagrams below (Figure 21), indicative structures of a CP-OFDM and UFMC
transmitter and receiver are presented.
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Figure 21. Block diagrams of a CP-OFDM and UFMC transmitter and receiver.

3.3. Description of the DSP algorithms’ implementation for the
processing of CP-OFDM waveforms.

Among the various multi-carrier waveforms proposed for 5G implementations that have been
discussed in the previous paragraphs, the focus for the DSP algorithms’ implementation has
been put on the CP-OFDM format. The selection of this format was based on its compatibility
with LTE, low implementation complexity and suitability for multi-band transmission. The
implemented transmitter and receiver side block chains are shown in

Figure 22 and correspond to a complete processing functionalities’ portfolio supporting
single-band CP-OFDM signals generation and retrieval. An analysis of the main DSP
functions is provided in the following paragraphs.

Transmitter Side

Input To
DATA DAC
— QAM S/P IFFT P/S . CP. >
mapping insertion
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From
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p/s FET s/p Cp |, CFO | Timing _ADC
removal sync sync
Output . :
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. . — Equalization —* N e Synchronization blocks
estimation demapping )
Post- compensation blocks

Figure 22. Block diagrams of implemented transmitter and receiver DSP chain.
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e CP-OFDM generation and demodulation

The DSP blocks represented with red colour in Figure 22, are used for the generation and
demodulation of the CP-OFDM signals. Specifically, the operations of these blocks are the
modulation of the QAM symbols, their mapping to orthogonal sub-carriers and the CP
insertion/removal at the transmitter side and the corresponding operations at the receiver side.
The above processing steps can be supported by standard algorithms, thus the critical step for
the definition of the signal generation and demodulation DSP blocks is the selection of the
waveform dimensions and more specifically the FFT length, the size of the QAM
constellation and the CP length. The criteria leading to the definition of the FFT size, the CP
length and the M-QAM modulation format, are discussed below, where a methodology of
defining the CP-OFDM parameters will be followed. Table 1 summarizes the targeted
specifications for CP-OFDM waveforms.

The delay spread of the 5G femtocells is the first parameter to be determined. Some
experiments that have been carried out at outdoor, urban environment, at close range
(corresponding to femtocells radius), using directional antennas, imply that in case of Line-
of-Sight (LOS) propagation the delay spread is less 20 ns. In Non-LOS (NLOS) propagation
or adverse channel conditions the delay spread can at most be 50ns [33], [34]. In case of CP-
OFDM, to minimize the effect of channel impairments, it is recommended that the length of
the cyclic extension be approximately Tcp=4xtrms and the symbol duration be Tsymbol =
4,8,16 or 32xTcp [3.17]. In addition, the size of the QAM constellation deployed, plays a
major role for achieving high values of capacity. The main criterion that determines the
possibility of detecting and demodulating high order QAM formats (QPSK, 16-QAM or 64-
QAM), is the SNR of the received signal.

Table 4. Implemented waveforms’ specifications.

CP-OFDM Waveforms’ Specifications

Band-size 200MHz/400MHz
FFT length 256

Cp-length 32

M-QAM format Up to 16-QAM

To facilitate the DSP engine development, CP-OFDM signals were generated in MATLAB
and evaluated under various scenarios. These initials studies focused on the validation of these
initial generation/demodulation transceiver’s components proper functionality, as well the
assessment of their impact to signal quality, in simulation environment. Figure 23 shows the
generated CP-OFDM waveform. Figure 23(a) depicts the spectrum of the digitally generated
signal, while the constellations exhibited in Figure 23(b), correspond to an indicative carrier
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of the receiver-side 16-QAM modulated signal at the output of the FFT block. Through
MATLAB, Additive White Gaussian Noise (AWGN) was inserted to the signal to evaluate
the BER performance of the received signal versus SNR degradation, hence the possibility
for data recovery after the application of a FEC algorithm. Figure 23(b) depicts the effect of
the inserted AWGN to the points of the received constellations, for 40dB, 30dB, 20dB and
15dB SNR values. As expected, the SNR reduction results to deterioration of the constellation
quality. An important parameter that had to be defined was the minimum SNR value that
would allow successful signal demodulation. For this purpose, the EVM of the receiver side
constellations were measured, resulting to the EVM-SNR curve, depicted in Figure 23(d).
According to this curve, for successful 16-QAM transmission, the EVM limit of 11.5%, set
by 3GPP standards corresponds to SNR values of less than 15dB, for the specific CP-OFDM
waveform.

Finally, the calculated EVM values can be utilized for an estimation of the received BER,
leading to the BER curve depicted in Figure 23(d). For comparison purposes, the same
measurements were also performed for an f-OFDM signal with the same specifications as the
CP-OFDM signal, as this waveform can also be supported by the DSP toolbox that has been
implemented. The only difference between these two muti-carrier waveforms is that for the
generation of f-OFDM signals, the application of a low-pass filtering stage, after the insertion
of CP is required. There are two main filter categories met in the literature, the soft-truncated
sinc filters, including Hann and RRC window, and the equiripple filters based on the Remez
exchange algorithm [3.18]. Taking into account that equiripple filtered signals are prone to
ISI and the extended use of rrc filters, the latter was the filter of choice in 5GPhos. Since a
RRC filter is applied to the signal in the transmitter side, a symmetric RRC filter must also be
applied to the receiver side as well before the CP removal. For the current study an 28-tap
RRC filter was applied. As it can be seen in Figure 23(c), the insertion of the f-OFDM filter
enhances signal robustness. Taking into account the characteristics of the f~-OFDM signals
and the distortion generated by the RoF and the wireless link, proper selection of algorithms
for signal pre-distortion, synchronization and equalization can be performed.
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15dB SNR values, (c) BER curves for f~OFDM and CP-OF DM, and (d) EVM-SNR curve for CP-OFDM
signal.

e Timing and frequency synchronization

A major drawback of multi-carrier waveforms transmission is their susceptibility to
synchronization errors, both in time and frequency domain. Timing synchronization failures
refer to imperfect detection of the initial sample of an OFDM symbol, leading to applying the
FFT algorithm to a time window slightly shifted, hence including few samples of the previous
or the next OFDM symbol while missing few samples of the symbol to be processed.
Frequency synchronization failures, correspond to frequency shifts of sub-carriers caused by
misalignment between the RF frequencies of the local oscillators, described by the term
carrier frequency offsets (CFO), or by errors in the sampling frequencies of the transmitter
and receiver converters, called sampling frequency offsets (SFO). In all cases described
above, both ISI and ICI are introduced to the signal, resulting to severe, accumulating, signal
degradation, making it difficult for the next in chain DSP blocks to process the signal
effectively.
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The first processing step after signal reception is the time domain FFT window
synchronization (see Fig. 1). The operating principle of this block relies on identifying in the
received signal an expected time domain sequence or some form of repetition. For this
purpose, both a preamble and a Cyclic Prefix (CP) are used. The preamble is utilized by the
DSP algorithms dealing with synchronization issues and channel estimation and consists of
one or more well known to the receiver symbols. These symbols are transmitted before a
sequence of a specific number of data symbols and again before the next data sequence of the
same length. Thus, ADC sampling errors may affect only few data symbols, instead of
accumulating during the signal transmission and distorting the signal even more over time.
Moreover, preamble retransmission provides information about signal characteristics, such as
frequency offsets which are useful for frequency synchronization. The selected preamble for
the current work consists of 2 symbols, which can also be used for CFO compensation, as
described below. These two symbols are retransmitted before every 8 data symbols, forming
a frame of 10 symbols, similar to other wireless standards, such as LTE and 802.11.

To achieve timing synchronization, the first step is to track the preamble in the received signal.
This is done through a correlation algorithm being executed at the receiver side, which
compares the known preamble with successive windows of the received samples of length
equal to the preamble. The points, at which the correlation function becomes maximum,
correspond to the beginning of a 10 OFDM-symbols length frame, including the preamble.
To experimentally test the performance of this algorithm, an AWG was used to generate
multi-carrier frames while a Real-Time Scope served as a receiver. Figure 24(a) shows a
graphical representation of the obtained results for the correlation function. The fact that the
distance between two maximization points is equal to the length of an OFDM frame confirms
the algorithm’s proper operation.

The algorithm described above correctly indicates the beginning of the OFDM frames,
enabling a coarse calculation of the first sample position of each OFDM symbol. Nonetheless,
a slight misalignment of the FFT window can occur for few OFDM symbols when this method
is applied, leading to undesired ICI. As such, a “second stage” algorithm for detection of each
symbol is usually applied. The latter is based on the repetition of the CP, correlating sample
sequences of length equal to the CP length and distance equal to the FFT length minus the CP
length. The maximization of the correlation function indicates the detection of the initial
sample of the OFDM-symbol CP, and by extension the FFT window. Figure 24(b) depicts the
CP-based synchronization algorithm experimental results. The correlation function peaks
appear at a distance equal to the OFDM-symbols length, as originally expected, validating the
algorithm’s functionality.
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Figure 24. Preamble-based timing algorithm and (b) CP-based synchronization algorithm experimental
results.

Following timing synchronization, the correction of frequency shifts is the next step towards
OFDM signal synchronization. As previously mentioned, CFO result to severe signal
degradation and demand algorithmic treatment. Frequency offsets caused by the up- and
down-conversion frequency misalignment may lead to a frequency shift of the signal
spectrum and as such, to a misalignment of the receiver FFT taps with the received signal
sub-carriers. In addition, the orthogonality between the sub-carriers is lost and ICI occurs.
This frequency shift is constant over all the sub-carriers and increases linearly in the time-
domain. Thus, most methods aiming at CFO compensation are being applied in the time
domain. A widespread technique, which will also be used in the current DSP chain, is based
on the calculation of the phase difference between two successively transmitted identical
symbols, namely the Preamble symbols. An autocorrelation function is utilized for the
measurement of the phase offset between every transmitted sample of the first preamble
symbol and the corresponding sample of the second preamble symbol. An average of the
measured frequency shifts is calculated and applied to the received samples of the respective
OFDM frame. The corrective frequency offset is inserted to the signal, by means of a phase
rotation, linearly increasing over time.

For the evaluation of the previously described algorithm, the digitally modulated and up-
converted multicarrier waveform was extracted before digital-to-analog conversion by the
AWG and digitally down-converted and demodulated with the use of MATLAB. For the
down-conversion process, varying IF values, slightly shifted from the up-conversion
frequency, were used, leading to CFO. Figure 25 depicts the signal under the impact of CFO,
with and without the correction algorithm application, for a SMHz and 10MHz frequency
offset. It can be clearly seen in the figure that the use of the proposed algorithm has
significantly improved the received signals quality.
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e Tx pre-compensation and Rx equalization

Any transmission means can be considered a combination of two effects: the deterministic
response imposed by the channel and the random changes introduced by the noise. To
reconstruct the propagated signal, the receiver must be capable of reverting the channel
response and ideally minimizing the impacts of channel noise. This procedure, known as
equalization, is an essential step towards signal recovery. In this section, a set of methods
aiming to the reconstruction of CP-OFDM modulated signals are being discussed. These
methods benefit from the OFDM format’s structure and more specifically, the parallelization
of the data into a set of lower bit-rate channels which are affected by a quasi-flat frequency
response [3.19].

To achieve correct demodulation of the received signal, an estimation of the inverted channel
response has to be calculated and applied to the signal, minimizing the impact of the channel
noise and frequency selectivity. The term “channel” refers to the whole transmission link
which may include the length of the SSMF fiber, the radio units, but also any electro/optical
conversion and amplification stages, in the case of Fiber-Wireless transmission. The
previously mentioned processes can be implemented either at the receiver side, through the
means of an equalization filter, or at the transmitter side, deploying a pre-distortion filter.

A significant advantage of multi-carrier waveforms is their robustness to chromatic dispersion
and wireless link multipath effects. Moreover, thanks to the cyclic prefix insertion to the
transmitted CP-OFDM symbols, the time-domain signal presents periodicity which allows for
a much simpler channel estimation in frequency domain. Thus, the receiver side equalization
can be performed by a single-tap filter. In RF systems, an estimate of the channel impulse
response is usually extracted by the transmission of pilot sub-carriers. The pilot sub-carriers
can be whole CP-OFDM symbols like the preamble symbols, part of few symbols of the
frame, or specific sub-carriers of every CP-OFDM symbol. The latter method of pilot
mapping was adopted for the presented implementation. In general, the number of pilots
required depends on the transfer function of the wireless channel and the frequency of fast
fading. To properly define the equalization requirements of the developed DSP chain, an
experimental investigation relying on converged A-IFoF/mmWave transmission was
performed, which resulted on the use of 21 pilot subcarriers evenly distributed among 200
data carriers.
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As far as the channel estimation algorithm is concerned, two widespread schemes commonly
applied in RF systems are discussed below.

= Zero Forcing (ZF) method

This scheme attempts to minimize inter-user interference by comparing the received pilot
values with those ideally expected and estimates the channel impulse response for all the
transmitted sub-carriers by means of interpolation. The computation complexity of this
algorithm is low, resulting in its application in many operating systems, like LTE. However,
by focusing on minimizing the interference, the received power at the user suffers, thus
leading to an SNR decrease.

®*  Minimum Mean Square Error (MMSE) method

This method offers a balance between increasing SNR on the receiver and reducing
interference. This approach is the most complex in terms of signal processing power
requirements. It introduces a regularization term to the optimization that allows for a balance
point to be found between the noise covariance and the transmitted power. The regularization
term arises from an initial modeling of the wireless link, which is in most cases inevitable.
The lack of this knowledge is the main reason for which its implementation is more complex
than this of a ZF estimator. Sometimes, it is also referred to, in literature, as regularized zero
forcing.

3.4. Integration and experimental evaluation of developed DSP
toolbox

In this section, a set of initial experimental results, captured after fiber and converged A-
IFoF/V-band air transmission, are presented. These experimental studies aimed to evaluate
the DSP assisted A-IFoF concept for efficient accommodation of both single and multiple
radio signals, using commercial off-the shelf electronic/photonic components, employing the
CP-OFDM modulation format. Prior to the description of the experimental layouts that were
deployed for analog fiber and FiWi transmission performance evaluation, the key components
of these layouts, used for electro-optical conversion and vice-versa, as well the radio boards
and antenna units that served the IF-to-RF conversion and wireless propagation will be
described.

3.4.1 IM/DD electro-optic units for A-IFoF links

In the deployed analog testbeds, highly linear optoelectronic units were used to realize an

IM/DD communication strategy. In more detail, the use of an Electro-absorption Modulated
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Laser (EML)-based analog IFoF transmitter was selected as a cost effective, integrated
solution that has been extensively proposed for the emerging densified 5G network topologies
[3.20], as also discussed in previous sections. Despite the benefits of using EMLs, in terms of
cost-/power- efficiency, there are still some challenges related to their electro-absorption
performance, which typically degrades under high incoming optical power, due to saturation
effects induced by slow sweep-out time of photogenerated carriers.

Here, using a standard Phosphorus-based material process as detailed in [3.21], a linear high-
power EML was employed, featuring a 500um-long DFB laser and a 150um-long EAM
monolithically integrated on InP substrate, as shown in Figure 26. The EML was assembled,
and wire bonded on a Temperature Controlled (TEC) Printed Circuit Board (PCB) for testing
at chip-characterization probe stations. A detailed characterization of this prototype EML
unit, developed by III-V labs, has been reported in [3.22], including the measured output
power, power-voltage (P-V) curve and frequency response. The emission wavelength of the
EML was 1557.3nm with an output power of 5.8 dBm, when operated at 200C and 100mA
current injection, while featuring a Side Mode Suppression Ratio of 50 dB. The obtained P-
V curve for increasing voltage values reveals a linear response with more than 10 dB
Extinction Ratio (ER) between the -1V and -2V region, while the S21 frequency response of
the EML when biased at around -1.5V reveals a 3dB bandwidth of 17 dB.
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Figure 26. Microscope image of the fabricated EML on a PCB, probed with a GSG tip and DC-needles

At the receiver side, a commercial off-the-shelf photo-receiver was used to detect the analog
optical signals, providing thereby the radio waveforms to the mixer stages of the radio boards,
that were used for the establishment of wireless connectivity. More specifically, a 10GHz
photoreceiver comprising an Avalance Photodiode (APD) and a Transimpedance Amplifier
(TTA) was used for optoelectrical conversion of the received A-IFoF signals.

3.4.2 mmWave radio equipment for converged FiWi transmission

For the wireless propagation of the IF complex up-converted waveforms, a set of mmWave
IF-to-RF up-/down-converters, connected to V-band directional antenna modules were used.
A block diagram of the V-band mixing boards is shown in Figure 27. In order to generate the
V-band carriers, numerical controlled oscillators provided a lower frequency carrier which
was then quadrupled within the converter’s internal circuitry. For the upconverter, after
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mixing the input IF with the carrier, a two-stage amplification stage (Driver and Power
Amplifier) was used prior feeding the antenna element. On the other side, at the down-
converter, a low-noise amplifier after the antenna was providing the input to the mixer. The
mixer output was the IF down-converted signal. On each side, the LO, the mixer and the RF
amplifiers were integrated on a single Tx/Rx board. As a result, two identical boards were
used to establish the link. The IF to RF gain of the boards ranged from 20 dB to 38 dB and
both converters had a nominal noise figure of 8 dB at maximum gain. Finally, standard
pyramidal gain horn V-band antennas of 23 dBi gain and 10° beamwidth were employed for
OTA propagation. The antennas, together with the up- and down-conversion units, were
mounted on wooden tripods and kept fixed at a height of 1.4 m above the floor.
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Figure 27. Block diagram of the mmWave up- and down-converter circuit.

3.4.3 Experimental performance of single-/multi-band analog
Fi/FiWi transmission

The first evaluation step of the investigated DSP-enabled analog Fi/FiWi topology involves
the transmission of multicarrier waveforms, generated, and demodulated by standard
commercially available tools. To this extent, we used an AWG to generate CP-OFDM signals
for both single- and 4-band transmission scenarios. The signal modulation was performed by
the control software of the employed AWG device, which was a Keysight M8195A generator
with 30GHz analog bandwidth and sampling rate of up to 64GSa/s. 16QAM modulation
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scheme was applied to the sub-carriers multiplexed with a 1024-tap FFT. Each band occupied
a bandwidth of 400MHz, while being transmitted at a rate of 500MSa/s after the insertion of
zero subcarriers at the edges of the waveform. For baseband-to-IF up-conversion, the IF value
employed for single-band transmission was 5 GHz, while for the multi-band transmission, the
IF values were set at 2.87 GHz, 3.29 GHz, 3.71 GHz and 4.13 GHz. The data carriers were
833 out of 1024 and no pilot carriers were used at this experimental study since channel
estimation and equalization algorithms were not used. The CP added to the signal had a length
of 0.0625 times the OFDM-symbol length, corresponding to 64 samples. 2 symbols were
repetitively transmitted, one of which was a preamble. At the receiver side, a Keysight DSO
X 93304Q, with 33GHz analog bandwidth and up to 80GSa/s sampling rate, was used for
signal detection. Demodulation of the received waveform was performed via the RTO
embedded data analysis software (VSA software). The DSP functions applied through the
software were the minimum, including demodulation and synchronization. The signal
synchronization was performed with the aid of the CP.

Figure 28 depicts the set-up deployed for the evaluation of the OFDM transmission over the
Fi-Wi link. The analog waveform generated by the employed AWG device was fed to the
monolithically integrated high power EML module, which was responsible for electrical-to-
optical conversion. After only few meters of SSMF fiber transmission, the optical signal was
fed to the 10GHz photoreceiver. Finally, the IF modulated signal at the output of the
photodetector was wirelessly propagated at Sm, by means of the V-band radio units described
in the previous paragraphs.

10GHz 10GHz 60G Tx 60G Rx
bandwidth bandwidth Antenna Antenna

SMF - |
EML = Photoreceiver —- Resa;;'l;::;n °

Figure 28. Experimental set-up of the Analog Fi-Wi link for CP-OFDM transmission.

AWG

Figure 29 depicts the RF spectrum, constellation diagram and the EVM value per sub-carrier,
of the electrical back-to-back signal. For these measurements the AWG device was directly
connected to the RTO. The mean EVM value of all data subcarriers of the captured CP-OFDM
signal was 1.9%.
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Figure 29. RF spectrum, constellation diagram and EVM measurements per carrier of the electrical signal at
the output of the AWG.

Figure 30 shows the results after mere optical transmission. In this initial experimental phase,
the possibility of optically transmitting the OFDM waveform even without advanced signal
processing tools is indicated, achieving decent signal quality. Moreover, multi-band
transmission severely distorts the signal, which presented a mean EVM value of 4.38% in the
case of single-band transmission. This value is significantly decreased, compared to the EVM
values of 4-band transmission, as shown in Table 5. This observation verifies the theoritically
expected high out-of-band spectrum leakage of the CP-OFDM waveform, being one of the
reasons why the insertion of a pulse-shaping filter would be necessary in a bandwidth
aggregation scenario that rally on multiple transmission bands. In contrast to the optically
transmitted waveforms, the data captured after FiWi transmission could not be demodulated,
without the use of an equalization stage.
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Table 5. Mean EVM measurements for all transmitted bands.

Mean EVM rms (%)

1 14.2
2 14.7
3 17
4 14.1

The next step of these proof-of-concept FiWi experimental activities was the replacement of
the AWG device, with a real-time processing engine, which combined with the employed
EML modulation unit, served as an analog IFoF transmitter. The experimental evaluation of
this analog transmitter in both fiber and FiWi transmission cases was the first step towards
the deployment, study and demonstration of real-time analog links operating along deployed
operators’ infrastructures, as presented in following sections.

The core element of the analog IFoF transmitter was a Xilinx Zynq Ultrascale+ RFSoC device
on ZCU111 development board [3.23], which was used to implement the transmitter side DSP
in real time. The RFSoC device offers an embedded hardware platform for the deployment of

107



the FiWi transmitter, significantly alleviating performance and development costs. FPGA
circuit design relied heavily on pipelining techniques at multiple levels: task-level pipelining
was employed between successive functions in the DSP chain while, at low RTL level, deep-
pipelining techniques were applied to increase the operating frequency of the micro-
operations in each processing block/function. Additionally, to increase the throughput of each
block, the arithmetic operations were parallelized while evaluating its mathematical formulas.
At higher-level, a flexible interface was developed to be attached both to the Ethernet core of
the FPGA and the embedded CPUs. The employed RFSoC device is depicted in Figure 31.
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Figure 31. Pictures of the RFESoC platform.

Figure 32 shows the experimental setup that was used to evaluate the FiWi link, consisting of
three main blocks: the analog IFoF transmitter, the fiber/wireless downlink transmission
segment and the evaluation stage. The transmitted signals are CP-OFDM modulated signals,
generated using a fixed 256-tap inverse Frequency Fourier Transform (iFFT) algorithm. The
FPGA clock was real time adjusted at 256MHz or 500MHz, corresponding to the transmission
of 204 MHz or 394 MHz useful bandwidth, after zero-padding (52 out of 256 sub-carriers).
The above band sizes were selected having in mind the 3GPP New Radio (NR) specifications
[3.24]. Since the FFT size was kept fixed, minimizing the use of the FPGA resources, the sub-
carrier spacing was adapted to the clock frequency, resulting to 1MHz spacing for the 204
MHz Band and 2.1MHz for the 398 MHz band. The modulation format of the sub-carriers
was real-time adjusted to QPSK or QAM16. A cyclic prefix of 64 samples length was inserted
to the signal before the Digital to Analog Converter (DAC). The RFSoC’s DAC (sampling
rate up to 4Gsa/s) generated analog IF signals at a central frequency of 750 MHz through a
digital up-conversion stage, The output of the RFSoC, was measured to have a voltage swing
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of 390mVpp and was further up-converted at 3.5GHz IF, via an analog frequency up-
conversion stage, composed of an active mixer and a local oscillator.

1 Reverse |

o Rgal T (N
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. Electrical Transmitter -
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Figure 32. Fi-Wi transmission experimental setup.

The output of the active mixer was then connected to the RF port of a bias tee responsible to
drive the Electro Absorption Modulator (EAM) segment of EML. The driving voltage for the
EAM section of the chip was set at 560mVpp, whereas the reverse bias voltage of -0.63V was
used to ensure linear operation. The laser segment of the EML was injected with 110mA
current while operated at 23.6° C, providing +2 dBm of optical power at emission wavelength
of 1560.42nm. The optical output was then transmitted over a fiber spool of Standard Single
Mode Fiber (SSMF). The IFoF signal of -3.5 dBm was detected by an off-the-shelf 14 GHz
linear photoreceiver after its propagation over up to 25-Km SSMF spools. The photoreceiver
output was connected to the IF-to-mmWave upconverter radio board operating at 60-GHz and
the V-band directional transmitter-side antenna module (Tx-antenna), discussed in the
previous paragraphs. The identical Receiver-side antenna module (Rx-antenna) located in a 3
m horizontal distance was used to receive the mmWave radio waveforms and the mmWave-
to-IF downconverter was connected to a Real Time Oscilloscope. At the receiver side, off-
line DSP was applied to the signal, including demodulation of the received OFDM symbols,
as well as a Zero-Forcing (ZF) equalization algorithm. For the channel estimation, 21 pilot
sub-carriers multiplexed with the data subcarriers were also transmitted.

Figure 33 depicts the EVM performance of the transmitted OFDM-based IFoF signals after
the 7km, 25km fiber link as well a set of obtained constellation diagrams after the post-
processing chain. Taking into account that the Error Vector Magnitude (EVM) measured at
the electrical Tx output was 3% for the QPSK-OFDM format and 3.9% for the QAM16-
OFDM signals, the short reach optical part of the setup, including the EML, the 7km SSMF
and the 14GHz photoreceiver, degrades the 204MHz signal performance by 3.8% (for the
QPSK-OFDM) and 3.7% (for the QAM16-OFDM) and the 398MHz signal EVM by 4.3%
(for the QPSK-OFDM) and 4.5% (for the QAM16-OFDM), indicating the absence of strong
limiting effects related to the active electro-optic modules response or to the fiber
transmission. By extending the fiber spool link from 7-Km to 25km fiber link, the obtained
EVM penalty was slightly increased by less than 2.5%. This added EVM penalty mainly
originated from the lower received optical power linked with the fiber loss, since the
dispersion-induced power fading can be neglected for this low IF carrier frequency [3.25].
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Figure 33. (a) EVM values for 204 MHz BW after 7km and 25 km fiber transmission, (b) Constellation
diagrams for 204 MHz BW after 7km and 25 km fiber transmission, , (c) Constellation diagrams for 398 MHz
BW after 7km and 25 km fiber transmission and (d) EVM values for 398 MHz BW after 7km and 25 km fiber
transmission.

The second part of the present experimental study focused on the performance evaluation of
a DL scenario by exploiting the deployed fiber-Wireless topology. Figure 34 illustrates an
EVM bar diagram of the QPSK-OFDM and QAM16-OFDM modulated radio for both 204
MHz and 398 MHz bands after 25km fiber transmission and OTA transmission over 3m
horizontal distance using V-band radio equipment. The introduction of the active V-band
radio part and of the link, caused an increase of the EVM performance of our link by less than
1.1% for the 204 MHz band, whilst the EVM performance was degraded by less than 2.5%
for the wider version of radio bands at 398 MHz band. The above EVM penalties are mainly
associated with the IF/mmWave radio boards that included Power Amplifiers (PAs) and
complex frequency translation stages [3.26]. It should be also mentioned that higher order
QAM OFDM waveforms occupying wider bandwidths suffer from severe distortion reflected
into their higher EVM values, while the presence of nonlinear distortion was also evident in
all 16-QAM constellation diagrams. Nevertheless, the transmission in all cases was successful
according to the 3GPP specifications for systems that employ radio transmission at
frequencies >28 GHz [3.24].
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CHAPTER 4.

Analog fiber-wireless downlink transmission of
IFoF/ mmWave over in-field deployed legacy PON
infrastructure

In order to respond to the numerous, continuously emerging capacity-intensive applications
and mobile broadband services [4.1], MNOs are constantly focusing on the adoption of next
generation mobile network technologies and infrastructure expansions as means to increase
network capacity. These network upgrades, however, will not be enough to meet the rising
capacity demand, without the adaptation of fronthaul alternatives, that can surpass the widely
discussed capacity and scalability challenges of (Common Public Radio Interface) CPRI-
based deployments [4.2]. To make this transition towards new fronthaul interfaces
economically viable for the infrastructure owners, the concurrent and even co-operative
operation of heterogenous technologies and transport layouts, within the quite mature,
standard Radio Access Network (RAN) environment should be pursued and validated in real
field-experiments.

4.1. Fiber-Wireless A-RoF/mmWave links overlaid in a legacy PON
infrastructure

As presented in the previous sections, Centralized Radio Access Network (C-RAN)
topologies are currently considered the most promising means for densification of the access
points and the mobile network with reduced deployment costs, by introducing a pooling of
enhanced baseband processors at a centralized location capable of serving multiple radio
stations at the end points with statistical multiplexing of hardware resources. Following the
above rationale, the passive optical network (PON) currently appears to be an appealing
optical candidate transport solution, benefitting from wide deployment and inherent support
of point-to-multi-point (PtMP) network topologies with efficient use of fiber installations.
Consequently, working towards achieving RAN densification with 5G traffic overlaid on
PON networks, poses the requirement to overcome the bandwidth-hungry nature of the PtP
CPRI standard, as it would induce excessive costs for mobile network operators [4.3].

In general, the development of analog fronthauling schemes allows for more spectrally
efficient and cost-effective transportation of mmWave radio links with immense 5G wireless
traffic, bearing also promise for developing a unified and truly converged optical network
capable of transporting both legacy traffic, coming, e.g., from fixed broadband services, fiber-
to-the-home (FTTH), or 4G CPRI-based traffic, as well as traffic stemming from emerging
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5G optical transport streams, towards true fixed mobile convergence (FMC) with deployed
mmWave radio links. Towards implementing the above FMC vision, two main approaches
that have been taken into consideration, based on variable functional splits, e.g., being
promoted and standardized by the enhanced CPRI (eCPRI) protocol, are the following. The
first approach is associated with 7.x layer splits and Ethernet-based fronthauling solutions that
introduce some form of packetized traffic to reduce the capacity requirements. Collaborating
with the first one, the second approach includes alternative low layer transport schemes, such
as the analog radio over fiber (A-RoF) solution that is being presented in the current thesis.

The reuse of the legacy PON infrastructure in support of 5G fronthauling architectures has
been extensively investigated. Fronthaul via 25G WDM-PON, which is an integration of
WDM and TDM-PON, is the most prominent solution to address the increased hardware
requirements of 5G networks, due to its compatibility to the eCPRI protocol in terms of
interfacing, rates and latency, as well as its simple operation and large scalability regarding
future deployments [4.4]. For the D-RoF transmission, the PON infrastructure can
accommodate both the data transmission and the processing functions required. In such a
topology, however, the units that are responsible for the prioritization and time multiplexing
of both the PON and the 5G traffic can significantly increase the latency of the 5G streams,
in case the PON traffic rises. In such a scenario, an exclusively D-RoF based topology may
fail to accommodate 5G services demanding ultra-low latency.

A-IFoF is a promising candidate for the implementation of low-latency 5G networks, enabling
centralized processing, hence the removal of processing functions from the fiber-to-wireless
(and vice-versa) transition nodes, being the PON terminals in the studied FMC topology. To
benefit from the advantages of both A-IFoF and D-RoF implementations, their coexistence
over the PON infrastructure has been discussed and experimentally demonstrated in [4.5].
TWDM-PON is a compliant topology with this hybrid RoF scheme, as it can benefit from the
allocation of the unused ITU-T channels to the A-IFoF waveforms, expanding also the
exploited bandwidth.

Focusing on the analog part of such a hybrid-RoF transmission over PON, a DL/UL solution
was investigated, which exploits the legacy infrastructure’s deployed fiber links, without
requiring support from its processing nodes. In this coexistence solution, the existing
Mux/Demux devices enable the establishment of point to point WDM pairs of channels
connecting the MSA nodes with the remote sites. This A-IFoF-based investigated solution,
requires only analog-processing at the remote site (optical detection and IF-to-V-band
conversion for the DL, V-band-to-IF conversion and optical modulation for the UL), relaxing
it from any digital processing.

The following paragraphs focus on the demonstration of a seamless analog Fiber-Wireless
(FiW1i) transport link, employing A-IFoF signals over an FMC topology deployment of
Telecom Italia’s (TIM’s) PON legacy infrastructure, directly connected to a mmWave
wireless link, recirculating traffic between Ethernet-compliant analog IF-transmit interfaces
of an FPGA at the network nodes. It should be mentioned that the downlink (DL) operation
of the presented FMC topology was experimentally demonstrated.
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4.1.1 PtP and PtMP Fiber-Wireless Distribution Architectures over
PON Infrastructures

The increasing demand for high-speed services to residential customers motivated the
introduction of fiber-to-the-cab (FFTC) or FTTH architecture over PONs in the access
segment [4.6], where the significant costs of excavation, installation, and supply of new
infrastructures impose the maximum reuse of existing investments [4.7]. In urban areas, the
passive fiber optic infrastructure for residential FTTH can provide the enabling platform to
overlap an optical wavelength-differentiated layer on current traffic systems. In PON
standards, this coexistence is facilitated by an appropriate wavelength plan for each system
as specified by ITU Telecommunications Standardization Sector (ITU-T) Recommendations
[4.8]. Mobile fronthaul or mid-haul are possible beneficiaries of this new layer availability
[4.9]. Moreover, resources for these new connectivity segments are to be found not only in
the optical but also in the wireless domain according to sites’ placement and infrastructural
constraints, service penetration, and bandwidth requirements.

Site approvals for locations in dense urban environments are getting increasingly difficult,
and requirements for a variety of installation options, enabling fast and invisible deployments
and sharing existing infrastructure, are continuously increasing. If small cell deployments and
5G hotspots can exploit existing assets where power already exists, such as public lighting or
information kiosks [4.10], it is not necessary for a fiber connection to be available everywhere
for their fronthauling. In this direction, a practical solution has recently been presented in
[4.11], where an analog converged fiber-wireless scheme is proposed in order to create a
spectrally efficient PtMP network capable of wirelessly interconnecting a large number of
access points, without the need for expansive fiber deployment, while allowing compatibility
with eCPRI traffic and/or mature Ethernet-based low-cost equipment.

As such, mmWave technologies have recently been introduced as x-haul for outdoor urban
small cells [4.12], enabling low-latency connectivity over hundreds of meters. Smallcell

layer coverage can be provided in a PtP and/or PtMP architecture from a centralized rooftop
towards mmWave access points whose antennas have configurable steerable and shaped
beams to minimize energy consumption, limit interference, and focus capacity to where it is
needed. The rooftop is fed through an optical link, provided by a dedicated fiber or using a
shared PON infrastructure, forming a PtMP fiber-wireless architecture able to provide either
fronthaul, mid-haul, or backhaul functionalities in the analog domain, taking advantage of A-
RoF’s inherent low latency and spectral efficiency while maintaining compatibility with the
eCPRI’s central unit/digital unit/radio unit architecture [4.11]. To better exploit
configurability as a function of coverage, capacity, and cooperation while minimizing at the
same time latency in transport and in protocol mapping, an overall integrated solution is
advisable, with the same data format on the wireless section and on the wired optical one.
Furthermore, a PtMP architecture allows for cooperative sharing of capital expenditure
(CAPEX) investment.

The native OFDM radio signals suited for over-the-air (OTA) mmWve propagation in the 60
GHz band, properly down-converted to an IF below 10 GHz, can be transported as in the
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optical section as an A-IFoF signal [4.13]. The use of an IFoF transport layer based on 10
GHz electro-optic (EO) bandwidth units has been selected allowing for higher spectral
efficiency compared to the optoelectronics needed for generating and detecting A-RoF signals
at mmWave frequencies. Despite being a proprietary signal, this architecture allows for PtMP
transparent transport from a CRAN distributed unit to a pool of mobile sites, implementing
an end-to-end fronthaul, mid-haul, or backhaul according to the functional split chosen by the
mobile stack [4.14], while enabling C-RAN-inherent CoMP capabilities, already
demonstrated in A-RoF wired [4.15] and fiber-wireless transmissions [4.16], offering
multiple input—multiple output (MIMO) processing directly on the radio signal [4.11].

Finally, and perhaps mostly important for the future, promoting the approach of disaggregated
nodes with software virtual network functions (VNF) and commercial off—the-shelf
components, FiW1 and fiber-to-the-cabinet/home (FTTx) services can be provisioned and
operated on a common multi-service access (MSA)-node hardware, with specified and
dedicated transceivers carrying the optical-to-electrical (and vice versa) functionalities [4.17].
Besides the optical transceivers the proposed FPGA implementation for the Ethernet-to-IFoF
conversion can also be integrated with the switching and computing resources devoted to
optical line termination (OLT) line cards [4.18], thereby maximizing the gains of shared
infrastructure at the MSA node.

4.1.2 Deployed PON Infrastructure

Through this work, the IFoF/V-band transport layer of our proposed architecture is
experimentally demonstrated over TIM’s PON deployed fiber infrastructure as shown in
Figure 35 (a). For the needs of this field demonstration, the passive fiber infrastructure is a
WDM layer overlapped over the in-field FTTH architecture of TIM in Turin, while the FiWi
equipment has been deployed within the 5G-PHOS H2020 project [4.19]. Considering the 5G
networks’ low-latency restrictions, up to 20 km IFoF transmission over the deployed
infrastructure can be supported [4.20].

The optical legacy PON infrastructure in TIM is part of the deployed optical access network,
carrying FTTC and FTTH services to business and residential users (Figure 35(b)). Two levels
of optical splitters are included in the optical distribution network (ODN), usually two 1:8
power dividers, that allow for a maximum number of 64 users for each OLT port of the PON
tree.

The first level of splitting is deployed in a cabinet in the street (Figure 35(b)), while the second
one is provisioned usually inside buildings. Two different splitters are deployed in the cabinet:
a 1:4 and a 1:8 splitter (Figure 35(d)). The optical connection has an insertion loss of around
10 dB for a 1:4 splitter and 13 dB for a 1:8 splitter. These values include splitter loss, fiber
loss, and points of flexibility loss under the sidewalk and in patch panels inside buildings.
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Figure 35. (a) FiWi architecture over legacy PON. (b) Schematic view of the in-field optical infrastructure. (c) Street
cabinet installation in Turin. (d) Splitters located in a sub-unit of the cabinet rack.

In the network exchange, residential traffic is running bidirectionally over a single fiber by
means of 10-gigabit-capable symmetric passive optical network (XGSPON) (10G
symmetrical) interfaces in commercial multi-service access equipment using wavelength
allocation in Figure 36(a) for discriminating uplink (UL) and downlink (DL) (1270 nm for
the downstream wavelength, 1578 nm for the upstream wavelength). In the optical
distribution panel in the main network exchange, a coexistence filter (CEx) allows for
wavelength overlapping of different layers of PON systems. As shown in Figure 36(b), the
CEx has less than 1 dB of insertion loss/port and more than 60 dB of rejection of other bands.
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Figure 36. (a) PON wavelength bands according to ITU-T Recommendation G.989.2 and (b) CEx insertion loss as a
function of wavelength.

Using a 100 GHz grid over the upstream Next-Generation PON 2 (NGPON?2) transmission
window, as specified in ITU-T G.989.2 [4.8], more than 10 bidirectional channels can be
allocated in the 1530—1544 nm window (196.1 to 194.2 THz, 20 carriers, 10 ULs and 10 DLs).
The exploitation of the NGPON2 band for this kind of application is promoted by the fact that
NGPON2 time- and wavelength-division multiplexing (TDWDM) systems have not been
massively deployed yet, and their introduction is time after time being postponed due to the
relative high cost of the solution; the upcoming bandwidth request for dense WDM (DWDM)
fronthaul could likewise benefit from the huge market of C-band DWDM transceivers. A
further 10 channels are available in the same band by using the downstream window around
1596—1603 nm, but this option has not been considered in this work; it is viewed as a potential
future expansion band.

By considering a launch optical power value of +10 dBm-like NGPON2 optics [4.8] and a
sensitivity around -13 dBm, an overall span budget of 23 dB can be exploited, including
transmission penalties (due to dispersion, in-band and out-of-band crosstalk) and WDM layer
insertion losses as shown in Table 6. The link budget can be allocated between splitter losses
(D) and fiber attenuation (F) in the ODN, plus the interconnections of splices and panels (E).
Both plain and angled connectors are deployed in the patch panels of the ODN. The WDM
layer accounts for around 3 dB, leaving a further 2 dB margin for extra losses or for coping
with low-performance transmitters and/or detectors.
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Table 6. WDM layer insertion losses

Component | [dBm] | [dB]

Tx power 10

A — WDM MUX and DEMUX loss 2
B — CEx loss 1
C — transmission penalties 2
D — 1:8 splitter loss 9
E — connectors, splices (N x 0.5 dB) 4
F — fiber attenuation (10km) 3
WDM layer IL (A - B) 3
Overall span budget (C - F) 18
Margin 2
Rx power -13

To complete the overall description of the legacy infrastructure, a 1 GbE (Gb Ethernet) basket
of services is provided to customers, including high-priority video, best effort Internet, and
Voice over Internet Protocol (VolIP). Packet loss, throughput, and latency have been
continuously measured during the experiment by means of a data quality analyzer feeding test
traffic bidirectionally both into the MSA node and in a selected end-user 10-gigabit-capable
symmetric (XGS) ONT.

Finally, for the establishment of bidirectional DL/UL links over the proposed converged FiWi
link, the received traffic at the rooftop site can be mapped to analog IF signals for wireless-
fiber transmission. For the wireless UL stream transmission, frequency-division duplexing
(FDD) can be adopted. FDD has been widely used in deployed mobile networks and
combined with massive-MIMO, and beamforming techniques have been discussed as a
promising method of maximizing throughput for 5G New Radio (NR) [4.21]. After wireless
reception and RF-to-IF down-conversion, the upstream can be optically modulated to
wavelengths exclusively dedicated to the UL operation, minimizing the interference with the
DL and propagated over the PON infrastructure. In both transmission directions, the 5G traffic
propagates over individual IF data streams, uncorrelated to the legacy traffic, until their WDM
multiplexing through multiplexer (MUX)/demultiplexer (DEMUX) devices, which are used
to establish point to point pairs of channels connecting the MSA nodes with the remote sites
and vice versa.
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4.2. Experimental Evaluation of a converged PON/mmWave topology

In this section, the experimental results on the performance evaluation of the proposed FMC
architecture are presented. To this extent, the deployed TIM optical access infrastructure
described in the previous paragraphs was used as the optical layer where the analog IFoF/V-
band transport scheme was integrated. The first part provides the implementation details of
the experimental setup for both optical and mmWave counterparts. The performance
evaluation studies are subsequently discussed in the second part of this section.

4.2.1 Experimental Setup
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Figure 37. Experimental setup of A-IFoF/mmWave link, including the TIM s optical legacy infrastructure.

Figure 37 shows the experimental setup of the proposed A-IFoF architecture. The core
element of the A-IFoF transmitter was a Xilinx Zynq Ultrascale+ RFSoC device ona ZCU111
development board [4.18]. The employed RFSoC board comprises the FPGA chip, which can
include any custom very high-speed integrated circuits (VHSIC) hardware description
language (VHDL) function for DSP together with the integrated digital-to- analog converter
(DAC)/analog-to-digital converter (ADC) units and thus enables not only the generation but
also the detection and digital processing of a signal, which is crucial for the operation of a
full-duplex link. In this work, the FPGA unit implemented the real-time transmitter side DSP,
while its DACs (sampling rate up to 4Gsa/s) generated analog IF signals at a central frequency
of 750 MHz through a digital up-conversion stage. More specifically, the employed RFSoC
platform includes eight DAC and eight ADC units. Two out of the eight available DACs were
used for the processing of the baseband (I/Q) data stream and the generation of the low IF
signal. The voltage swing at the output of the RFSoC was 390 mVpp. An analog frequency
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up-conversion stage, composed of an active mixer and a local oscillator, was used to
upconvert the RFSoC output signal at 3.5 GHz. The use of the external analog mixer provides
to the proposed scheme an additional degree of flexibility by enabling the generation of higher
IFs and thus surpasses limitations set by the DACs’ sampling rate (up to

4GSa/s). As such, the presented electrical transmitter can be easily adjusted to the operation
requirements of different radio boards. At the same time, the exploitation of external analog
mixers optimizes the use of the RFSoC DACs’ resources, allowing the up-conversion of all
four streams that can be generated by the RFSoC to higher IF values, supporting a bandwidth

efficient subcarrier multiplexing (SCM) scheme [4.22]. The employed mixer could operate at
a frequency range from 30 MHz to 7 GHz, with C1 dB conversion gain, resulting in a 450
mVpp signal at its output.

For the electro-optic conversion of the analog IF signals, a single drive 15 GHz Mach-
Zehnder modulator (MZM) was used, modulating a 1542.14 nm (194.4 THz) continuous-
wave (CW) signal provided by a tunable laser source with +13.5 dBm optical power. The
MZM driving voltage had to be 5.6 Vpp to minimize the signal degradation related to the
electro-optic conversion, and thus an RF low-noise amplifier with 40 KHz to 38 GHz
operation bandwidth and 22 dB gain was used to amplify the output of the active mixer. The
optical power of the A-IFoF signal was a crucial parameter for the transmission over the
legacy infrastructure. Therefore, in order to partially compensate for the MZM’s high
insertion loss of 9.6 dB, an optical amplification stage composed of an Erbium-Doped Fiber
Amplifier (EDFA) and a Variable Optical Attenuator (VOA) was employed, providing a total
gain of +4 dB.

The A-IFoF signal was fed to the optical legacy infrastructure through the CEx filter (and a
WDM MUX in case of multicarrier operation) and transmitted over the field deployed fiber
link. At the same time, the XGS legacy traffic was running through the link in parallel with
the signal generated by the optical A-IFoF transmitter. The overall signal (legacy and A-IFoF)
was accessed through one of the ports of the in-field installed PON passive splitter and
directed back to the lab. A second port from the same splitter was connected to an optical
spectrum analyzer (OSA) for monitoring purposes. To decouple the A-IFoF signal from the
legacy traffic, a WDM DEMUX was employed to the setup, and the A-IFoF wavelength was
demultiplexed. The same device was also used to insert an upstream carrier, emulating
bidirectional transmission. For the generation of the upstream carrier, a Distributed Feedback
(DFB) laser source with +4 dBm optical power was used to generate a 1542.94 nm CW (194.3
THz), at a distance of 100 GHz from the downstream, that is, corresponding to the first
neighbor channel using the ITU-T 100 GHz grid. The insertion of an upstream tone to the link
can provide insight on possible interference between UL and DL streams occupying
neighboring ITU-T channels. Given that the DL IF signal has a narrow bandwidth, up to 400
MHz, the effect of the UL direction on the DL signal depends on the transmitted optical power
in each direction. Thus, the upstream can be emulated via a CW tone to enable the acquisition
of realistic EVM measurements for the DL signal. For the detection of the IFoF signal, a 10
GHz linear photoreceiver composed of an avalanche photodiode (APD) and a low noise
transimpedance amplifier (TTA) with 20 dB gain was used. The received optical power was -
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14 dBm, implying a transmission power budget of around 22 dB, including both the legacy
field infrastructure and the filters for the WDM A-IFoF layer.

For the wireless transmission, the IF signal at the output of the photoreceiver, which had a
voltage swing of 140 mVpp, was fed to the IF-to-V-band upconverter, centered at 60 GHz.
The employed up-conversion board’s IF input could range between 1 and 5 GHz and
corresponded to an RF output ranging from 58 to 63 GHz. The output of the 60 GHz mixer
was led to a dual-amplification stage consisting of a driver and a power amplifier and then to
the directional horn Tx-antenna element, featuring 10 beamwidth and 23 dBi gain. An
identical Rx antenna was located at a 2 m horizontal distance from the Tx antenna, forming
the 60 GHz wireless link. Both frequency conversion modules had a nominal noise figure of
8 dB at maximum gain. The received RF signal was amplified through a low noise amplifier
and downconverted to 3.5 GHz IF by the Rx-side V-band-to-IF downconverter. The two
antenna elements, as well as the up/downconversion circuits, were located at a height of 0.5
m from the ground. An external signal generator, providing a 10 MHz tone with -10 dBm
power, was used as a reference for both the antenna’s internal phase-locked loops (PLLs).
These PLL circuits are integrated into the IF-to-V-band boards and are required for the
operation of the boards’ local oscillators, which generate the reference tone for the IF-to-RF
conversion and vice versa. The 3.5 GHz IF output of the downconverter, which had a voltage
swing of 300 mVpp to 400 mVpp, was connected to a real-time scope (sampling rate 100
GSa/s, analog 3-dB bandwidth ~33 GHz) sampled at 12.5 GSa/s and stored for offline
demodulation and performance evaluation.

Data transmission was supported by the DSP algorithms executed in real time at the
transmitter’s FPGA board. To this extent, a fixed bit stream was M-ary quadrature amplitude
modulated (QAM) and mapped to the iFFT algorithm for the generation of the OFDM
symbols. At this development stage of the implemented A-IFoF transceiver, the transmission
of a fixed known bit stream was exploited to determine the pilot allocation frequency for the
receiver-side channel estimation. The modulation format of the subcarriers was real-time
adjusted to 4QAM or 16QAM. The RFSoC clock was also real-time adjusted at 256 MHz or
500 MHz, corresponding to the transmission of 204 MHz or 394 MHz of useful bandwidth,
after zero padding (52 out of 256 subcarriers). Since the FFT size was kept fixed, minimizing
as such the use of the FPGA resources, the subcarrier spacing was adapted to the clock
frequency, resulting in 1 MHz spacing for the 204 MHz band and 1.95 MHz for the 398 MHz
band.

To implement the DSP functions in an RFSoC, a parametric and pipelined architecture was
implemented with VHDL and Xilinx Vivado 2018.2. The iFFT component was implemented
as a fully pipelined Radix-2 engine and performs a 256-point transform. The QAM modulator
was designed as a flexible read-only memory (ROM)-based component, where pre-stored
pairs of normalized I/Q values reside and can be configured at runtime to switch between
modulation formats. The DSP pipeline relies on minimal buffering and handshaking between
components to guarantee continuous flow without relying on a multi-rate approach (we use a
single clock domain). As a result, the total cost of Tx in terms of FPGA resources, specifically
lookup tables (LUTs), flipflops (FFs), random access memory (RAM) blocks (RAMBSs), and
DSP blocks, was 2007 LUTs, 3459 FFs, 30 DSPs, and 17 RAMBI18 (iFFT consumes 1339
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LUTs, 2117 FFs, 30 DSPs, and 8 RAMBI18; QAM consumes 258 LUTs, 382 FFs, and 4
RAMBI1S; whereas 410 LUTs, 960 FFs, and 5 RAMBI18 are utilized for buffering and control
operations). Finally, regarding the latency performance of the real-time Tx implemented on
the deployed RFSoC platform, 4.67 us on average was measured for a bit of information to
pass through the entire Tx pipeline until conversion to analog (0.08 us for QAM modulation,
2.45 us for iFFT, 2.14 us for buffering and other control operations, such as pilots and zeros
insertion). The Tx baseband processing latency added to the 1 km transmission over the PON
delay (5 us) and the 2 m wireless propagation delay (less than 0.01 us), corresponding to a
latency budget of 9.68 us, neglecting the Rx-side offline DSP.

At the receiver side, the offline DSP toolbox that was presented in Chapter 3, was applied to
the digitized sample sequence at the output of the scope to retrieve the baseband data signal.
More specifically, the sampling rate of the baseband complex signal was decreased so as to
equal the OFDM symbol rate through a resampling algorithm. Through a cp-based timing
synchronization algorithm [4.23], the first sample of each time-domain OFDM symbol was
tracked. Afterwards, the cp was removed and an FFT algorithm was used to demodulate the
OFDM symbols. Finally, a least-squares (LS) equalizer was applied to the frequency-domain
signal [4.24]. For the channel estimation, 21 subcarriers were used as pilot subcarriers. The
performance of the received signal was evaluated through the EVM measurement of the
QAM-modulated received subcarriers.

4.2.2 Results and Discussion

The first step of the performance evaluation of the A-IFoF transmission was to evaluate the
performance of the electrical IF transmitter. Figure 38 depicts the EVM performance of the
OFDM/4QAM 204 MHz signal at the output of the RFSoC, at the output of the upconverter,
and finally at the output of the RF driver. The initial signal generated by the RFSoC had an
EVM of 2.7%, while the insertion of the mixer to the setup induced an EVM increase by 1.8%
as a result of the additive noise coming from the active components of the up-conversion unit.
The RF amplifier further increased the EVM by 2.3% as expected, due to the susceptibility
of OFDM waveforms to the nonlinear distortion effects of the high-power amplifier (HPA)
[4.25]. Finally, at the output of the electrical transmitter, the signal’s 4QAM-OFDM 204 MHz
EVM was found to be 6.8%, a value that was considered as the reference electrical EVM for
both modulation formats and bandwidths.
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Figure 38. EVM measurements and constellation diagrams of the received 204MHz 4QAM-OFDM signal at the output of
the RESoC board, the analog upconverter and the RF driver.

The second part of the experimental study focused on the performance evaluation of the A-
IFoF transmission over the TIM’s optical legacy infrastructure. A set of back-to-back (btb)
results was captured for all possible data signal combinations generated by the RFSoC, after
replacing the fiber PON with a VOA inserting the same amount of optical loss, so as to keep
a fixed optical input power value to the photoreceiver. Figure 39 depicts the EVM values and
a set of indicative constellation diagrams corresponding to the signals captured after optical
transmission. It is obvious that the contribution of the optical transceiver components to the
signal degradation is less than 0.6% EVM for all modulation formats and bandwidths,
indicating the absence of strong limiting effects related to the active electro-optic modules’
response. The insertion of the legacy infrastructure to the setup introduced an extra EVM
penalty of less than 0.5%, compared to the optical btb results, thus indicating that there is
negligible interference between the A-IFoF signal and the legacy traffic. Finally, the
transmission of the upstream tone at a neighbor channel of the ITU-T grid to the optical
channel carrying the A-IFoF signal, caused a further EVM increase by 1% per average, as a
result of the interference between the two neighboring channels. In all cases however, the A-
IFoF transmission was successful, according to the 3GPP specifications for systems that
employ radio transmission at frequencies >28 GHz [4.26].
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Figure 39. (a) 204 MHz 4QAM/16QAM-OFDM and (b) 398 MHz 4QAM/16QAM-OFDM EVM measurements for the A-
IFoF transmission over the optical legacy infrastructure and (c) Constellation diagrams corresponding to the 398 MHz
4QAM-OFDM and 16QAM-OFDM received signals.

Figure 40 represents the EVM values and constellation diagrams that correspond to the
retrieved signals after a combined FiWi transmission. For this part of the experimental study,
the whole setup depicted in Figure 37 was exploited. As such, the OFDM IFoF signal was
transmitted through the legacy optical infrastructure, coexisting with the legacy traffic and
the upstream and after optical detection, it was transmitted through the 60GHz wireless link.
For this scenario, the constellation diagrams of Figure 40, and especially the l6QAM-OFDM
diagrams [4.20], show evidence of nonlinear distortion of the signal caused by the multiple
amplification stages used in the link. Nonetheless, the EVM performance of both modulation
formats at both 20dMHz and 398MHz bandwidth, meet the 3GPP requirements (17.5% for
QPSK and 12.5% for 16QAM), indicating successful FiWi transmission.
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Figure 40. (a) 204 MHz and 398 MHz 4QAM/16QAM-OFDM EVM measurements after transmission through the optical
legacy infrastructure/V-band wireless link and constellation diagrams of the (b) 204 MHz and (c) 398 MHz signals.

The last part of the study focused on the potential of increasing the total capacity of the
deployed infrastructure by utilizing more than one of the available ITU-T grid channels for
transmitting multiple A-IFoF optical streams over the PON. To evaluate this scenario, the
performance of the FiWi transmission over different optical channels of the 100GHz ITU grid
was examined, coexisting with an upstream tone transmitted firmly at 1542.94 nm. More
specifically, the tunable CW source feeding the MZM was tuned per testing case to one of the
channels from 194.4 to 193.9 THz, which was then modulated to a 16QAM-OFDM 400MHz
signal, corresponding to the maximum possible bandwidth of 1.4GHz, after removing the
pilot subcarriers. Figure 41 illustrates the EVM values and constellation diagrams of the
received signals. The figure clearly shows that the EVM variations between the different
channels do not exceed 1.8%, implying similar performance over all tested wavelengths
combinations. The impact of the interference caused by the upstream tone is negligible in the
1542.14 nm to 1544.53 nm region, where small variations exist on the received EVM values.
The interference effect is most notable in the case of simultaneous transmission of
downstream and the upstream both in the same ITU channel. As the distance between the two
streams increases, the performance of the IFoF signal improves as expected. It should also be
noted at this point that the 1545.32 nm to 1546.12nm region is beyond the operational range
the WDM filter inserted after the legacy field infrastructure, thus leading to low power
reception of the transmitted A-IFoF signal and as a result, a small EVM increase. The main
scope of this test was to evaluate the performance near the upper wavelength border of the
CEX and to investigate if penalties occur due to the filters’ concatenation (CEX +
MUX/DEMUX). Results demonstrated that at least two more channels in addition to the 10
already planned can be successfully transmitted with negligible penalties.
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Figure 41. (a) EVM measurements after PON/OTA transmission, after tuning the optical transmission carrier to different
ITU-T channels, (b) Matching of the transmission wavelengths to the corresponding 100GHz Grid channels and (c) the
corresponding constellation diagrams.

Finally, since, the setup includes field transmission, it should be mentioned that the loss
budget is time dependent and can vary by up to 2dB. This variation can be evident to the
results in form of small EVM variations, related to the performance of the photoreceiver or
the wireless transmission components, which are fed with a different value of optical/RF
power.
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CHAPTERS.

Live Demonstration of an SDN-reconfigurable,
FPGA-based TxRx for Analog-IFoF/mmWave RAN,
in MNQO’s infrastructure

As discussed in the previous sections, during recent years, the spotlight has been on the
benefits of incorporating alternative transport systems like A-RoF into upcoming RANSs. This
is in spite of the notable hurdles that must be surmounted for these solutions to be
implemented successfully and offer deployable solutions.

The efficiency of the scheme in densified deployments, stemming from the removal of
Digital-to-Analog Conversion (DAC) and Analog-to-Digital Conversion (ADC) units from
the Radio Units (RUs), the advanced bandwidth availability, and the possibility for the
convergence of multiple optical and radio technologies have been highlighted and
demonstrated through proof-of-concept experiments in both laboratories and field trials [5.1],
[5.2], [5.3]. Still, its actual adoption in the standardized mobile networks is a major challenge
and the implementation of proper interfaces that will allow for gradual integration in the
access and edge domain infrastructures remains an open issue.

The integration of A-RoF interfaces with standard equipment, delivering real-world services,
has been pursued in the past years by research groups working on these bandwidth-efficient
fronthaul interfaces [5.3], [5.4], [5.5]. A first step for A-RoF systems to further penetrate into
the market is the use of deployment-oriented A-RoF baseband processors that are based on
state-of-the-art processor platforms, as well their interfacing with optoelectronics. In this
direction, multiple A-IFoF fronthaul implementation ideas have been presented [5.6], [5.7].
Indicatively, an A-RoF fronthaul implementation, which is based on the development of a
real-time A-IFoF signal processor, has been recently reported in [5.3] employing an Intel
Arria 10 SoC development board that provides Cyclic Prefix (CP)-Orthogonal Frequency
Division Multiplexing (OFDM) signals for external Baseband (BB)-to-Intermediate
Frequency (IF) up-conversion through an analog mixing unit, while in [5.4], an FPGA-based
transmission system showcases the transmission of 10GbE Ethernet frames over an A-
[FoF/mmWave link, using the W-band for Over-the-Air (OTA) transmission.

The next step towards the full-scale integration of analog links in packet core infrastructure
deployments, is the development of analog TxRx units being equipped with management and
control functionalities for exposing these transceivers to the control/orchestration layers of
the network, alongside the baseband processing ones for the physical infrastructure layer. By
following this deployment path for the A-RoF transceivers, the Application Data transmission
(physical and virtual) plane, and the management / control plane can be delivered in a unified,
seamless and interoperable manner. Towards this goal, SDN-enabled RAN layouts have been
discussed and experimentally presented, without involving though, physical layer testbeds

[5.8],[5.9],[5.10]. Very recently, the demonstration of trial, real-time Ethernet services and
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Ultra High Definition (UHD) video was presented over an analog FiWi link [5.11], paving
the way for integrating the A-RoF deployments in mobile network infrastructures.

In the following paragraphs, which describe the final demonstrator of the European project
S5GPHOS, the first demonstration of the integration of a custom, SDN-reconfigurable, real-
time A-IFoF TxRx interface, over a real network infrastructure located in Athens is described.
The implemented SDN controller offered active adjustment of the capacity provided by the
TxRx for converged A-IFoF/mmWave RAN transport, based on constant traffic monitoring
and automatic adaptation to the hosted applications’ requirements. In a nutshell, in the
physical layer of analog transport infrastructure, EVM measurements of 7.3% for QPSK-
OFDM, converged FiWi transmission were achieved. The uninterrupted operation of the E2E
deployment, was validated at application layer through the performance evaluation of various
services such as AR/VR applications running on top of the infrastructure, as well as by
throughput measurements, using traffic monitoring tools, showcasing peak data-rate per user
up to 474Mbps. The reactive capacity optimization and network parameter reconfiguration
capabilities provided by the SDN management and control layer of the presented solution
were also successfully demonstrated. However, more details regarding the implementation of
the analog TxRx, as well its integration in the mobile core infrastructure are provided in the
following sections.

5.1. The envisioned Fronthaul Architecture relying on analog TxRx
interfaces

The proposed SDN-compatible A-IFoF TxRx implementation comprised a Network
Controller (NC), an FPGA-based Digital Signal Processing (DSP) engine, as well Analog-to-
Digital (A/D) and electro-optic (e/0) interfaces that provide analog fiber connectivity towards
the radio unit. The developed TxRx, was used in the experimental evaluation and
demonstration of a converged A-IFoF/wireless layout, which was integrated as an alternative
deployment option in the transport network segment of actual mobile network infrastructure,
located in Athens. Figure 42 depicts the architectural view of this deployment, where mobile
network transport connections of type Ethernet can be provisioned over both legacy transport
technologies and A-IFoF links; the latter serving in cases where high-capacity transport
network links are required, e.g. for the deployment of RAN nodes in crowded hot-spot places,
or as PtP wireless extensions in places where fiber deployment is not feasible. The seamless
operation of the application, network management and data layer of the presented
implementation, is a key factor for the adaptability of A-RoF transceivers to the legacy core
infrastructure.
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Figure 42. Schematic of the envisioned Fronthaul Architecture relying on the adoption of analog TxRx interfaces, for
broadband FiWi connectivity.

5.1.1 RFSoC-based A-IFoF transceiver

The conversion of the Ethernet packets into complex native radio waveforms and vice-versa
relied on the development of a real-time network adaptor, serving as a processing node that
handled the Ethernet packets carrying real-time mobile services traffic. The full stack of DSP
functions targeted efficient fiber/OTA transport through OFDM waveforms. The platform
that was used for the development of this network adaptor was the single integrated Xilinx
Zynq Ultrascale+ Radio Frequency System on Chip (RFSoC), and consisted of a 10G/25G
Ethernet core, an FPGA board, and DAC/ADC. The reconfigurability properties of the FPGA
processor offer great flexibility regarding the waveforms that can be generated and handled,
as well compatibility with any-type SFP-based traffic. As such the employed baseband
processor can be any time adapted to the requirements of the specific network segment and
support varying signal formats, from complex up-converted OFDM waveforms to standard
CPRI-compatible binary OOK traffic. The individual functionalities of the network adapter,
depicted also in Figure 43 are the following:

e Ethernet en/de-capsulation:

The employed RFSoC has increased capabilities in terms of Gigabit Ethernet connectivity, as
its Gigabit Transceivers can support up to 25G Ethernet with the (Media Access Control)
MAC and Physical Coding Sublayer (PCS) implemented on the FPGA fabric. The Ethernet
core performed data link layer functionalities to map the incoming Ethernet traffic to the DSP
engine, as well to recover Ethernet frames from the demodulated waveforms. These
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functionalities include basic error handling, flow control for access to the physical layer, and
frame encapsulation into 802.1Q frames that enable Virtual Local area network (VLAN)
tagging — the supporting mechanism of the management plane. Through implementation of
the corresponding functionalities, the RFSoC platform also offers compatibility with a variety
of standard protocols, including different options of the eCPRI interface.

e Baseband processing:

The signal processing functions of the implemented A-IFoF transceiver were executed within
the FPGA fabric of the RFSoC platform. Multiple lane processing of up to 4 independent data
streams were applied for low-latency implementation. Two independent and identical
transmitter/receiver side DSP block chains were developed within the RFSoC for the
establishment of full-duplex connectivity. At the transmitter side, the incoming bit-stream
was initially mapped to QPSK symbols, while the OFDM signals were generated using a fixed
256-tap inverse Frequency Fourier Transform (iFFT) algorithm., which combined to the
200MHz analog bandwidth at the DACs’ outputs correspond to a larger subcarrier spacing
compared to the 3GPP specifications, approximating the value of IMHz. The FPGA clock
was 256MHz, corresponding to transmission of 204 MHz useful bandwidth, after zero-
padding (52 out of 256 sub-carriers). A CP of 64 samples length was inserted to the signal
before its Digital-to-Analog (D/A) conversion. It has to be mentioned that the parameters that
were selected for the OFDM modulation are not based on the 3GPP specifications. Instead,
signal robustness against distortive factors, such as ISI and phase noise, as well the resource
utilization scaling of the employed FPGA platform were the main criteria for the
determination of the OFDM parameters.

More specifically, based on the latest 3GPP specifications for extended symbol bandwidth
values of up to 400MHz [5.12], the corresponding FFT size extends to 4096 taps, hence the
subcarrier spacing can be as narrow as 98KHz for the specific parameters. In general, the
3GPP standards support subcarrier spacings in the range of 15KHz to 480KHz. The CP is in
most cases calculated as a fraction of the FFT length. This fraction varies from 1/4 to 1/16,
while longest CP ensures robustness to ISI [5.13]. It should be noted that the mentioned
specifications target to meet the requirements of the access component in 5G mobile
networks. More specifically, they are tailored for the connection between user equipment and
radio units. These specifications have been designed considering transmission scenarios
involving wireless frequencies of up to 28GHz [5.14].

The A-IFoF transceiver introduced aims to offer an alternative transport solution for
connecting BBUs with their corresponding RUs, over analog-based fiber and converged fiber-
Wireless paths. Aiming to benefit from the high bandwidth efficiency characteristics of A-
IFoF scheme, the convergence of analog optical interfaces and high-frequency radio
solutions, including mmWaves, sub-THz, and even THz, presents an opportunity to achieve
extremely high capacities.

One of the main challenges towards adopting such high bandwidth technologies in analog
transport layouts is their high susceptibility to distortion caused by the oscillators’ phase noise
[5.15]. The effect of phase noise gets even worse in OFDM-based transmission systems when
narrow subcarrier spacing values are adopted [5.16]. In the custom analog transceiver that is

being presented in the current work, the embraced 256-tap FFT size, combined to the 200MHz
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analog bandwidth at the DACs’ outputs correspond to a larger subcarrier spacing compared
to the 3GPP specifications, approximating the value of 1MHz. As such, one of the criteria for
the FFT size and subcarrier space selection was robustness to phase noise. At the same time,
for the selection of the size of the FFT transformation the resource utilization scaling of the
employed Xilinx IP core, especially the DSP and RAMB blocks was taken into consideration.

Furthermore, considering that employing an FPGA as a baseband processor allows for
reconfigurability but may not achieve optimal performance, an extended CP of 64 points was
utilized. This extended CP, which corresponds to a quarter of the FFT length, was chosen to
ensure resilience against ISI and concurrently facilitate timing synchronization of the received
OFDM symbols based on the CP, even in low-SNR reception cases.

At the receiver side, the timing synchronization of the signal was achieved through an auto-
correlation function targeting to the identification of the CP, which indicates the start of the
OFDM signals. After the CP elimination, a 256-tap FFT function was used for the
demodulation of the OFDM symbols. Following, a Zero-Forcing (ZF) algorithm was
implemented for the channel estimation and equalization of the received data. For this
purpose, 21 pilot sub-carriers multiplexed with the data subcarriers were also transmitted. For
the purposes of the current work, standard low-complexity processing algorithms were
employed, to upgrade to higher-order modulation formats as in [5.17], would require
advanced synchronization techniques and FEC coding.

e RF data converter functions:

The RFSoC device is equipped with 8 DACs and equal number of ADCs supporting sampling
rates up to 4Gbps. Moreover, each converter has its own dedicated digital datapath
implementing DSP blocks, such as interpolation, decimation filters and digital mixers to up-
/down-convert from/to baseband. The programmability of the Analog Mixed Signal (AMS)
blocks offers the ability to process real or complex signals and support multi-band operation.

e Electro-optic interfaces:

Highly linear optoelectronic units were used to realize an IM/DD communication strategy for
the optical segment. In more detail, the use of an Electro-absorption Modulated Laser (EML)-
based analog IFoF transmitter was selected as a cost effective, integrated solution that has
been extensively proposed for the emerging densified 5G network topologies [5.18].
Commercial off-the-shelf photoreceivers were used to detect the analog optical signals,
providing thereby the radio waveforms to the mixer stages of mmWave boards. As such,
specific power consumption details of each stage of the transceiver are presented in Table 7.
Apparently, the conversion of the digital streams to analog signals and vice-versa is the most
power consuming process.
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Figure 43. A-IFoF transceiver developed on state-of-the-art Xilinx RFSoC board, interconnected with 10GHz electro-optic
units.

The evaluation of the presented A-IFoF transceiver design was initially per-formed through
latency and power-consumption measurements (Table 7). The execution time for the
accomplishment of the transmitter-side processing functions for each stream was measured
to be Susec, and the execution time for the receiver-side pro-cessing was found to be 9usec.
Given that the wireless signal propagation delay is negligible, compared to the fiber
transmission delay (Sus/km for Standard Single Mode Fiber (SSMF)), the fiber transmission
length is the main contributing factor to the total delay budget of the experiments. As a result,
even for Ultra- Reliable and Low-Latency Communication (URLLC) applications with up to
100usec latency requirements for one way transmission delay [5.6], optical propagation
distances up to 18 km can be sup-ported by our presented solution. Furthermore, the power
consumption of the technology solutions involved in A-IFoF-based transport implementations
is a key feature. As such, specific power consumption details of each stage of the transceiver
are presented in Table 7. Apparently, the conversion of the digital streams to analog signals
and vice-versa is the most power consuming process of the RFSoC, whilst the RF
amplifications connected to the electro-optic components also contribute a fair share in the
power consumption.

Table 7. Power consumption per TxRx unit

Unit Power Consumption
(Watt)
FPGA fabric 2.3
CPUs (used for §iggal performance 57
RFSoC monitoring)
RFSoC clocks 1.2
DAC/ADC units 33
Electro-optic Optical modulation 2.07 (Driver) + 0.2 (EML)
modules Photoreceiver 1.5
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5.1.2 SDN-powered Management & Control Plane

The control plane of the developed TxRx unit, relies on a commercially available NC card
[5.19], which was integrated into the setup via three different interfaces, the internet gateway
(used for signaling with the open daylight controller), the Active Optical Cable (AOC)
connection with the MNO components, and the AOC connection with the baseband
processor’s ports. The selected NC card features a number of capabilities that are of key
essence to the selected experimental setup: a) multi-linux-Operating System (OS) support (to
allow for easy installation in the master and slave flexbox nodes and b) hardware-accelerated
Open Virtual Switch (OVS) implementation for very low latency execution of the OVSDB
signaling commands and c) support for optical (SFP28) ethernet ports. The proprietary
framework supported by the NC allowed to offload the datapath by programming the NC
embedded switch and avoiding the need to pass every packet through the processor cores. The
control plain remains the same as working with standard OVS. Two individual NC cards
were employed, to host management and control layer operations, both at the BBU and the
remote radio sites, thus enabling full-duplex connectivity.

For the implementation of management and control plane functionalities, the OVS L2
virtualization software was installed in a master and slave, desktop-grade pcs (using ubuntu
20.04 Server Lts) to allow for the generation of virtual L2 ports that will be used to manage
the configuration of the uplink and downlink data flows of both the master and slave node.
The physical (actual) ports of the nodes for the implementation of 802.1Q encapsulation and
the control of the VLAN tagging mechanism, which was the method used for the routing of
the legacy equipment’s traffic over either one or two data lanes throughout the RFSoC
platform. Essentially, the activation of a second data lane enabled the duplication of the traffic
rate that could be supported by the analog TxRx.

The configuration of the OVS system was based on primitives such as the generation of a
virtual switch for a virtual interface as well as management of queues and rules for the
Downlink (DL) and Uplink (UL) direction. The original network input/output port is bridged
in the OVS system using a virtual interface. There it is split into 2 different directions for the
uplink and downlink traffic (different VLAN tags). Both flows are then connected to an actual
port, i.e. the optical interfaces of the setup. The optical interfaces that are linked towards the
physical layer, act as a “trunk” for both the uplink and downlink VLANs. After the
deployments of virtual and physical network layers, an L2 data bridge was established
between the two virtual network interfaces, to support the proprietary 3GPP-based L2/L3
protocols. This enabled E2E internet/TCP connectivity of all the showcased services and
applications.

In order to provide remote, cloud-based management of automatic VLAN configuration, the
OVS at both BBU and remote radio sites was operated under external remote management
mode, connecting each OVS to an external OpenDaylight controller, hosted in external, over-
the-internet infrastructure. The employed server used the OpenFlow protocol to exchange
management and measurement messages with underlying OVS nodes using the OVS
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Database Server (OVSDB-SB) extension. In particular, the solution relies on two core open-
flow message types: i) Measurements of the virtual switch’s ports (Tx/Rx Bytes) which map
to the “controller-to-switch read-state” messages and ii) Messages that alter the open-flow
rules of the virtual interfaces, Match-Rules for the manipulation of incoming traffic
(downlink) and Action-rules for outgoing traffic (uplink), respectively — mapped in
“Controller-to-switch Modify-State messages”. The OpenDaylight controller acts as an
abstraction on top of the open-flow layer (as well as the underlying south-bound protocol)
and exposes a machine-friendly REST API mechanism (RESTConf) which allows for a
programmatic manipulation of said parameters (read/write) via direct reference of their
respective YANG model identifiers. For the purposes of this experimental setup, a preset
mapping table between VLAN tags and functionalities allowed for different experimental
scenarios to be tested. An example of such mapping that was used was VLAN tag 9 or 10
switching the downlink mode to single or dual lane. The same effect was also applied in the
uplink virtual interface, using the VLAN tags 0 and 1. To be noted that, while for the sake of
these demonstration activities, a preset (hard-coded) mapping table was used, a dynamic
mapping table methodology has also been evaluated. After this connectivity had been
established, the OpenDaylight controller exposed all the underlying component information
via the RESTConf module, which provided a REST Application Programming Interface
(API) that can be used for connection by external client software.

The Network, Planning and Orchestration (NPO) tool was the final component of the setup
which used a Hypertext Transfer Protocol client to the RESTconf interface of OpenDaylight
controller to provide a separate management and analytics plane for manual
inspection/control, as well as a sandbox for developing closed management loops that
employed analytics to perform management actions. The API provided full L2/L3 metric
visibility of the underlying link to the NPO software, which was designed so as to allow users
and applications access to the full operational context of the analog link. The developed setup
could thus support intelligent algorithms and functionalities from commodity Ethernet
infrastructure to be operated also on traffic stemming from A-IFoF/mmWave interfaces to (a)
signaling traffic overhead analysis, (b) traffic profiling of the various applications hosted and
(c) configuration and performance of the dynamic capacity de-/aggregation. As a monitoring
solution, the NPO tool is applying the best practices with respect to the processing overhead
of the actual data plane of the experimental setup. By utilizing the measurement values
provided by RESTConf from the OpenDaylight Northbound interface, the NPO tool creates
a ‘digital twin’ of each of the virtual network interfaces that can be accessed by client
applications to acquire the latest measurement values. The visualization software (based on
open-source typescript/javascript frameworks running on web browsers) as well as the
intelligence algorithms (stand-alone java applications) are producing signaling load isolated
to the NPO backend. Using this approach, horizontal scaling of these clients is not producing
additional overhead propagated to the actual data plane nodes. For the enforcement of the
management actions (i.e. the activation / de-activation of the additional bandwidth-providing
lane, direct invocation of the “Modify-State” must be invoked. The selected NC cards,
however, provide hardware accelerated SDN support (including the manipulation of the
openflow parameters) which produced undetectable delays (due to the actual OS processing
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delay of the network traffic itself) and also no packet loss during the configuration action. A
final note on the “digital twin” approach is that the detected “state” of each of the virtual
interfaces is directly related to the ‘refresh interval’ of the digital twin. To reduce the
measurement frequency, we increase the sampling rate, introducing delay on the identification
of various action-triggering states (i.e. states with throughput higher than the pre-selected
threshold). This can increase the error rate of decision-making algorithms especially for traffic
bursts that span over amounts of time that are smaller than the sampling interval period.

5.2. Experimental evaluation of the real-time analog Fronthaul
topology and live demonstrator deployment

In the following paragraphs the experimental evaluation of the envisioned real-time analog
TxRx-based topology will be reported, including the performance of preliminary testing
involving different converged fiber-wireless transport scenarios, the preparation and
execution of the large-scale demonstrator and finally the discussion of the acquired results.

5.2.1 Experimental investigation of FPGA-based A-IFoF/mmWave transceiver
integration in mobile infrastructure

In this section, the successful integration of the real-time analog transceiver over an existing
mobile infrastructure is presented. Three alternative optical/wireless converged network
topologies were investigated and successfully demonstrated: (a) FiWi, (b) Wireless-Fiber
(WiFi) and (c) Fiber-Wireless-Fiber (FiWiFi).
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Figure 44. Experimental setup of (i) FiWi, (ii) WiFi and (iii) FiWiFi downlink segments of the FPGA-enabled EPC-to-Small
cell interconnection.

Figure 44 shows the experimental set-up that was employed. The existing mobile
infrastructure of Greece’s largest Mobile Network Operator (MNO), (COSMOTE) was
exploited, which among others included an Evolved Packet Core (EPC) and a Small Cell.
Figure 45 depicts the fiber interconnection of the core equipment (located at the MNO’s
premises) and the access nodes (located at NTUA). Specifically, a pair of fibers stemming
from COSMOTE premises is terminated at the NTUA’s network operation center (NOC),
which is located inside the NTUA campus. The length of each fiber was measured to be 22.65
Km and 17.5 Km, respectively. This link has also been characterized via OTDR
measurements which indicated that the optical losses at 1550 nm were about 12.5 dB.
Additionally, there is an extra fiber link that interconnects NTUA’s NOC with the Photonics
Communication Research Laboratory (PCRL) premises. This intra-campus link consists of
six pairs of fiber. Each fiber length has been measured to be approximately 3 km with optical
losses below 1 dB. This dark fiber deployment can be used to provide connectivity (also via
switches at both sides) between the COSMOTE and the NTUA lab.
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Figure 45. COSMOTE-NTUA premises interconnection — optical layer connectivity

Between these two network units, the FPGA-based analog TxRx unit emulated both Ethernet
and signal processing functions of a Baseband Unit (BBU). In this experimental testing phase,
the SDN capabilities of the TxRx were not utilized. More specifically, at this stage, the
Ethernet core performed data link layer functionalities to map the incoming Ethernet traffic
to the DSP engine, as well as, to recover Ethernet frames from the demodulated waveforms.
These functionalities include basic error handling, flow control for access to the physical
layer, frames encapsulation and Virtual Local Area Network (VLAN) taging. The RFSoC’s
FPGA engine generated and post-processed the OFDM waveforms that were propagated over
the analog testbed. It has to be mentioned that the RFSoC implemented two independent and
identical transmitter/receiver side DSP block chains and provided two pairs of DACs/ADCs,
for the establishment of full-duplex connectivity. However, due to the lack of lab equipment,
the investigated experimental layouts implemented only one signal direction (defined by A
and B points in Figure 44), while in the other direction the IF signals were propagated over
an electrical SMA cable.

The signals genereted in the RFSoC platform propagated in the fiber by exploiting highly
linear Intensity Modulation/Direct Detection (IM/DD) opto-electronic units in three different
optical-wireless network layouts. The FiWi and its symmetrical WiFi layout intended to
emulate a bidirectional Fixed Wireless Access (FWA) scenario, while the extended FiWiFi
layout served as a wireless bridge, interconnecting terminals of two spatially separated fiber
transport segments [5.4], [5.20]. In the FiWi layout (Figure 44 (a)), the DAC output was
amplified via a controllable gain amplifier and then used to drive the Electro Absorption
Modulator (EAM) segment of an EML. The optical signal was transmitted over a 25 km fiber
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spool of Standard Single Mode Fiber (SSMF) and detected by a 10G photoreceiver. The
photoreceiver output was fed to an IF-to-V-band radio board. An identical Receiver-side
antenna module located at 1 m horizontal distance was used to receive the mmWave radio
waveforms and direct them to the ADC of the RFSoC after RF-to-IF down-conversion. Both
commercial V-band radio boards operated at 60GHz

Regarding the WiFi layout, an inverted but symmetrical link to the FiWi layout was
implemented, as depicted in Figure 44 (b). Finally, as shown in Figure 44Figure 46 (c), the
FiWi layout was extended with an extra EML and a photoreceiver leading to the targeted
FiWiFi layout. It should be also mentioned that the voltage input levels of all e/o and active
RF components were carefully selected to ensure their linear operation.

(v) Iperf measurement

@ ©
(i) -~ 7.3%Evm
o] ©
(o] ©
(iii) 7.5% EVM
Lo] ©
(O] o
(iv) 9.6% EVM
(o] © (vii) 4K Video Streaming

Figure 46. EVM measurements and constellation diagrams after (i) electrical back-to-back (ii) FiWi, (iii) WiFi and (iv)
FiWiFi real-time transmission, (v) Iperf measurements of the FiWi segment, (vi) photo of the implemented testbed and (vii)
screenshot of 4K video streaming

Figure 46 (i) - (iv) show the EVM results of the received IF signal after converged FiWi, WiFi
and FiWiFi transmission, and the corresponding constellation diagrams after real-time
processing. A photo of the actual setup is depicted in Figure 46 (vi). The initial signal
generated by the RFSoC exhibited an EVM of 2.7% (Figure 46 (i)), while the use of the
optical and RF modules through the FiW1i setup introduced an EVM increase by 4.6%. As it
was originally expected, the FiWi1 (Figure 46 - i1) and WiFi (Figure 46 - iii) transmission
performance was similar, with an EVM offset of 0.2%. The identical EVM measurements in
both links, is a strong indication that the active RF/optoelectronic units of the FiWi and WiFi
testbeds were operating at their linear region. The extension of the FiWi link with an
additional optoelectronic conversion stage, was responsible for an increase of the EVM value
by 2.3% (Figure 46 - iv) compared to the FiWi case. Nevertheless, in all cases the transmission
was well-bellow the 3GPP threshold of 17.5% EVM for successful demodulation of the QPSK
modulation [5.21], indicating the robustness of the proposed analog IFoF/V-band/IFoF
transport solution, thus its scale-up capabilities.

Aside from the physical layer performance metrics, the capability of the proposed solution to
support real-world services over the MNQO’s infrastructure was assessed. To this end, for all
previously described network layouts, a Mobile User Equipment (MUE) was used to perform
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Iperf measurements, using Transmission Control Protocol (TCP) traffic, exhibiting 100Mbps
stable connectivity (Figure 46 - v). Finally, 4K online video streaming (Figure 46 - vii),
uninterrupted live IP-video teleconferences and web browsing were successfully
demonstrated over the presented A-IFoF/mmWave network configurations.

5.2.2 Deployed Testbed of Live Demonstrator

The next step towards setting up the large-scale live demonstrator was to extend the testbed
described in the previous section, by including the full capabilities of the analog TxRx, and
especially the SDN reconfigurability functionality, and stress the capacity and real-time
adaptability requirements of the unit, through integration with a highly demanding
services/applications layer. The mobile services and applications on display could be reached
by seamlessly combining the deployed analog transport layout with the MNQO's mobile core
equipment described in the previous paragraph.

More specifically, a plethora of advanced mobile services were (concurrently) demonstrated
(e.g. Voice over LTE (VoLTE) and data services such as HD/4K real-time streaming, AR/VR
applications, web-browsing and Internet of Things (IoT) applications), reflecting not only the
needs of individual end-users but also entire vertical domains (e.g. physical security based on
surveillance cameras, energy management/monitoring and any [oT domain). In brief:

. The establishment of full duplex e2e connectivity (access-analog transport-
core) was verified

. The network performance (incl. handovers) was evaluated using various Apps
(such as OOKLA Speedtest, nPERF, Magic-iPerf and COSMOtools) utilizing both
public and private (iperf) servers

. The user’s experience (QoE) was assessed through the demonstration of single
and concurrent (bandwidth hungry and low-latency) mobile apps/services

. The management and control layer of the SDN infrastructure was assessed,
including: (a) setup configuration parametrization, (b) signalling traffic overhead
analysis for the experiment and projections, (c) traffic profiling of the various
applications hosted and (d) configuration and performance of the dynamic sub-band
allocation SoN.

. The low energy consumption of the elements/nodes was measured and
demonstrated.
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Figure 47. Experimental Demonstrator layout, involving the Data, Control and Services layers.

The mobile network infrastructure of the trial setup consisted of a fully-fledged Long Term
Evolution (LTE) Core network and NOKIA’s Flexi Zone Multiband Indoor 4G small cells
(RAN part). The infrastructure was complemented with an Openstack multi-cloud
infrastructure where applications were hosted. To validate the performance of the deployed
A-IFoF transceivers-assisted transport network segment in the E2E deployment through
performance evaluation of commercial applications running on top, the testbed also included:
a COSMOTE TV Set-Top-Box (STB) for live video content provisioning, High Definition
(HD) / 4K Internet Protocol (IP) and High Definition Multimedia Interface (HDMI) cameras
to provide live footage, AR/VR Glasses (OCULUS Quest-2, HOLOLENS-2), as well as
Internet-of-Things (IoT) devices including sensors, and Android/iOS smartphones/tablets.
Carrier aggregation was also supported, so as to boost the RAN node capacity and as a result
also to evaluate the active capacity reconfiguration capabilities of the TxRx and the maximum
achievable throughput.

Figure 47 illustrates the E2E deployed setup including the physical-, the data management-
and the application layers respectively. Considering the DL path, connectivity between the
EPC (located at COSMOTE premises) and the Small Cell (located at National Technical
University of Athens (NTUA) premises) was provisioned as follows: the EPC traffic towards
the Small Cell was fed to the NC, via a dedicated dark fiber link, interconnecting the two
remote locations, via standard Small Form-factor Pluggable (SFP) interfaces and then was
carried forward to the FPGA fabric, as well the A/D and e/o interfaces. More specifically, the
DAC output was amplified and fed to a (CANGLONG CEB510 series) Electro-absorption
Modulated Laser (EML) emitting at 1560.42nm. The optical signal was transmitted over a 2
km fiber spool of Single Mode Fiber (SMF) and was detected by a (Discovery
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Semiconductors DSC-R402) 10G linear InGaAs photoreceiver. The photoreceiver output was
connected to the IF-to-V-band upconverter board (Gotmic gTCS020B). The upconverter
output was interfaced with a directional Tx- pyramidal gain horn V-band antenna, featuring
23 dBi gain and 10° beamwidth, through a WR15 waveguide. An identical Rx-side radio unit
(Gotmic gRCSO016B) located at 1 m horizontal distance received the mmWave radio
waveforms, and the down-converted radio waveforms were then directed to the ADC unit.
The limitation on the transmission distance of the mmWave link was due to several factors,
including space constraints, the length of RF cables, and the presence of a complex indoor
environment with surrounding objects. However, it was demonstrated that the same mmWave
link could effectively operate at a distance of 7 meters [5.11], while other mmWave
deployments have showcased wireless transmission distances of up to 200 meters [5.22], in
line-of-sight (LOS) condition.

The received IF upconverted waveforms were processed through the receiver-side DSP chain
developed on the FPGA-based A-IFoF TxRx. The bitstreams were then converted to Ethernet
traffic and forwarded to the NC and finally to a Small Cell, which offered access to mobile
user equipment. For the establishment of bidirectional connectivity, a symmetrical Wireless-
Fiber link should be employed, providing backwards communication of the Small Cell with
the EPC. Due to limitations related to equipment availability, a symmetrical optical link was
used for the implementation of the UL path of this setup. The experimental evaluation of the
corresponding Wireless-Fiber link is provided in [5.23], indicating similar EVM performance
of the Fi-Wi and Wi-Fi paths. The EML that was employed for the implementation of the UL
direction was emitting at 1540nm, allowing the co-transmission of both directions in a single
fiber. The multiplexing of the DL and UL optical paths in the same fiber core was achieved
by using two low-loss optical circulators, as depicted in Figure 47.

To showcase the network’s adaptation to traffic demands overcoming the capacity limits of
small cell connectivity, two additional pairs of the A-IFoF TxRx’s DAC and ADC units were
employed, for the parallel implementation of a second bidirectional link. This identical analog
RoF link was used to provide traffic to a second Small Cell and was dynamically activated,
via the SDN controller, when the traffic demand exceeded the capacity of a single Small Cell,
and accordingly deactivated when the demand was reduced. As a next step, the employment
of external analog mixing modules, or electro-optical units emitting at slightly different
lamdas, can enable the co-transmission of the parallel traffic lanes, over shared fiber or fiWi
infrastructure.

Figure 48 depicts pictures of the deployed setup for the performed live demonstrator.
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Figure 48. Pictures of the live demonstrator testbed.
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5.2.3 Experimental Results and Real-Time Demonstration of Mobile Services

The first step towards examining the performance and functionality of the deployed testbed
was to evaluate the quality of the analog waveforms that were propagated over the A-
IFoF/mmWave transport deployment, after processing through the employed TxRx unit. The
physical layer evaluation results are presented in Figure 49. The EVM measurements and the
constellation diagrams were derived after real-time processing of the signals detected at the
DACs’ outputs (point A), after fiber (point B), corresponding to the UL and FiWi,
transmission (point C) corresponding to the DL direction and indicate successful signals’
retrieval (EVMs of 2.7%, 5.7% and 7.3% respectively). The measured EVM values are in all
cases well below the requirement of 17.5% set by 3GPP for QPSK signals [5.21], validating
the preservation of signal’s integrity over the Fiber and FiWi analog transport segment, as
well the possible adoption of up to 64QAM (EVM<8%) modulated signals in the presented
testbed. Figure 49 also presents the EVM measurements that were obtained after using a
Variable Optical Attenuator (VOA), to reduce the optical power at the input of the
photoreceiver. After extended measurements the received EVM performance indicates
successful signal retrieval for optical power levels above -28 dBm.
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Figure 49. (a) Constellation diagrams and EVM measurements at the DACs’ output (point A), Fiber (point B), and Downlink
(point C) transmission, and (b) EVM measurements after FiWi transmission, after reducing the received optical power.

The next step was to assess the impact of the analog fiber-wireless link on the transport
segment between a mobile network EPC and RAN node (Small Cell). The conducted
demonstrator evaluated the proper operation and the multi-subband performance of the analog
FiWi transport network through the use of a series of services and investigated whether there
is any possible impact on the QoE after the integration/intervention of the A-IFoF-based link
in an E2E mobile network. All services aim at:
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* Verifying the establishment of full duplex E2E connectivity between commercial 4G
Small Cells and the EPC/IMS testbed of COSMOTE over the employed analog network
and correct establishment of voice and data calls from commercial smartphones.

e Demonstrating the proper operation of concurrent mobile services (VoLTE calls,
HD/4K video streaming, AR/VR services, IoT services, etc.) over the deployed
infrastructure.

* Verifying that the intervention of the alternative transport infrastructure (R-RRH, SL-
RRH, analog TxRx units) does not have any negative impact on the mobile network
performance and QoE.

At first, network performance-related tests were conducted (using various Apps such as
OOKLA Speedtest, nPERF, Magic-iPerf and COSMOtools) utilizing both public and private
(iperf3) servers, including handovers. The following performance-related measurements have
been gathered at both test sites (MNO and NTUA premises), regarding:

e Max DL/UL bitrate (TCP/UDP) vs. distance from the Base Station (small cell)
* Max DL/UL bitrate (TCP/UDP) vs. Reference Signal Received Power

» Latency vs. distance from the Base Station (small cell)

* Latency vs. Reference Signal Received Power

Throughout the demonstrator, zero deterioration on the performance of the hosted services
was noticed, indicating the flawless operation of the E2E deployment. On top of the user’s
experience, the performance assessment has been based on specific network performance
tests, from which it can also be easily verified that the presented solution not only is capable
of addressing the strict requirements of demanding real-time applications but also it can
guarantee no impact on the QoE of the user. Figure 50 depicts the maximum achievable
throughput (measured through Iperf and Ookla traffic monitoring tools) is limited by the
Small Cell’s capacity reaching 245Mbps DL and 190Mbps UL which was measure via live
bandwidth measurements. In addition, these measurements were also performed during UE
handover between two Small Cells, indicating smooth recovery of the achievable data rate,
hence unimpacted operation of the E2E deployment, as well the correct operation of RAN’s
critical Control-Plane.

150



h;E /\/\ i
=5 1

SDN capabilities and
NIC Control Services over A-IFOF Link  PCWithNiCinterface

nterface NIC Control -
Interface
i . .

T

-~/

(' ) LTE small cell

m
o
(o]

)

0P Rate g

1
Oinece ]

NTUA premises
Max ULIDL (Mbps] vs. RSRP

500 Mbps

- 241 Mbps

@

=

“ il
ST E11 5E% 660 B8R 700 THN,
©

I Flexible Bandwidth
Live Bandwidth Measurements Allocation

Figure 50. Service/Control layer evaluation of analog TxRx interface, including: Dynamic capacity reconfiguration, Live
latency/bandwidth measurements, Live Bandwidth measurements, and Demonstration of the uninterrupted operation of
AR/VR gaming, 4K video streaming, and IP videos, over the presented deployment.

Figure 51 shows some screenshots taken by the mobile UE that was used throughout the
demonstrator to run the aforementioned traffic monitoring applications.
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Finally, the SDN-controlled dynamic, capacity de-/aggregation of the A-IFoF TxRx was
demonstrated. More specifically, through constant monitoring of the traffic profile via the
NPO tool, the developed SDN controller activated a second transmission channel, supported
by the implemented A-IFoF TxRx to adjust the available bandwidth, when requested. For
demonstration purposes, the second deployed channel relied on a bidirectional RF link,
interconnecting an independent pair of DACs and ADCs. The aggregated throughput
supported by this solution reached 474Mbps, fully exploiting the capacity of two Small Cells,
operating concurrently. Figure 50 represents the instant duplication of the transport layer
capacity after maximization of the throughput request of both Small Cells, monitored by the
NPO tool. During the dynamic capacity duplication, network traffic measurements were
captured on the OpenDaylight controller to monitor the status of the link. Given that high
delay values would cause out of context decision-making and make the network optimization
ineffective, the data sampling parameter of the link capacity optimization function was closely
related with the Round-Trip Time (RTT). After analysis of the logging derived from the
operation of the algorithm, we noticed that for a preset interval of 5000ms (5s) we got delay
values of 5050+-25 ms which resulted in actual RTT of ~ 68ms. This value is two orders of
magnitude different than the sampling rate and therefore confirms that the RTT delay does
not affect the dynamic subband allocation algorithm. Finally, The RTT delay inserted by the
SDN monitoring/capacity de-/aggregation tool, in addition to the Tx and Rx baseband
processing time, corresponding to Susec and Yusec respectively correspond to minor delay
insertion to the total delay budget of the data propagation, well explaining the uninterrupted
operation of the E2E deployment and the successful delivery of the mobile services.
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Figure 52 depicts indicative pictures of the varying applications and services that were
employed either individually or concurrently throughout the demonstrator.
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Figure 52. Indicative pictures and screenshots of the different hosted applications.
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CHAPTER 6.

Conclusions and discussion on potential future
research extensions

This chapter wraps up the present thesis by highlighting the key points discussed in each
section of this document. As a step forward, the document explores research extensions aimed
at enhancing the presented concept and moving it closer to practical deployment in future
mobile networks.

6.1. Summary of the presented work and conclusions

As presented in the first chapter of this document, over the past three decades, significant
advancements have occurred in wireless communication, in the transition from 1G to 4G, to
meet the demands for high bandwidth and extremely low latency. The advent of 5G is driven
by the continuous tightening of mobile networks’ requirements by offering extremely high
data rates, enhanced Quality of Service (QoS), low latency, extensive coverage, high
reliability, and economically feasible services. To this direction, the evolution of the optical
RAN infrastructures, as well the available optical interfaces and technologies that can support
the migration to future mobile networking plays a crucial role.

During the past years, the RAN equipment has adopted innovative designs to address these
challenges. To alleviate the demands on these specifications, diverse functional splits of the
RAN machine have been established. Additionally, novel network segments, namely
fronthaul, midhaul, and backhaul, are now defined as X-Haul links connecting the radio
equipment to the core network. The high cost or complexity of hosting fully updated RAN
equipment at the antenna site led the transition to C-RAN network layouts. At the same time
the migration to new interfaces, including CPRI enhancements as well the adoption of
completely new transport technologies, including the A-RoF scheme serves as a potential
solution to overcome the limitations of current RAN deployments. Benefiting from the legacy
of PON networking, the reuse of the abundant transceiver and fiber installations in
metropolitan areas, concurrently with WDM- And TDM-based traffic aggregation, in synergy
with advancements in SDN networking can further increase the cost efficiency and capacity
performance of X-Hauling and provide suitable network solutions, capable of efficiently
supporting the services and applications envisioned in the beyond 5G era.

In Chapter 2, the concept of Digital Signal Processing (DSP)-assisted optical transmission
capable to support analog MFH is discussed. This RoF concept aims to alleviate the
bandwidth limitations of the 5G MFH through the use of analog optics, which can carry native
wireless data signals via installed fibers. It introduces this ambitious analog concept within
the 5G landscape emphasizing structural changes and challenges that analog MFH attempts

157



to address. In the next paragraphs, the architectural shift towards Centralized Radio Access
Network (C-RAN) topologies is thoroughly discussed, which put the traditional digital MFH
transport on the question. The DSP-enabled Analog architecture supporting the MFH is then
presented, focusing on the digital functions undertaken from a powerful centralized DSP
engine.

The next paragraphs focus on the Analog RoF-based optical transport alternatives, presenting
the basic idea behind this scheme and then moving on to a more conceptual view of an
indicative A-RoF architectural structure. The main benefits related to A-RoF and A-IFoF
deployments are then discussed, while a more thorough description of the various optical
methods that are available for generating and transmitting analog radio signals through fiber
is provided. Moreover, RoF systems rely on the transmission of analog signals through optical
fibers, thus their performance is often constrained by several impairments, including optical
fiber chromatic dispersion, phase noise, and nonlinearity, which is the main constraint related
to widely adopting these schemes in actual mobile networks. Following the discussion of
analog-based fiber advancements towards future mobile RAN installations, the migration to
mmWave technologies, as promising candidate access points, but also as possible fiber
extensions for flexible and scalable X-haul implementations is introduced. More specifically,
an architectural view of mmWave-based fiber-wireless bridges for mobile transport
deployments, as well the main challenges and motivations associated with the employment of
mmWave links are examined. Finally, initial results from preliminary experiments aiming at
the verification of the proposed A-RoF solution for realistic fronthaul scenarios are also
included.

Chapter 3 explores in depth the domain of modulation and signal processing techniques,
crucial elements supporting analog fiber/fiber-wireless transport transmission. Within this
chapter, an extensive exploration of modulation techniques in mobile communication systems
is presented. This involves a detailed comprehension of digital modulation methods, including
single carrier digital modulation and the OFDM scheme, unveiling the fundamental principles
underpinning effective signal modulation in the context of mobile communication. The focus
then transitions to multi-carrier candidates for 5G and beyond mobile communication,
providing an overview of varying candidates that promise to evolve the landscape of mobile
communication systems. A systemic comparison of these formats based on their applicability
for indicative actual use case scenarios is also provided.

The next paragraphs focus on actual algorithmic implementation and for this purpose the
focus is put on CP-OFDM waveform, which has been adopted for the investigation of an end-
to-end A-IFoF transceiver implementation, experimental evaluation, and integration into
varying analog transport segments, as it will be extensively presented in the following
chapters. Finally, a set of initial experimental results, captured after fiber and converged A-
IFoF/V-band air transmission, are presented. These experimental studies aim to evaluate the
DSP assisted A-IFoF concept for efficient accommodation of both single and multiple radio
signals, using commercial off-the shelf electronic/photonic components, employing the CP-
OFDM modulation format. Prior to the description of the experimental layouts that were
deployed for analog fiber and FiWi transmission performance evaluation, the key components
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of these layouts, used for electro-optical conversion and vice-versa, as well the radio boards
and antenna units that served the IF-to-RF conversion and wireless propagation are described.

Chapter 4 focuses on the demonstration of a seamless analog FiWi transport link, employing
A-IFoF signals over an FMC topology deployment of TIM’s PON legacy infrastructure,
directly connected to a mmWave wireless link, recirculating traffic between Ethernet-
compliant analog IF-transmit interfaces of an FPGA at the network nodes. The Downlink
operation of the presented FMC topology was experimentally demonstrated. The real-time IF
transmitter was implemented with a Xilinx Zynq Ultrascale+ RFSoC platform, carrying the
transmitter side DSP functions and generating digitally upconverted OFDM signals with
bandwidths up to 400MHz. The A-IFoF signal was transmitted through the field,
simultaneously with residential traffic and redirected to the mmWave wireless link, resulting
to EVM values well below the 3GPP specifications, paving the way towards true FMC
convergence in emerging future PON architectures.

More specifically, the proposed FMC architecture enabling the reuse of the legacy optical
(access) networks for A-IFoF/wireless transmission and its benefits are presented, taking into
account the TIM’s PON legacy infrastructure existing in Turin to bring the proposed concept
one step closer to reality. Afterwards, the experimental setup used for the performance
evaluation of the above A-IFoF over converged PON/wireless transmission is described and
the corresponding captured results are demonstrated.

Finally, Chapter 5 describes the final demonstrator of the European project SGPHOS, in
which the first demonstration of the integration of a custom, SDN-reconfigurable, real-time
A-IFoF TxRx interface, over a real network infrastructure located in Athens is described was
performed. The implemented SDN controller offered active adjustment of the capacity
provided by the TxRx for converged A-IFoF/mmWave RAN transport, based on constant
traffic monitoring and automatic adaptation to the hosted applications’ requirements. Towards
the description of the demonstrator, the envisioned fronthaul architecture which inspired the
actual deployment is initially presented. Afterwards, a detailed description of the different
parts of the implemented analog transceiver unit is provided, including latency and power
consumption measurements.

Moreover, initial experimental results targeting the evaluation of the analog transceiver’s
integration into a mobile infrastructure, supporting three alternative optical/wireless
converged network topologies (FiW1i, WiFi and FiWiF1i) are discussed, prior to the description
of the final demonstrator’s layout. Finally, the deployed testbed and results of the large-scale
demonstrator are discussed. In a nutshell, in the physical layer of analog transport
infrastructure, EVM measurements of 7.3% for QPSK- OFDM, converged FiWi transmission
were achieved. The uninterrupted operation of the E2E deployment, was validated at
application layer through the performance evaluation of various services such as AR/VR
applications running on top of the infrastructure, as well as by throughput measurements,
using traffic monitoring tools, showcasing peak data-rate per user up to 474Mbps. The
reactive capacity optimization and network parameter reconfiguration capabilities provided
by the SDN management and control layer of the presented solution were also successfully
demonstrated. However, more details regarding the implementation of the analog TxRxX, as
well its integration in the mobile core infrastructure are provided in the following sections.
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6.2. Potential future research extensions

The potential of employing novel A-RoF-based transceivers within the 5G and beyond era
has been detailly addressed within the current thesis, providing also an architectural approach
towards actual deployment, as well the demonstration of actual integration solutions with
legacy mobile equipment and proof-of-concept experimental activities that show the validity
of this concept. Still, the co-existence of both digital and analog mobile data streams in a
unified, heterogenous optical network layout remains a challenge. The idea of employing
reconfigurable WDM optical nodes for the co-integration of standard Fronthaul streams with
futuristic analog solutions is being elaborated on, in the following paragraphs. The rest of the
current chapter focuses on the possible advancements that can be achieved through the
integration of analog RoF-based transport links with optical wireless technologies, being
currently in the spotlight for the enhancement of the efficiency, flexibility and scalability of
beyond 5G mobile deployments.

6.2.1 WDM-based Hybrid Analog/Digital Transport Layouts for 5G and
Beyond RAN

As discussed in the previous chapters, within the already mature, digitized Fronthauling
environment, it is inevitable that CPRI-based links will remain the most common interface
for the interconnection between the Baseband Units and the RRHs, despite the inherently
limited bandwidth efficiency of CPRI protocol and the flexibility limitations that have been
widely presented throughout literature [6.1]. Nonetheless, a series of brand-new technological
enablers have arisen, promising large bandwidth availability, flexibility, and easy
deployment, hence increased scalability. More specifically, the adoption of large unlicensed
bands at high radio frequencies (i.e. V-band, D-band), combined to advanced radio techniques
(such as cooperative beamforming and massive MIMO transmission), and the embracement
of photonic processing/networking solutions seems to be a promising path, towards
surpassing the capacity and scalability bottleneck of current deployments. On top of that,
innovative beyond-CPRI fronthaul alternatives, such as the Analog Radio-over-Fiber (A-
RoF) and Sigma Delta-over-Fiber (SDoF) schemes have been widely visited as possible
candidates to host these technological blocks, showcasing Gbps-scale connectivity over fiber
and converged wired-wireless topologies [6.2],[6.3]. As such, it is essential to migrate to a
network infrastructure that can efficiently integrate various heterogenous technologies and
enable internetworking of existing small cells and future deployment extensions.

For the implementation of such densified and versatile network deployments, Cloud Radio
Access Networks (C-RAN) are highly attractive, as they offer greater network scalability,
efficient transport and increased Network Function Virtualization (NFV) [6.1]. The cloud-
based virtual BBUs (vBBUs) can support dynamic allocation of baseband processor platform
resources based on the traffic demand. Within this centralized, reconfigurable universe, the

160



vBBUs can concurrently and interoperably accommodate heterogeneous, remotely located
radio units equipped with different interfaces, reached via the already existing optical paths
or beyond-legacy, currently emerging optical transport schemes. The adaptation of the optical
transport architectures, interconnecting Central Units (CUs), Distributed Units (DUs) and
RUs in this everchanging multi-technology ecosystem has been widely discussed during the
past years [6.4]. Specifically, the transition to hybrid topologies co-hosting inhomogeneous
transceivers and protocols in a transparent manner while interconnecting BBUs and RUs in a
versatile and reconfigurable way is necessary [6.4][6.5]. For this purpose, current static Point-
to-Point (PtP) optical interconnection of a single BBU with an RRH should evolve and be
replaced with scalable, ptMp layouts, offering wavelength aggregation and reconfigurable
routing of variable types of waveforms and protocols.

The concept of evolving optical transport networks to support multiple traffic streams
addressed for varying radio terminals has been explored in [6.6]. More specifically, the use
of optical networking segments to setup and orchestrate the BBU/DU/RU inter-connection
has been recently discussed through literature as a practical solution for the support of active
functionalities across the optical edge of mobile networks [6.7], [6.8], [6.9], [6.10]. At the
same time, the exploitation of optical switching-enabled hybrid transport layouts, handling
standardized legacy traffic has been showcased in [6.10], [6.11], including, the concurrent
transmission of multiple CPRI lanes in or the co-existence of 5G, Passive Optical Network
(PON) and Datacenter (DC) traffic. Inspired from these works, similar architectures could
accommodate reconfigurable fiber and Fiber-Wireless (FiW1i) transport architectures, relying
on flexible Point-to-Multi-Point (PtMP) connectivity of both analog and digital centralized
transceivers with variable radio units, located anywhere in the field.

The migration to flexible, dynamically reconfigurable transport network segments, enabled
by Wavelength Division Multiplexing programable optical nodes is a necessary step for the
flexible interconnection of centralized BBU pools and multiple radio units distributed in the
field. More specifically, standard interconnection between each single BBU with its
corresponding RU has reached a bottleneck in terms of capacity growth, adoptability of
emerging technologies and efficient utilization of centralized resources [6.12], [6.13]. The
above limitations are inseparably connected to the static nature of PtP fronthaul connectivity.
As such, PtMP architectures have been recently investigated throughout literature, promising
flexible bandwidth steering and dynamic management of resources allocation among edge
and radio sites, based on traffic demand [6.14], [6.15].

Inspired by the legacy of WDM-PON networking [6.16], the use of optical switching and
wavelength aggregation units can host the evolving heterogenecous PtMP fronthauling.
Benefiting from the low-loss, protocol agnostic and SDN-compatibility characteristics they
offer, WDM nodes can transparently aggregate disparate optical transmission schemes (D-
/A-/SDoF) and modulation formats, enabling heterogeneous deployments that comprise both
fiber and converged FiWi lanes. Therefore, such architectures are capable of co-hosting of
heterogeneous fronthaul segments, and radio terminals in a cooperative manner, enabling the
synergy of multiple BBUs to concurrently provide enhanced capacity to selected radio sites
(i.e. for hot-spot use cases) or the exploitation of advanced newly deployed RRHs operating
at the mmWaves by varying MNOs’ baseband equipment. In a few words, WDM-based
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transport deployment enables adaptive transformation of the baseband-to-radio hardware
internetworking, based on the occurrence of a plethora of services with varying requirements.

During the past years the adoption of new fiber transmission schemes along the standard D-
RoF solution has been explored mostly in lab-scale experiments targeting the demonstration
of mixed analog and digital formats propagation over shared fiber infrastructure [6.6], aiming
to show the benefits of hybrid A/D-RoF fronthauling. In this direction, [6.9] discusses the
employment of an AWGR-enabled ptMp transport topology, aggregating and steering A-RoF
traffic to the radio units. Such nodes can provide efficient coexistence and even
internetworking between heterogeneous data streams, supporting WDM and Space Division
Multiplexing (SDM) functionalities for the dynamic distribution of the traffic to the radio
sites. In detail, the proposed approach (depicted in Figure 53) relies on the coexistence of
fiber and FiWi fronthaul implementations, such as the following ones:

e legacy CPRI connectivity in which the data transmission is done by fragmenting and
encapsulating the radio data using well established standards such as IP or Ethernet. The
resulting data stream can then be multiplexed with other network traffic, switched in
Ethernet switches and routed in IP routers (Long-Term Evolution (LTE)/4G),

e broadband binary streams for digital optical links for BSG connectivity scenarios as in
5G-oriented RAN. Intensity Modulation/Direct Detection (IM/DD) systems with digital
modulation formats such as Non-Return-to-Zero (NRZ) and 4-level Pulse Amplitude
Modulation (PAM-4) are promising candidates.

e B5G A-IFoF/A-RoF/SDoF implementations which are spectrally efficient transport
schemes and can support extremely high capacities.

Optical w (
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Figure 53. A WSS-based hybrid optical transport architecture [6.17].

6.2.2 Analog Radio over Fiber Links over Converged Fiber/FSO
Infrastructures

Despite the progress in mm-Wave Radio Frequency (RF) communications [6.18] and the
emerging sub-THz bands which can efficiently integrated with fiber X-haul scenarios [6.19],
[6.20] a radio-based X-haul might not suit the capacity requirements since its capability to
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haul tens of GHz-scale wideband signals is limited by the system bandwidth and propagation
effects.

As a natural evolution step for replacing the mm-Waves and sub-THz bands in the analog X-
hauling, Free-Space Optical (FSO) communications, can act as an enabler for the flexible
deployment of such links — provided that the associated optical sub-systems are very cost-
efficient, they are compatible with the fiber-optics transceiver equipment, and they can be
easily deployed in a seamless way with the existing fiber-based networks. Through the
literature, analog Radio-over-Air experimental links have been demonstrated showing robust
operation for local C-RAN applications [6.21]. In [6.22] the use of optical wireless links as a
robust outdoor backhaul solution for small radio cells, such as WiFi, Long Term Evolution
(LTE) and 5G has been conducted, focusing on the link availability, and the achieved network
metrics such as data rate and latency. FSO links have also been successfully demonstrated as
fronthaul network extensions being compatible with 4G/5G systems while they can support
hybrid fiber-wireless scenarios [6.23] .In [6.24] a flexible bidirectional fiber-FSO-5G wireless
convergent system with sub-6 GHz and mm-Wave 5G hybrid data signals was successfully
demonstrated. Very recently, 5G New Radio (NR) Fiber-Wireless systems including FSO
systems have been demonstrated showing high and flexible transmission capacity [6.25].

In this direction, Figure 54 showcases a cutting-edge multi-technology converged Fiber/FSO
architecture, which utilizes flexible optical interconnections between various Mobile Network
Operators, Distributed Units (DUs) and Centralized Units (CUs). The proposed architecture
draws inspiration from the proven principles of Wavelength Division Multiplexing-Passive
Optical Networks (WDM-PON) networking and strategically harnesses the potential of
optical switching and wavelength aggregation units to optimize the transport segments of the
RAN.
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Figure 54. Architecture of a converged Fiber/FSO infrastructure where D-RoF/A-RoF streams are multiplexed.
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This approach capitalizes on the remarkable advantages of WDM nodes, including low-loss,
protocol agnosticism, and SDN compatibility, to seamlessly aggregate disparate optical
transmission schemes such as D-/ARoF and various modulation formats. As a result, the
architecture enables heterogeneous deployments, incorporating both fiber and converged
Fiber/FSO lanes. This co-hosting capability facilitates the cooperative interaction of
heterogeneous fronthaul segments and radio terminals. As a result, the envisioned RAN
ensures robust support for access connectivity requests with diverse KPIs. Moreover, it
achieves enhanced capacity through the utilization of analog wired-wireless directional lanes,
capitalizing on the exceptional bandwidth potential of FSO technology while simultaneously
accommodating the legacy traffic. To realize this concept, the proposed hybrid optical RAN
architecture facilitates dynamic interconnections between central offices and RRHs via both
digital and analog paths. An optical node employing SDN-compatible WSS serves as a
foundation for WDM and SDM functionalities, dynamically distributing the traffic. In
particular, the architecture embraces the coexistence of two fronthaul implementations:

e Legacy DROF connectivity, where data transmission occurs through SFPs. The
resulting data stream can be multiplexed with other network traffic, switched in
Ethernet switches, and routed in IP routers, supporting technologies like LTE/4G
and 5G.

e BS5G A-IFoF implementations, which offer spectrally efficient transport schemes
capable of supporting extremely high capacities, catering to the demands of next-
generation wireless services.
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Extevic Ilepiinyn

Ot 0oVPHOTES EMKOWVMVIES EKOVOV TNV EUEAVICT] TOVG YOp® oto 1895 pe ) petddoon tov
Kddwa Mopg péosm g Padtotnieypapiog, ypnoionoidvtag niektpopayvntikd kopato. Ot
CUYYPOVESC AGVPUOTEG EMIKOIVOVIEG YPMNOLUOTOIOVV o opopoln péBodo HeTAdooNs g
TANPoPopiag Tov otnpileTal 6T LETAOOGN KOl ANYN NAEKTPOUAYVNTIK®OV KOPAT®V. Q6TOGO,
N €€EMEN TV CLGTNUATOV ACLPUATOV ETIKOWVOVIOV £XEL TPOYMPNGEL CNUAVTIKE LE TNV
napodo tov ypoévov. H e&EMEn avt onuotodoteital and TV EUEAVION TOV GOYXPOVEOV
KOYEADTAOV SIKTVOV KIVNTOV EMKovavidv. H texvoloyio kKoyeAwTtdv SIKTO®V KIvTNG KOVE
v eueavnon g yopw oto 1980, pe ta diktva Ing yevide. Qotdco, n padyaio avénomn g
TNAETIKOVOVIOKNG KIVNomomng Kot T TEAEVTOIEG OEKATIEG, ALEAVEL GUVEX(DG TIG OTTOLTIES
amd T HIKTLO ACLPUATOV ETKOIVOVIAOV, TO oTtoia eEeAyONKaV e TOAD Ypryopous puOuove,
QTAVOVTOG TAEOV OTNV ERPAVIOT] TOV SIKTV®V SNG YEVIAS, EVAD GE EPELVNTIKO £MImEdO NOM
peAetaton ko Tpoetolndleron 1 emikeipevn petdfocn oty emopevn yevia (6G).

H ocvveymg emrayvvouevn avamntoén tov diktdmv 5G o€ mayKdo o eninedo, ) omoia kKoAsital
va 006l AHoM OTIC OAO KOl O OWGTNPES ATALTCELS TOV YPNOTOV TOV SIKTO®V KIVNTNG,
ocvumepAapuPavoprévng ™e VTooTNPIENG TOAD HEYOA®MY TOYVTNTOV UETAOOCNS OEOOUEVMV,
YOUNAES TEG kabuotépnong, evpld KaAvym, vynin aflomotio Kot YopunAov KOGTOLG
TPocPaoipeg vanpecsieg VYNNG TodTTOC. To TOPATAVE KOTYOPOTO0VVTOL OTIG EENG TPELS
TEPUTTMOOELG VINPECIOV:

. Evpvlovikn ovvoeocipuoémta  (eMBB):  Zmpileton oe  pn-ovtovopeg
OPYLTEKTOVIKES SIKTVOL Y10 TNV TTAPOYT LVYNANG ToyVTNTAG cvvoeoN 6To AadikTvo,
pétpla kabvotépnon kot ovtiototyel og vnpecieg OTmg (ovTavn petdooon Pivteo
UltraHD «ot  e@opuroyés  €KOVIKNAG — MPAYUOTIKOTNTOS KoL EmOVENUEVNS
mpaypatikoéttog (AR/VR).

. Awovvdeon peydiov apubuod cvokevwmv (eMTC): Ilpokertan yio peyding
euPéretog evpulOVIKN ETKOIVOVIOL TOTOV GLGKELN-LIE-CLGKELY], TOV oTNpileTon o€
TEYVOAOYIEC TTOV TTPOGPEPOVY YOUNAO KOGTOG Kol YOUNAN Katavailmon evépyelog. To
KOPLO YOPOUKTNPIGTIKO ALTOV TOL TOTOV GLVOESOTNTOG Elval 1 eEAGPEAIGT LYNAOD
pLOLOY dedopéVmV, N YOUNAN KOTOVAA®GCT EVEPYEWNG KOL 1) EKTETAUEVT KOALYN LE
LEWOUEVT TOADTAOKOTNTO CLOKELMV. )G €K TOVTOV &ival WOWHTEPO EXMPEANS YO
epappoyég Awdktvov tov tpaypdtov (IoT).

. ZuvOESOTNTO VONANG 0E0MOTIOG He TOAD YOUNAES TIES KaBLOTEPNONG
(URLLC): H mepintwon avty oKomevEL otnv mtopoyn XouUning kabvotépnong kot
eEapetikd vynAng aflomotiog, dto@oAlovtog €16t LYNAN TOWOTNTO TOPOYNS
vmpectdv (QoS), wdétt mov dev umopel vo emitevyfel pe TG TOPAOOGLOKES
OPYLTEKTOVIKES OIKTVOV KIVNTHG TNAEPOVING. ZKOTEVEL GTNV £ELMNPETNGT EPOPLOYDV
OIS M ATOUAKPLGUEVT YEPOVPYIKY, 1 EMKOVmVia and dynuo-pe-oynpa (V2V), 1
Bropnyavia 4.0, ta éEumva dikTva Kot To EEVTVO GLGTILLOTO LETAPOPDV.
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Figure 55. Baoixég vrnpeoics kai epapuoyés mov vmoatnpilovwtar omo Ta. SIKTOO. EXOUEVNS YEVIAG.

Ta tedevtoio ¥pdvia, 0 HETACYNUATICUOC TOV OIKTO®V TPOCPAcNS KIVIMV ETKOWVOVIDV,
TPOKEEVOD VO TPOGAPLOGTOVV GTIG ATOLTIGELS TOV GUYYPOVAOV VINPEGLOV KUl EQAPLOYDV,
elval 010 emikevipo TV evepyeumv mov AauBdvouvy yodpa yio v gykabidopvon tov 5G
OIKTO®V. Zg avth) TV Katevvvon, n vobETon VEwV KOVOTOU®V OPYITEKTOVIKOV Kol M
avamtuln  KoTtdAANA®V  tEYvOoAOYIDV givon amapaitntny. H vioBétmon piog oepdg
AELITOVPYIKOV O1o1p€c®V oTa dikTva TPOGPaong etvar pa amod Tig pedddove Tov alomolovvTon
LE OKOTO TMV UETACTUATIGUO TOV OIKTV®OV aVTOV. ETUTAL0V, KOVOTOUES OPYITEKTOVIKES TTOV
ompilovton ot ypnon véov tomov (evemv mov opilovtor o¢ Fronthaul, Midhaul kot
Backhaul yia ) dtoo0vdeon Tov S1KTOOV KOPUOD LE TIC AmOUAKPLGHEVES Kepaies. To vynAo
KOGTOG Kol 1] TOATAOKOTNTO TOV GLVOEOVTAL [LE TNV AP ovafdOion Tov e£omAiopod TV
OIKTO®V  mpOcPacng  pe  xpnon  VE®V  TEXVOAOYU®V, OONYNoE OtV LIoBETNoN
KevIpKomomuévey dtdéemv doiktowv tpdcsPacns (C-RAN). Tavtdypova, 1 a&lomoinon
VEOV OMTIK®OV OlEMAPOV OTO KOUUATL TNG UETAQOPAS TANPOoQopiag omd Kol TPOS TIg
OTTOLLAKPVGUEVES KEPOTES, cuumepAapufavouévov Tov avafaduicemy Tmv 101 vIapYoLVs®OV
demapav (CPRI), ahAd Kot TG XpNoNG EVIEADS VEMV TEXVOAOYLOV HETOPOPAS OEGOUEVMV,
amotelel pio TOAAL VTTOGYKOUEVT] AVGT| YL TNV VIEPPACT] TOV TEPLOPICUADV TOV PEPOLY Ol
VILAPYOVOEG VTOOOUEG JIKTV®OV KVNTHG TNAEP®Viag. Xtnv Kotevbuvorn autr, 1 TE(VIKN
LETAOOONG OVOAOYIKMV, NAEKTIKA SOUOPOOUEVOV CNUATOV GE LVYIoLYVOL PEPOVTA, UEGH
OMTIKNG {vag givor o omd T1Ic KuPLOTEPEG EVOAAOKTIKEG VAOTOMGES JIKTOMV UETAPOPES
dedopévmv mov peretdror To tedgvtaio ypdvia ot PAoypapia.

210YeV0oVTAG OTNV PEl®mON TOL KOGTOVG £YKATAGTOONG VEOV DTOSOUMY Y10 TNV LIOGTHPEN
TV OIKTO®V TPpdcPacng SG, n ETavaypNGYLOTOINGT) TV 101 VIAPYOVGMV OTTKAV VITOSOUDV
etvar po axopo Topdpetpog mov moilel onpavTiKo pOAO 6TO GYESICUO TOV SIKTO®V KV TOV
EMKOWVOVIOV €mOpeVNS vevids. H emavaypnoiponoinon tov vrodoudv tov Iladntikodv
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OnTiK®V AIKTOOV GTIC UNTPOTOMTIKEG OmOTEAEL Pt TV AVoT TPOG avTn TV KatehBvvon,
XGPM OTNV TPOGPOPE LEYAANG TUVOTNTOG EYKOTAGTACEMV OTTIKAOV VMV Kot LEYGA0L TANB0VG
onTIK®V Topmodekt®mv. H moAvmie&io pnkovg kopatog kot n tolvmAieéio ypdvov givat ot 600
BaotKES TEXVIKEG TOV UTOPOVV VO ¥PNGIUOTOM OOV Yio TNV TOVTOXPOVH UETAO0GT CNUAT®V
5G péow® TV TOONTIKOV OTTIKOV SIKTOMV.

To dpopa ¢ petdfacng otV EXOUEVT YEVIA SIKTVMV KoL VINPECIOVY EMKOV®VING oL Oal
TapEXOVV EVPEin, EEAPETIKA YPIYOPT KOl OTPOCKOTTI) GUVOEGIUOTNTO, 0ONYEL TNV OVAYKN
oXeO10GHOD KOl VAOTOINGNG VITOJOUDY SIKTOWV TPOGPaoNS, LYNANG YOPNTIKOTNTOS Kot
vynAng eveM&lag. Ot vwodopéc véag yevidg o mpénetl va pmopovv va Tpocapuolovviol o€
Hot GEPA amd LANPEGIEG TOL E£YOVLV EVIEAMG OLUPOPETIKEG OMOAITNGEIS TPOKEWEVOL VOl
UmopovV vo. AElTovpynoovv ompockonto. [0 10 okomd owtd, M XPNON  SUVAUIKA
EMOVOTPOYPOUUUOTILOUEVOV — TOUTodekTdV  Tov  Paocilovtor  oe  wAATEOpUES  TOV
TEPIAAUPAVOVY GUGTOYIO-TLADV TPOYPAUUATICOUEVT] 6TO TEDIO Efvar pict TOAAGL VITOGYOUEVN
AOOM, H0G KOt EMTPENEL TNV EVEMKTT AVOKOTOVOUT TOV O00ECIUOV TOPWV Y1a TI LETAPOPU,
SpOUVOAOYNOT Kol amoONKeELON SEJOUEVOV, OAAL KOL YO TNV EMTEAECN TOV YNOLOKOV
dEPYACIOV TOL VIOGTNPILOVV TIG TAPATAVE® AEITOLPYIES.

Toavtdypova, o1 TOAD aVOTNPES AMOUTNOES YOPNTIKOTNTOG Ko kaBvotépnong mov
emPBarirovot amd Tovg EIKTEC AmOS00NC TOV VINPESIDOV TOV KOAOVVTOL VO EEVTNPETHGOVLY
ta olktva  5G, emPAAAOVY OLGLIGTIKA TNV EG0YMYT] TOV (AGUATOS YIAMOCTOUETPIKOV
Kopdtov (mmWave) ota diktva TpdsPacng Kivntdv emkovovidy. QoT10c0, 11 Tomofétnon
KOYEADV TPOGPOoNC 68 TOGO VYNAES GLYVOTNTES, OTALTOVY TNV EYKATACTOON £E0TAIGUOD
KEPOUDV O TOAD KOVTviy OomdoTaon HETOED TOLG OAAG KOl Omd TOV TEMKO YPNoTN
TPOKEWEVOL VA VITAPYoLV Kevd otnv KdAvyr. To mpoapmdve avoapévetor vo. exnpedocel
coPapd T0 KOOGTOC TMV HEALOVTIKOV OIKTO®MV TTPOCPOOoNG, KATO GUVETELN OVOUEVETOL VO
oonynoet ota eENG Tpio peydAo TpoPAnpoToL:

e H dwhvoeon TV KEVIPIKOV oTOOU®OV PAONG HE TIG ATOUOKPVOUEVEG KEPOIEG OEV
umopel va otpiletor povo oe ontikég (evéels, dmmwg cvuPaivel péypt onuepa, KobmS
ovtd Ba amoTtovce TNV €yKOTAON VIEPPOAIKA UEYAAOL 0plOUOD EMTAEOV OTTKOV
Cevéewv.

e  Ovythooctopetpikég kepaieg tpdsPaong Ba mpénet va yivouv oAl amhég 6cov apopd
TN AEITOVPYIKOTNTO, TO VAKO KOL TNV EVEPYEWKN ardO0GN Yo va dtatnpnOel epiktod
10 KOGTOG £YKATAGTAOTG KOt AE1TovpYiog.

e O ymootopetpkés Kepaieg mpdoPaong vmootmpilovv v petddoon pEyormv
tayuTov dedopévov (taéewc Gbps), xapn omv evpuvlovikdtntd tovg. To
TPOTEPNLOL AVTO TNG TEXVOAOYIOG VNG, MCTOCO EMPEPEL LI CTULOVTIKY TPOKANOT).
Ot Tapad0GLOKES SIEMAPES TOV XTNPYLOTOOVVTOL Y10 T SLUCVVOEST TOV KEPULDV LIE
T0VG 6TaBOVG BAong advvaTohyv vo LTOGTNPIEOVY TOGO HEYEAO OYKO dEdOUEVMV Kol
®G €K TOLTOV KOWVOTOUEG AVGELS ONTIKNG UETAPOPAG TAnpopopiag Bo  mpémel va
OVTIKOTOGTCOVV 1| VoL EVOOUAT®O0VV TapIAANAL LE TIG TOPAdOGIOKES LEBOSOVS T
diktva mpdoPaonc.
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Onwg avaeépbnke Kot Mo mave, Yoo TV VIooTNPEN YOUNANG kabvotépnong, LYNANG
YOPNTIKOTNTAG, OIKOVOUIKNG 0TOS00NG Kot YOUNANG KOTOVOAMONG EVEPYELNG, OAOKAN PO T
diktva TpocPacnc, amd akpo o€ Akpo, Ba Tpénel va enovacyedlactodv. AkoAovdmvTog avTtd
TO GKEMTIKO, 1 10€0 TNG GVYKEVTPOTOINGNG TOV TOPMOV TOV SIKTVHOV EUPAVIGTNKE EK VEOL GTNV
emoyn TV OIKTO®V 5G, kaBdg TaPoLGIALEL CNUAVTIKA TPOTEPNUATO GE GUYKPION WE TIG
ToPAdOCIOKEG TOTOAOYIEG, OTIG omoieg ot otadpol Pdong eivar katoveunpévol o ddpopa
onpeio Tov Tediov. H mpocéyyion auth g GLYKEVTPIKOTOINGNG TOV EMEEEPYASTIKMV TOP®V
TOV OIKTOOV, €LVOElL TOV JYWPIGUO TV padloctolyeiov tov otafuod Pdaong (mov
ovopdlovtar Remote Radio Heads, RRH) ka1 twv ototyeimv mov enelepydlovtal To onuo
(mov ovoudlovtar Baseband Units, BBUs). Onwg @aivertat kot oto Figure 56, Ta ototyeio mov
avorlapupdvoov v eneepyocio Tov onuatog pmopel vo Ppiockovior Kevipikd o pio
tomofecia 1 axoun Ko gikovikd oto cloud.
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Figure 56. Evociktiki] KeVIpIKOTOIUEVI GPYITEKTOVIKI TTOD TPOOPILETAL YL0. IKTVA TPOTPATHS KIVTOV ETKOIVI VIOV KOL EXEL
rpotabel amo ) Fujitsu yio. TukVOKOTOLKNUEVES QOTIKES TEPLOYES.

H petagopd g mAemkovmoviakng Kivnong HeTasd Tov otafudy Baong Kot Tov Kepomyv
Qoivetal Vo EMOEPEL ONUOVTIKEG TPOKANGELS oTlG Tomoioyieg 5G, mov oyetiCovratl pe v
OVTETOMION OPOp®V CNTNUATOV TOV APOPOVV GTNV SETAPT] TOV ONTIKMOV KAVOIA®DV LE
SPOPETIKOD TOTOV TOAVTAOKES PUSIOJETAPES. AVON G VT TO TPOPANHaTA KoAeiton va
d0cel N nEBOOOC OMTIKNG UETAOOGNS AVOAOYIKMY CNUAT®OV, NAEKTPIKA SOUOPPOUEVE GE
vyiocvyva eépovta. Me TNV eVEOUAT®OON QVTNG TNG TEYXVIKNG OTA OMTIKA KTV PLETAPOPAG,
EMTVYXAVETOL M OMTIKN UETAOOOT] KULUOTOUOPPADV 7OV €ivol KatdAANAES Yoo acHpuatn
petdooon ywpic v meportépm emeepyaio Tovg otV TALLPA TV Kepowmv (Figure 57). H
TEYVIKY] OUTN  EMUIPENEL TOVTOXPOVO TN UETAOOCN peYdAov pvBpod mAnpopopiog
YPNOWOTOIOVTOAG ATAOVG KOl OIKOVOLKOVS OTTIKOVG TOUTOOEKTEG. 'Eva emumAéov mpotépnua
TOV OVOAOYIKOV OVTOV VAOTOMGE®V givol OTL TPOSPEPOLV TN SVVATOTNTO OPLOVIKNG
ocuvimapéng g SG kivnong pe GAAOL TOTOL SEOOUEVA, GTIV 1O EYKATEGTNLEVT] VTOOOUN
OTTIKAOV VAV 1oL vrrootnpilovv ot tomoroyies [adntikdv Ontikdv Aktowv g otadepng
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EVOUPUATNG YPOUUNG OTIC UNTPOTOMTIKEG TEPLOYEG. Q0TOCO TO. TAEOVEKTNLOTO TTOV

avaPépOnKay TopaTdvVe ETPEPOV TO KOGTOG TNG LENUEVIG TOAVTAOKOTNTOS VAIKOV GTNHV
mAevpd TV oTabudV Pdong, ot omoiot EIAOEEVODV TO GUHVOAD TMV AEITOLPYIDOV YNOLOKNG
eneepyaciog oNUatog mov gival avaykaieg yio TN JUOpE®MCY Kol GOOTH Ayn 1oV
AVOAOYIKOV KOUOTOHOPOGOV. EmumAéov, m omtik) HETASOOTN OVOAOYIKOV onudtwv ivol
evaicOn o€ o 6ePpd amd ovoOpEVH VITOPAOONG TG TOLOTNTOS LETAOOGNC, Ol OTOIEG UE
etvar vrevBuveg Yo MV TPocsOnKn BopHPOL Kot TN YPOUUIKN 7 U1 YPOUUKT] TOPAUOPO®ON
TOV ANEOEVTOV KULOTOUOPPDV.

Centralized
DSP engine

L(

Analog
E/O TxRx

SCMm

SCM @ RRH

Figure 57. Evoeiktiki] TomoAoyio, mov TEPILOUPAVEL T UETAOOOT] OVOL0YIKOV KOUOTOUOPPDY OE OTTIKN IVO. Kol OTHpILETOL aTi
XPHON TEYVIKOV WHPIOKNG EXECEPYOTIOS OHUOTOG.

Ta Baocikd TpoTEPNUOTA TNE TEYVIKNG LETAOOONG OVOAOYIKMY KULOTOLOPP®OV HEG® OTTIKNG
tvag glvot ta TopaKkiTo:

XopUnAEG TIES OTOAELDV

XopnAn ToAvTAOKOTNTO GLGTHLLOTOG

XopunAo k66T0G LVAOTOINGNG

Awypovikotnra

Evkoln gykatdotoon Kot cuvtipnon

Evpulovikoémra

AvBektikdtnta o€ TapePPorEG pad1OGLYVOTHTOV

XopUnAn KoTovaloor) eVEPYELNG

Qo1660, OnOC avaeépnke o TAvm, N Todtta peTadoong vroPabuiletoar omd pio cepd

oo TOPAYOVTES, Ol KUPLOTEPOL EK TMV OTOIMV £ival o1 000 TOPAKAT®:

Xpopatiky| 6106mopd, KaTd T HETAS00T 6TV tva
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o  Mn YPOUUKN TOPOUOPP®CT TOV OPEILETOL GTO EVEPYA NAEKTPOVIKA KOl NAEKTPO-
omtikd ototyeio g {evéng

‘Evog tpomog va vepPodv ta diktva mpdofacng emdOUEVNC YEVIAS TO TEPAOTIO KOGTOG
gykatdotaong peydiov oplfuod véwmv ontikov (evéewv, givor M xpnion acvppdtomv
KOTELOVVTIKOV KOVOA®DY Y10 TNV S10GVVIEST] )01 VITAPYOVIMV OTTIKMOV TEPUOTIKOV HETAED
touc. Ot véeg avtég (evéelg mov ompilovtal otnv ceplakn tonofétnon katebuTviik®V
OoNUEIO-GE-ONUEID ONTIKOV KOl OGUPUATOV KOVOAIDV HITOPOVV VO SLIGUVOEGOLV TOLG
oTafpovg PACEIC e TIC OMOROKPUOUEVES KeEPOIEG HE OWKOVOKO Kol gvélkto tpoémo. H
LETASOGT OVOAOYIKMY KUUATOUATOUOPPDOV TPMTO GE 1val, Kol ETELTO, GTOV 0EPA ELVOL L1, TTOAD
amodotTiKny HEB0d0g VAOTOINOTG TETOIWV d10GLVOEGE®MY. AVALOYO LE TO EDPOG CLYVOTITO®V
TOV VTOGTNPILEL 0 ACVPUOTOG YIMOCTOUETPIKOG EEOTAMGUOG GE 0VTOV TOV TOHTTOVL TIG (EVEELG,
TOL GLOTNHHOTO OTTIKNG-ACVPUOTNG HETAO0OTG Ywpilovion 6 dVO Katnyopieg. v mpdT
nepintmon, petadidovror oty itva onpato to omoio eival amd TP SUOPPOUEVO GTNV
ocvyvomnta Asttovpyiog TV acvppdtov kepadv (RoF). Xmv dedtepn mepintmon
a&lomoteitot pio EVOLAUEST PEPOVGO. GLYVOTNTO YOl TNV UETAO0CT GTNV v Kot TPV TNV
acLPLOTN SLAG0GT TOV CUATOC TPOSTIOETAL Eva EMTALOV GTAGIO AVOAOYIKNG OAUOPPOONG
o€ aKoOUa LVYMAGTEPN PEPOLGA GLYVOTNTA (O TN TOV LTOSTNPILETAL OO TI TOV ACVPUOTO
eEomMopd), (IFoF).

Y10 mAaiocw TG mopovcas SaTpPng, vAoTomONKav KATOEG TPMTES OOKIUES TOV CKOTO
elyav TV TEWPAPATIKN EMOEIEN TG Tapandve 10£¢C. T To okomd avtd, vAomomoNnKe o
TOTOAOYI0L OVOAOYIKNG HETAOOONS OOUOPPOUEVOL CNUOTOC G Vol KOl GT) GUVEXELD OE
YMOGTOUETPIKN acvppatn Cevén pe ocuyvotnta Asttovpyiog ota 60GHz. H Acttovpyio g
Cevénc avtg otnpiydnke ot ypnon ordyopibumv ymelaxkng eneéepyaciog 6NHatog TG0 6TV
TAELPA TOL TOUTOV OGO Kal 6ToV OEKTN. Ta oynfuaTe SIUOPPMONE TOV ¥PNGILOTOM ONKOV
nrav g Hopens: kwdwomoinong aiiayng edong (PSK) kot dtopdppwong mAdtoug Kot
eaong (QAM), evd TtowTOXPOVO, OOKIMATNKE M YNouky moAvmAegiog mOAAATAGDY
OLLOPPOUEVOV ONUATOV CE OLPOPETIKEG (PEPOVGEC CLYVOTNTES, GTOXEVOVIONG OTNV
BéArtiotn a&lomoinom tov d1abéoiov vpouvg Ldvng Kot oty avénon tov puOuov peTadoong
dedopévmv. Ot ONTIKEG OMOGTACELS TOV EMTELYONKAV GE ALTH TNV TEPALATIKT PACT NTOV
pexpt 25km ko o péyiotog puOpdc petddoong dedopévev mov emttedyOnke Ntov 24Gbps.

Ot endpeveg mapdypapot ETyePpovv va eUPadivouy 6To KOPPATL TOV TEXVIKOV SOPOpO®ONS
KoL YNOLOKNG EMeEePyaciog TmV ONUATOV TOL gival KATAAANA Y10 LETAOOON GE AVOAOYIKES
onTkéG-acvppateg Levéelc. 'Etot, yio v vmootpién Tov TPEYOVGAOV KIVIITMV EMKOVMVIOV,
VILAPYOVY 6V0 KHPLOL TUTOL TEYVIKAOV OLOUOPPOCNS TNG TANPOPOPIOS: SOUOPPAOCELS EVOG
QEPOVTOG KOl SOUOPOAOCELS TOAMATA®Y GepOvTV. H dapopd tov 600 avtdv puebddwv
£YKELTOL 0TO OTL TOL GLGTNHLOTA SUOPPMCNG EVOG PEPOVTOG YPNOUYLOTOOVV Lo KOt (LOVO
(QEPOVCO GLYVOTNTO GNUOTOS YO TN KETAOOGN OANG TNG TANPOPOPINS, EVD TO. GLGTHLLOTO
SWUOPOMOTNG TOAATADY QEPOVTOV Olopovv 10 dbéoipo gupog {dVNG o€ mMOALY VTO-
QEPOVTOL. XTN) GUVEXEL, 1 POT| dedopévev VYNNG ToyLTNTOS YWPileTon 68 TOAAATAES POEg
YOUMANG ToxOTNTOC, Ot omolec petadidovior ToPEAANAC TOAVTAEYUEVEG GTO TEOO TNG
oLYVOTNTOG, LECH TNG OLOUOPP®GCT TOVG LE XPNOT TOV SPOPETIKOV VIO-PEPOVI®V. Ot
TEYVIKEG OLOUOPPMONG EVOG PEPOVTOG EXOLV YpNoIonomBel evpémg 6 TOAAYL GLGTHUATO
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acHpuatng emkowvmviag, cvureptlapfavorévov tov ocvpfoatikeov 1G, 2G, 3G ko g
avepyopevns Levéng tov diktowv 4G. O Adyog mov 1 ¥pNon AVTHS TS TEXVIKNG NTAV TOGO
J0ES0UEVT OTOL AGVPULOTO GUGTNHHATO LETAGOCTS TMV TPONYOVUEV®V EO1KE dEKOTUDV Elvan
ot €govv o oepd and mpotepruota. [pota ar '6ia, £xovv mOAD YaunAd AOYo 16y00g
KOpueNg mpog péco 0po woyvos (PAPR), o omoilog eivar evvoel ™ otabepomto tov
CLOTNUATOV KOl TNV VI0OETNGT GLOKELAOV YOUNAOD KOGTOVS GTO GYEOOGHO GLOTNUATMOV
acvpuatng erwkowvovioc. EmmAéov, Ta cvotiuata 10pnopemons evog gopéa sival Ayotepo
evaicOnto o petatodnion cvyvoTnNTag Kot 6to B0pvPo Paonc, KabloTOVTag EVKOAOTEPO TOV
OLYXPOVIGUO XPOVOL KOl GLYVOTNTAS, EW0IKA Y0l GLGTILOTO ETKOWVMVING oNUeiov-Tpos-
onpeto.

Qo10060, G GUYKPLION UE TIC TEYVIKEG OLUUOPPMOONC TOAALOTADY PEPOVIMV, Ol SIUOPPDOCELS
eVOG PEPOVTOG TOPOVGIALOVY CTUOVTIY UIKPOTEPT] AMOTEAEGUATIKOTITO GTIV OVTILETMITION
TOV PAVOEVOV EAGHEVIONG TOL GUATOSC AOY® TOAAATADV OO POLMDV TOL TPOKVTTOLV A0
OVOKAQOTIKEG EMPAVEIEG KATO TNV ACVPUOTY LETAOOCT], 0ONYDOVTOG TEMKE G HEIOUEVN
QOGUOTIKY] amodoot). H petopévn aut) eaopatiky amddoon opeileTon oTnV avaykn xp1ong
HEYAAWV KEVOV OCTNUATOV OVAUEGH GTO GEPLOKE HETOIOOUEVO GOUPBOAM, TPOKEUEVOL
va, aro@evyOel 1 TOPOUOPE®CN TOV CNUOTOS GTNV TAELPA Tov dEKTN. 'ETo1 Tol GuoTipata
SLUOPP®ONG TOALOTADY PEPOVTOV QaiveTon va eivar por TOAD €AKLOTIK AVOT Yo
HEALOVTIKEG VAOTOMOELS TV OIKTV®OV TPOGRUCNG KIVNTOV EMKOWVOVIOV, AOY® TNG
KavOTNTAG TOVG Vo EEMEPVOVV TIG TPOKANGELS oL TifevTan amd to acHpUATO KOvAALL TOV
epeavifouv e€acBévion AOY® TOALATADV S0 dpopdV. Metalh avtdv TMV GLCTNUATOV, T
texkn opboydviog moivmAeSiog dupepévng ovyvotnrag (OFDM) eival | mo yvoot) Kot
Kafepopévn HEB0SOG SIOUOPP®ONG TOALATADY PEPOVTMOV. ATO T1 PVGCT TOVE, TOL GUGTLLOTO.
SWUOPP®ONG TOAMATADY  PEPOVI®OV TAPOLSIALoLV LYNANR avOekTiKOTTO £VOvTl NG
TOPALOPPMONG TOV GNUATOG AOY® TOPEUPOANG HETOED d1000YIKA S0 OOOUEVOY GLUBOA®Y
(ISI) oe oVyKplon pe cvoTHUOTO OUOPEMOONG EVOC Popéa. EmumAéov, e101Kd 1 ypnon g
opBoydviag molvmAe&iog dtoupepévng cvxvoOTNTOG AMAOTOEL GNUOVTIKA TO GYXEOCUO TOV
OEKTN Kol LELDVEL TO KOGTOG LAOTOING™G ToV. AvTd 0peiletan 6To YEYovOg OTL amhég puébodot
enefepyaciog Tov An@Oévtog onuatog, ot omoieg ommpilovror oty ypfon  omA®V
wootabuioTOv ov enefepydloviol To oMU 6TO TESI0 TOV GLYVOTNTMOV, GAAL KOl GTNV
TPocONKN eVOC KLKAMKOD TPOBEUATOC OVAUESH GTO LETAOIOOUEVO GOLPOA, EVOL APKETES Y10
TNV EMTLYNUEVT] AVAKTNGT TOV GTLLOTOG.

Zav endpevo Prpa, o epd ond eVOAAIKTIKEG KUUOTOUOPPES TOAAUTADY PEPOVIMV, TEPO
amo Vv KAooukn texvikn opboymviag moivmiegiag, £xovv eppaviotel Ta teAevtaio ypdvia,
®¢ mMOAVEG SEMAPES Yo TNV ONTIKY|] SHVOEST] TOV OMOUOKPVGUEVMV KEPOUDY LE TOVG
otafpovg Pdong, t6co ota mraidwe g SG emoyng aALE KOTOVTOG KOl TPOG TIC EMOUEVECS
YEVIEG OIKTO®MV KIvNTAV gmikotvavidv. Koppdtt me mapovcag dwatpiPng ftav kot 1 HEAETN
TOV 7O O100ES0UEVAOV KUHOTOLOPO®OV TOAAATADY QEPOVIOV KOOGS Kol 1 cVYKPIGN TOVG,
TPOKEWEVOD VO TPOGIOPIGTEL 1| KLUATOLOPPT 1 omoiol TEAKE LIoBETHONKE Yo TEPATEP®
avlmtuén ko mepopoTikég pekétes. Ov mo afloonpeimteg eVOAOKTIKEG TPOGEYYIGELS
TOAATADV QEPOVTOV, Ol OTOlEG TPOSTAOOVLV UE SAPOPES TEXVIKEG VO EEMEPAGOVV TOVG
TMEPLOPICUOVE NG  KAUGOIKNG opBoydviog molvmAeliog — Sopepévng  cuyvoTnToGg
xpnoyonolovy cuvinBwg (wvormepatd @idtpa 1 eIATpa SpdpP®ONG TAAUDV Kot gival ot
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axoAovleg: M moAvmAeSin pepovImV pe xpnon ovortoyiog ¢idtpov (FBMC), n teyvikn
TOAMOTADV QEPOVTOV HE HOVOIIKO @idTpo, Kou M yevikevpévn moivmielion dtaipeong
ovyvomtog (GFDM).

Meta&h tov S10QpOpOV  KUUOTOHOPPAOV TOAAATA®Y QEPOVIOV TOL TPOTEIVOVIOL Yl
epappoyég SG mov peretnOnkKav oto TAAiGLo TG TaPoHGOS STPIPNS, OTO EMIKEVTPO Y10 TOV
oxed10GHO oAyopiBumV yMelokng eneéepyociog GNUOTOC UE OKOTO TNV LAOTOinon &vog
AVOAOYIKOD TOUTOOEKTN TEONKE N KAOGGIKN TtepinTwon opboymdviag moivmie€iog daipeong
ocuyvottag. H emdoyn avtig e xopatopopeng Paciomke ot ocvufoatdtmrtd g He TIg
Topwéc 4G vAomomoelg, KoboTOvTag TN éva mhovO EVOLIUESO PAua Yoo TO GTUSIKO
HETOCYNUOTIGUO TOV OIKTO®OV TPOGPAoNG KIVIITOV EMKOIVOVIOV, KOODG KOl GTN YOUNAN
TOAVTAOKOTNTO VAOTTOINGNG TNG Kol APa GTNV KOTAAANAOTNTA TNG Y10 YPT|OT| GE TOUTOOEKTES
mov ompilovtal e emavampoypappatiiopeves maateopues. Onwg Ba e&nynbet ko otig
EMOUEVEG TAPAYPAPOVS, Ol TAATOOPUEG OVTEC OMOTEAEGOV GNUOVTIKO €PYOAEio Yoo TV
wepopoTikny a&loAdynon g Avong avtig. Ot akyopiBpot ymelaxng eneepyaciog GNHoTog
oL VAOTOMONKAY Yio T ONUIOVPYiC EVOG AVOAOYIKOD TOUTOOEKTN KavoD Vo vtootnpi&et
TN UETAOOGN KLUOTOHOPQ®V opBoymviag moAvmAesiog dlaipeong GuyvOTNTAG GE OMTIKEC-
acvppoateg Levéelg anewoviCovror oto Figure 58.
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Figure 58. AAyopi6uor yneroxng emeéepyaciog onuatog yia t onuLoupyio. evog ovoAOYLKOD TOUTOOEKTH IKOVOD VO, DTOGTHPICEL
TH UETAO00N KOUOTOUOPP@V opboyiviag Tolvriediog d1oipeans auyvoTnTog

Onwg poaivetar Kot 610 oYL, TPUKTIKE LEAETNONKAV TPV MV akyopBot: ot odkyopidpot
OV GTOXEVLOLV OTN JSUOPP®CT] KOl OTOSAUOPPOCT] TOV CNUAT®V, Ol 0AyOplOpol Tov
GTOXEVOVV GTO GLYYPOVIGUO Kot TEAOG 01 aAYOP1B1L0L TOV TTOL YPNGLEVOVV GTNV 160GTAOION
TV ANEBEVTOV oNUATOV. ZUYKEKPYEVE, Ol AEITOVPYIES TTOL APOPOLV GTN OMoLvPYin TV
SLUPBOA®V TOALUTADY PEPOVGDV, Etvar 1 SLUUOPP®ST TOV GUUPBOAMVY APYIKE LLE S1OUOPYMOT)
TAATOVS/PACN G, M AVTIGTOIYIoN TV GLUPO®V AVTOV 6T 0PHOYDOVIO VTTO-PEPOVTO LLE YPTOT|
petacynuoticpov Fourier kot m gloaymyn tov KukAKoO mpobépatog otnv mAELPA TOL
TOUTOV, KABMG KOl Ol avTIoTOXEG AELTOVPYiEG GTNV TAELPE TOV OEKTN. X& OTL 0POPA TO
GLYXPOVIGLO, YWPileTar G GLYYXPWVIGUO ¥POVOL Kol GUYYPOVIGUO GLYVOTNTOG. TNV TPATN
TEPITTOOT, Ol YPNON YNOWKAOV OAYopiOU®V OTOXEVEL GTNV OMOAEPN, TOV OTOTLYIDOV
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GLYYPOVIGLOD YPOVIGHOV aVAPEPOVTAL, AOY® OTEAOVG OVIXVELGNG TMOV TPOTOV OEYUATOV
ekdBe ocvpporov, mov odnyel oV epoppoyn tov petacynuatiopod Fourier oe elappig
HETATOTIOUEVE  XPOVIKA  TapdBupa, mov AavOaouévo meptlapfdavovv odetypoto o
TPOTYOVUEVO | EMOUEVO GUUPBOAN. ZTNV deVTEPN TEPIMTMON, GTOYOG EIVAL 1 OVTIUETOTION
NG HETATOTIONG TNG KEVIPIKNG GLUYVOTNTOS TOV VTO-PEPOVIWOV TOV TPOKOAOVVTOL OO KOKT)
€VOVYPAUUIOT HETAED TMV GLYVOTNTAOV TOV TOTIKAOV TOANVTOTOV TG KEPALOG TOUTOV KoL TNG
kepaiog déktrn. TELOG, Yo TO KOUUATL TG 1GOCTAOUIGNG TOV CHLUATOG, XPNOOTOmONKe N
EVPEMG OLOOEDOUEVN TEYVIKT] ELOYIOT®V TETPAYDV®V, 1) 0TTOl0 TaPOVCIALEL 1010iTEPQ YOUNAN
TOAVTAOKOTNTA VAOTTOINOTG.

lNa v wepapatiky ofloddynon OV TOpATAVE,  xpnowomombnke  pia
EMOVOTPOYPOUUATILOUEVT] TAATOEOPUO GTNV TAELPA TOV TOUTOV Yo TN OMHIovPYid T®V
SLVUPOADV TOALOTADY PEPOVTOV KO EUTOPIKN OLOEGTILNL, YOUNAOD KOGTOVG OMTO-NAEKTPIKA
K0l NAEKTPO-OTTIKA GTOtYEl0 TOV Agttovpyovsav og tayvtntes Ew¢ 10Gbps. Mo v otk
Spopemon ypnoporomOnké Eva AEep SOUOPP®ONG LECH NAEKTPOATOPPOPTIONG KOl LLLOL
@®T001000¢ ylovootolpddag. H avaknon twv onuatov £ywve PeTd amd ANym He xprion
TOALOYPAPOL Kol EQapproyn oAyopiBuwv enelepyaciag péow g mhateopuog MATLAB. H
EMTLYNG AerTovpyia TG GLVOMKNG LeVENC oL TEPAAUPavVE TO OTTIKO KAVAAL Kol ETEITOL [0
katevBuvTiky acvppatn (evén pe Aertovpyio ota 60GHz, emaAnBevtnke yio ofjpato eHpovg
Caovng 200MHz ko 400MHz. H péyiotn taydtro petadoong dedopévm mov deiybnke nrav
1.6Gbps. Téco n mepapatikn ddTtaén mov ypnoporomOnkKe 060 Kol KATOl EVOEIKTIKA
anoteAéopata eaivovrol ota endpeva oynuata (Figure 59, Figure 60).
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Figure 59. [eipouortixi d1aroln yia ) UETGO00T OHUATMV T OTTIK)-000puoTn Cevén.
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Figure 60. Ilopovoiaon omoteleoudtmv OmTIKNG-OTOPUOTHS UETCOOCNS, LE YPHON OLOYPOLUGTOV OOTEPIOUOD KOL TYLOV
010vVoUOTIKOD LEYEHOVS CRAIUOTOG.
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Metd amd ™V TEPoRaTIK) aloAdYNoT TG TOPOTAVE® OVOAOYIKNG OTTIKNG-UGVPLOTNG
Levéng, 1o emduevo Prpa T 1 SOKIUN EVEOUATMOONS TNG OE VO TPAYHOTIKO dIKTVO OTTIKAOV
emkovoviov. o to okond avtd a&lomomdnke to Iabntikd Ontikd Aiktvo e TIM, 10
01010 d106VVOEDL TOVS 6TAdEPOVS YpNoTEG TNV TOAN Tov Topivo. H tomoroyia mwov deiybnie
mpoopiletar yioo TV VTOSTNPIEN ONTIKNG-acVppaTNg dcvvdeons otabuwv Pdong upe
OTTOLLOKPVGUEVEG KEPATEG KOl GUYKEKPIUEVO, AVTIOTOXEL 6TO KOB0dIKO Koppdtt e Cevéng
OV UETAPEPEL TNV TANPOPOpia mpog T1g kepaies. Ta avaloykd OmTIKd GNHOTO, OPYIKE
petadonkav oto ontikd diktvo tov Topivo, TawtdHXpova pe TV Kivnon Tev ctabepmv
YPNOTAOV NG TOANG KL ETEITA GTAAONKOAV GTOV aépa Le YPNOT AGVPUATOV EEOTAMGLOD GTA
60GHz. H mohlvmie&io ko amomolvmiesio g kivnong 5SG €ywve pe ypron tov £onAMcpov
ontikng moAivmAe&io/amoroivmie&iog Tov TTadntucov Ontikod Aktdov, HEGH TNG TEYVIKNG
ToALTAEETI0G UNKOVG KOUOTOG. XTO EMOUEVO GYLOTA OTEKOVILETOL 1] TEPAUATIKY S1OTOEN
KaBmg Ko evoekTiKA amoteAéopata. Ta amoteléopata avtd deiyvouv emtvyn Ayn TV
HETOOOOUEVOV ONUATOV UETA OO OMTIKN-0oVLPUOTY O14000M HECO OmO TIG OMTIKEG
eykataotacels g TIM, mov emPePordveTon amd TG YOUNAES TWEG TOL SLOVUCUATIKOD
peyéfovg cpAaApaTog TV ANEBEVTOV GLUBOAMV.
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Figure 61. [eipouatixn oaraln tne avaloyikng omtikig-ooopuoans (e0éngs, ovpumelidopqfovopuévng tneg omtikig vrodoung Tov
ToOnrikod Ortikod Auktvov ato Topivo.
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Figure 62. Iopovoiaon omoteleoudrwy OmTIKNG-AOUPUOTHS UETAOOONS, UE XPHON OLOYPOLUATOV OCTEPLOUOD KOL TYLDV
01aVOoUOTIKOD UEYEHOVS GYAIUOTOG.

H mpom avt) peyding xkAipokag melpapatikn emideln e peietndeicag avaloyikng
OTTIKNG-ACVPUOTNG VAOTOINONG EVOG OIKTVOV UETOPOPAS Yo dikTva TPdSPaons Kvntdv
EMIKOIVOVIOV GE GLVEPYACT LE EVOL EYKATECTNUEVO HIKTLO OTTIKAOV VAV MTOV TO TPMTO Prjpa
vy Vv e€étaon g OuvaTOTNTAG EVOOUATMOONG TETOWMY (QOLTOVPICTIKMY AVCEWV GE
TPOYLOTIKES VITOOOUES O1KTHOV. AKOAOVODVTAG TN TNV KartevBvven, To endeVo Pripa Tav
N emideln ™C EVOOUATONG TOL VIO UEAETN OVOAOYIKOUD TOUTOOEKTY) OE M0 TPOYLLOTIKY
VOO KIVITAV EMKOIVOVIOV, gykoteotnuévn otnv AOnva. H enideiln avt €ywve ota
mlaicl tov gvpomaikod £pyov SGPHOS kot m vmodoun mov a&lomomOnke mpoOcopepe
npodcPacn oe mapoaypoTikd eEomAopnd mpocPacng texvoroyiag 4G. H evoopdtowon tov
OVOAOYIKOV TOUTOOEKTN) otV  mpoavapepbeica  eyKatdotaon £ywve He ypNon  HOG
EMOVOTPOYPOUUUATICOUEVNG TAATQOPUAG, 1KOVI] VO EKTEAEGEL GE TPAYHATIKO YpOVIO
Aertovpyieg ynouoakng emneepyacioc kot copPatng emmiéov pe kivinon Ethernet yu v
eneéepyacio Tpaypok®mv dedouévav ypnotav. H mopamdvve TAateopa, 6e cuvepyacio e
évag eheykt OktHov, aAlale duvapikd to pLOUO HETAGOONC dEOOUEVO, TPOPEPOVTAG £TCL
TPOGOPLOYT TOV TOUTOOEKTN OTIS OTOITHGELS TWV VINPEGLOV TOL EELINPETOVSA AV TAGH
otiyw. H mepapatikyy ddtaén mov viomombnke Kobdg Kot eVOSIKTIKG OMOTEAEGLOTO
eatvovtol ota emodpeva dvo oynuato (Figure 63, Figure 64).
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Figure 63. Ylomoiquévn oidzaln t¢ meipopatixng exioeicng.
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Figure 64. Iopovoioon eVOgIKTIKOV ATOTEAEGUATOV TG TEIPOUOTIKNG ETIOEILNS, HE XPHON OLOYPOLUUGTIOV O.OTEPLOUOD KOl
TV OLovaatikoD ueyedovg opaiioTog.

Me Alya Ao0yo, M mpdtn emPefaimon Tng cOoTG Acttovpyiog NG LVITOJSOUNG EYve Ue
LETPNOELS OE EMMEDO PLGIKOV GTPAOUATOS, HECEH OUYPOUUATOV ACTEPIGHOD KOl TYLDV
dwvocpatikod peyéBovg cedipatos. H adidhemmtn Asttovpyio g ddtadng emkvpddnke
EMMALOV GE EMMEDO EPAPUOYDV, LECH TNG AELOAOYNONG TNG OTAS00TG SLPOP®V VITNPECIADV,
OM®G Ol E€QPUPUOYEC EMOVENUEVIG TPOYUATIKOTNTOG/EWKOVIKNG  TTPUYUATIKOTNTOG TOV
EKTEAESTNKOY HEC® TNG LAOTOMUEVNG VTOOOUNG, KOOMG Kol UE UETPNOES OTOJOON|S,
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YPNOOTOIOVTOS epyareia TapakoAovOnons Kukhopopiag, Tapovoldlovtag HEYIeTo pLONO
dedopévav ava xpnotn £wc 474 Mbps.

SOUTEPAGUATUKA, 1 SVVATOTNTO ¥PNONG KOUVOTOU®MV TOUTOOEKTAOV YIoL TNV LITOGTNHPIEN
HETASOOONG AVAAOYIKOV KUUATOUOPPADV GE OTTIKEG KOl OTTIKEG-AcVPLATEG (EVEEIS EVTOC TNG
emoyns SG kot mépa, e£ETAGTNKE AETTOUEPDS TNV TPEYOLGA dlatpiPr). Xta Thaicta avtd M
wapovoa OTpifn] emyeipnoe vo mEPIYPAYEL UKL OPYITEKTOVIKY] TPOGEYYIGN Yol TNV
TPAYUOTIKY] OVATTUEN KOl EVOOUATMOT TNG QOTOVPICTIKNG OVTNG AVONG GE KAUGGIKEG
VTOOOUEG OIKTOOV KOL VO EMKVPMCEL TNV 10600 LTI HE W0 OEPE amd TEPOUATIKES
dpacTNPOTNTEG GE EPYUSTNPOKO TEPPAAov oAl Kol o€ pPEYAANG KApokag emidei&elc.
Qo1060, 1 GLVOTTOPEN YNOPIKAOV KOl AVOAOYIKAOV PODOV OEO0UEVAOV KIVITNG TNAEP®VING €
EVOTOMUEVEG TOTOAOYIEG OTTTIKOD JIKTHOL TOPOUEVEL ol TPOKANOT. ZTNV KoTtevfouvon avti,
N YPNOM EVEPYDV, TPOYPUUUATICOUEVOV OTTIKOV KOUP®V Y10 TNV TOVTAOYPOVT EVTNPETNON
ETEPOYEVMV TEYVOLOYIDV HETAOOOTNG OEGOUEVAOV KIVITMOV EMKOWOVIOV givor por ToAD
EAKLOTIKY] TPOGEYYIon Tov £xel cuintOel extevadg ta tedevtaio ypovia ot PifAoypaeia.
Tavtoypova ce pia mpoomdbeio meptypaens pnebdowv mov Ha evioyLooVY TEPATEP® TNV
OmOOOTIKOTNTO TOV OVOAOYIKMOV OIKTUMV UETAPOPAS dEOOUEVOV, 1 EVOOUATMOTN TOVG LE
omtikég (evelc elevbepov ympov givar Eva avorytd BEpa culnong evidg TG EMGTILOVIKNG
KOwOTNTOG TO. TEAELTOIOL XPOVIOL KOl OVOUEVETOL VO, TopoUEivel oTo emikevipo kaBmg
BaodiCovpe ot petd 5G emoyn.
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