National Technical University of Athens
School of Applied Mathematical & Physical Sciences

Department of Physics
Laboratory of Experimental High Energy Physics
& Related Technology-Instrumentation

Research and Development of the Detector Control
& Data Acquisition Systems for the New Small
Wheel Upgrade of the ATLAS experiment at CERN
and Performance Evaluation of the Micromegas
detector

A dissertation presented by

Polyneikis Tzanis
to
The Department of Physics
for the degree of
Doctor of Philosophy
in the subject of Physics

Athens, July 2024






3

Research and Development of the Detector Control
& Data Acquisition Systems for the New Small
Wheel Upgrade of the ATLAS experiment at CERN
and Performance Evaluation of the Micromegas
detector

PhD Thesis

Polyneikis Tzanis

Advisor: Theodoros Alexopoulos
Professor, N.T.U.A

Exam committee:

T. Alexopoulos M. Kokkoris T. Geralis
Professor, N.T.U.A., Professor, N.T.U.A., Research Director, N.C.S.R.,
Greece Greece Greece
S. Maltezos M. Diakaki G. Stavropoulos
Emeritus Professor, Assistant Professor, Research Director, N.C.S.R.,
N.T.U.A., Greece N.T.U.A., Greece Greece

G. Iakovidis
Associate Scientist,
B.N.L,, USA

Athens, July 2024






Armopatovyog @uomog Egappoyoy, Z.EM.O.E., E.M.IT

© (2024) National Technical University of Athens. A/ rights reserved.

Funded by the Basic Research Program PEVE 2021 of the National Technical University of Athens.
Amayopebetat 1 avtypapt|, anofrevon uat Stevopr| ¢ TaEoLouG eQyaotog, € OAOYATIE0U 1] TUYUATOC AVTNG, VLo
epmopd ononod. Enttpénetat  avatdnwoy, anobnmneuoy xot Stavopy) yio GxoTo Y1) #EESOGKOTUHNO, EXTIUOEVTIUTC
7] EQELYNTUNG YOOTG, LTO TNV TEOVTOOEGT] Vo avaPEQETAL 1] TN TEOEAEVGTG %At VoL SLLTHQELTAL TO THEOY (LYVOUAL.
Epwtpata mov apopoby 11 xeNnoy ¢ epyaciag Yo #eS00X0TINO GXOTO TEENEL Vo ameufbvoviatl TEOg Tov
OLYYQOPEL.






EOGNIKO METXOBIO ITOAYTEXNEIO
X XOAH EOAPMOXMENQN MAGHMATIKQN KAI
OYXIKQN EINMXTHMQN

TOMEAY OYXIKHX
EPT'AXTHPIO TTEIPAMATIKHYE OYXIKHE YWHAQN
ENEPI'EIQN & XYNADGOYE OPTANOAOITAX

"Egevuva xat Avantogy] Ty Xootnpatey ADTOPATO
Eleyyov & Andmng Asdopevwy g AvaBabuiong New
Small Wheel tov ITsipdpatog ATLAS oto CERN xout

Xo@uxntnelopog ™™g Amo60omg Tov AviyveuTty
Micromegas

Ardontopnn Sttty tov
ITolvveiny) TCovn

Atmhwpoatodyov Pvorod Epappoyov, 2. E.M.O.E., E.M.IT
& natoyov Metantuytaxol tithov Puowmod Egappoywy, 2.E.M.O.E., E.M.IT

EmBrenwy: Os0dwpog Ahe€onoviog
Kabnyning E.M.IT.

Abnva, Iodirog 2024






EOGNIKO METXOBIO ITOAYTEXNEIO
X XOAH EOAPMOXMENQN MAGHMATIKQN KAI
OYXIKQN EINMXTHMQN

TPIMEAHX XYMBOYAEYTIKH

EIIITPOITH

1.0e08wpog Ake€dmovrog, Kab. E.M.IT.

2.Muydiing Konnopng, Kad. E.M.IT.

3.0e068wpog I'épaing, Aevl. Epevvav, EKED®E Anudxpttog

TOMEAY OYXIKHXE
EPTAXTHPIO ITEIPAMATIKHY ®YXIKHY YWYHAQN ENEPI'EIQN
& ZYNADOOYE OPI'TANOAOTITAXE

"Egsvva xot Avantoén twv Zvotpdteny Avtopxtov EAsyyov &
Andng Asbdopévmy g AvaPaduons New Small Wheel tov
ITeipapatog ATLAS oto CERN xot Xapaxtrtopog g
Amodoorg Tov Avtyvevty) Micromegas

Ardantopuny dwxtpt37 tou
IToAlvveixy TCuvy

Atmiwpoatodyov Pvorod Epappoyov, 2.E.M.O.E., E.M.IT
& natoyov Metamtuytaxol tithov Pvowmod Egappoywy, 2.EM.O.E., E.M.IT

EINTAMEAHY XYMBOYAEYTIKH EIIITPOITH

1.0e068wpog Ake€dmovrog, Kad. E.M.IT.

2.Muyding Kouropne, Kab. E.M.IT.

3.0e68wpoc I'épaing, Aevld. Egevvav, EKEDE Anudxpttog
4.Zradpog Moktélog, Op. Kad. E.M.IT.

5.Mopia Awonsnn, En. Ka6. E.M.IT.

6.I'ebpytog Xtavponoviog, Aevd. Egevvov, EKEDE Anuodxottog
7 Tewpyrog Taxwpidne, Egsvvntic B’, BNL, USA

ABnva, Todhog 2024






ITegiindn

H mapoboo Stdantopn Sttt avopépetal xuplwg oTrV E0ELVY %ot AVATTLEY] TOL GUOTYIATOS EAEYYOL TOL
avryveuty] & ovAkoyig dedopévwy y ™y avaBaduon tov metpdpatog ATLAS oto CERN pe toug 8bo véoug
“uwpoig tpoyoLs” (New Small Wheels, NSW) xat v aétokdynon g anoddoaorng tov aviyveuty Micromegas.
H sbpta mpdnknon avtic ¢ Statotng Ntay 1 #atovonor st 1) ETALGY] TEOBANUATOY EVOG TOGO TOALTAOXOL
not peYdAov ouotpatog Omws 10 NSW. H mapobon Stdantopwr Sttt elye Baond poho oty enttuyy| OAo-
XAMNEWOY], EYUXTACTAGY] %At AetTOLEYiX Twv SV0 TEoYWY Tov NSW oto meipaua ATLAS.

O aviyvevng proviwy tov ATLAS, Small Wheel (SW), 0o avtiatootadet and évav véo aviyvevty Small Wheel,
npouelpuevon vo avteneéerlet otig pelhovtinég avoBabpioetg tov LHC vming pwtevotnrag. ITpoxstpuévon vo avtt-
HETWTLOTEL AMOTELEOPATING 1] aLENUEVY YuTevoTyTa oL Do napéyet o LHC gwtewvomtag (HL-LHC), Ox npénet
vae avtnataotaldel 1o SW tov Daopatopetoov Mioviwy tov ATLAS. To NSW Oa mpénet var Aettovpyet oe puo
netoyy vdnhig axtvoBolag voB&Boou (Ewg kot 22 kHz/cm?), evd tapdhnha O avaxataorevdlet ¢ TROYLES
TRV Uoviwv pe peyaln axplBeta, xabog ot Oo mapéyet mAnpogopieg yu 1o trigger tov Level 1 (L1). Ot teyvoro-
yieg Twv avtyveutav mov Oa yonotporombody TpoépyovTaL amd TV OOYEVELX TWV KVLYVELTWY ARV, 1] TEWTY
ovopaletar small Thin Gap Chambers (STGCs) not 1 debtepr) TEOEEYETAL ATO TNV XATNYOQELA TWV XVLYVELTWY
aeplwy pe micromesh xat ovopaletoar Micromegas (Micromesh Gaseous Structure (MM)). H véa netpapoctt-
n1 Sdtoér Ba amotedelton amd 16 oTEWUATH AviyVELOYG CUVOAIXA, NTOL 8 CTOWUATA VS TEYVOLOYLX aviyYVELONS
(oytw orpwpata STGC nat oytw otpwpata Micromegas). Ot aviyvevtég sSTGC éyouvv oyediaotel yro vor mape-
YOLV YONYOEY evepyoTOLN oY Mol ToaxoloLON o poviwy vy anptBetag vrd g ouvbreg tov HL-LHC. Ano
NV GAAN TAELE, Ot avtyveutéc Micromegas Ex0ouv WIxQET] TEQLOYY KETATOEOTHGC T1G T8&ews Twv O mm xot Bruo
Awpldag avayvworc (readout strip pitch) )¢ 1d€ewe twv 0.4 mm pe amotéreopo efutetiny] ywEny avdivo.
10 negdhoto 1 & 2, Oa yiver pro ovvtopr eoaywyy otov Meydho Emtayvvtn Adpoviwv (LHC), to neipopo
ATLAS not v avaBabuton oo NSW. Ou napovotaotel 1 apyh Aettovpyiag twv dbo véwv avtyvevtoy, sTGC
»at Micromegas, #afng xat 1o avtneipevo not 7 Sdtaén tov NSW. Emniéov, O yiver o ohvtopn etooywyn
otV vrodopy) Tou NSW xat 017 Stadinacio eAeyy oL 1t eyXATUOTAGYG TOL EAXBe YOEA UEYOL TNV EYXATACTACY
tou NSW oto ATLAS.

O Baowde Mbog tov ovotpatog DAQ touv ATLAS Oa eivor 1o FELIX, 0 onolo eivat eva abotpa Baotopévo oe
FPGA. To FELIX 0o eivat ovotaotind puo yepuoa heta€d 1wy NAentpoviney ototyeiwy tov front-end ohwv twv
vmooLoTEATWY Tou avtyveuty] ATLAS xou twv avtiotorywy otovyeiwy Tou back-end toug, ta omoia Baoilovia
noplwg oe Aoyopnd. To FELIX cuvdéetar pe to nhextpoving tov front-end tov ATLAS péow ontimv ouvde-
oewy 7] owvdéoewy Giga-Bit Transceiver (GBT), a0e pio and 11 omoleg Aettovpyet pe torydtnte 4.8 Gb/s. I«
v mepintwon NSW, 1o FELIX Stxouvdeeton pe toug nopBoug front-end péow 24 ontinev ouvdéopwy. Avtég
ot ovvdeoelg petagepouy 1o mhaicto GBT, 1o onoto éyet ebpog 84 bit. To GBT eivar éva obompa petadoorg
nov mepthapBaver ASICs pe avoyy oty axtivoBoria, o omolo sivart e vor SLaryELlLloTOOY TUG UEYUAES TOGO-
™1e¢ 3eS0UEVLV TV TELRaUATOY Yuotung byning evépyelac. To GBT-SCA ASIC (Giga-Bit Transceiver - Slow
Control Adapter) sivat évoe ohorAnEwpeévo udnhwua xatoonevaopévo oe teyvoroyia CMOS 130 nm o eivat to



unpex tou chipset GBT mou éyet g o%0omo v Stavépet orpata eAeyy oL ot Taaxoiobinene ota nAextooving
front-end mov sivat EVOWRATWREV OTOLG AVl VELTEG. Zuvdeetan oe pia etdind] Nhentowd] Bdpa otor GBTx ASICs
péow evog Stmhod nurhwpatog 80 Mbps mheovdlovoug appidpopng (evéng dedopévay (e-links). T tig avdryuneg
¢ Sapopypwong (configuration) twv Stpopetinwy front-end ASIC oe Siapopa merpdpata, 10 SCA mapéyst
évay aptBpod pubwlopevwy and tov yeNot Niextemey Bupwy Stachvdeonc, avmY var EXTEAOLY THLTOYQOVES A&L-
ToVEYiES petapopag dedopévwy. H Odpeg Stuodvdeorg sivan ot e€nc: 1 SPI master, 16 avefdptrot 12C master,
1 JTAG master xo 32 1O yevinng yonong onpota pe €eywploty) npoypaupattlopevy] xatebluvor uat Aettovpyt-
%101t Ty wYNS Stanondy. TepthauPaver eniong 31 avakoywég etoddoug Tolvmheyuéveg(multiplexed) oe gvay
ADC 12 bit nov Stabéter Babpovopnon offset xar Stopbwon gain, nabwg not téoceptg Odpeg avaroyinyg e€6dou
7oL eAeyyoviat and téooeptg aveédptnroug DAC 8 bit. To xepdhato 3 anoteleitat and (Lo AeTTOREQT] TEQLYQOYY]
v Nientpovimv NSW xot tov cvotrpatog cuikoyyg dedopévev (DAQ). H neprypayy nepthapBdver o wdoLo
pépn tov NSW DAQ, onwe 1o FELIX, 1o GBTx now 1o GBT-SCA. Oa nopousctaotel AeTTOpEQ®OS TO OtMOah-
ompa SCA 10 onoto meprhapBdvel T0 hoytopnd, 1o quasar framework xat tov SCA OPC UA Server & Client.
To Srapopa Nhentpovind NSW O nepryoapoldy pall pe 1t epyaoteg Yo Tov 0ptopo twv ouvdéoewy SCA. T tig
avdryreg g Aettovpyiag tov SCA OPC UA Server, avantdyOnue eva epyokeio Tpounetpuevou va 87poveyrnody to
XML TOVUEVO AOYELX ELGOBOL Ta OOl MEQLELYAY TO AVATTUYIEVO ayNpa ovopatodootiag NSW péoa otig Aloteg
OKS. T ttg avayneg tov xowoyenotov navaAtod e€6dov o VMM oto SCA, 8nptovpyn0nue evag véog un-
yovtopog mpoxetévon va emttevylet 1 entnovwvia petafd twv back-ends DAQ xat DCS. H Aettovpyia SCA O
nopovotaotel pall pe o oyedoopd g oy ttexTovng Tou TeptBdilovrog FELIX/OPC, xabog o tig Sidpopeg
Sonpés emddoewy mov mEaypatonoOnKay Yo T ETdEWoY 1oL véou owoovotnpatoc FELIX/SCA. Tékog,
Oo yiver poe obvtouy stooywy?] Yo o frontend VMM ASIC poli pe g Soutpés enudowornc uot Ti¢ SOULUooTIHES
déopeg antvoBolliag vetpoviwy.

Adyw ¢ TolmhondT™Tag %ot TG panpoyeoviag Aettovpyiag tov, o ATLAS amoutel v avdmtuéy evog e€eluy-
Hevou ovotnpatog ekéyyou tou aviyveuty (DCS). H yonon evog tétolou cuoTpatog sivot anaQaityTy] ylor vo
EMUTOETIEL GTOV QVLYVEVLTY] VO AELTOVQYEL e GUVETIELX UL oaAeta, noOdg %ot Yo vor AeLTovEYEl WG ATEOOKOTTY
Slemaupy] e OAOLG TOUG LTIO-AVLYVELTEG MaL TNV TeYVIT] btodopN Tou Tetpapatos. Ot Stapopol atabpot eléyyou
avamthoooviat peow g epappoyne WinCC Open Architecture, v onoio eivor gvor GOOTYUA ETOTTIHOL EAEYYOUL
nat oLAoyTc Sedopévwv (SCADA) xan Stenapyc avBpwnov-unyavne (HMI) g Siemens. X10 nepadaio 4 mo-
povataletar po ouvtopn etooywyn oto ATLAS DCS, oty egappoyn SCADA WinCC-OA nov yernotponoteitat
Yo 77 SnpLoveyio Twv Stapopwyv otabpwy eléyyov not otoug OPC UA Servers mou 070t kOTOLODVTAL Lot TY] GLY-
SeatpdTN T TOL LAXKOL. Tl TIC AVEYHES TG EVOWUATWONG Twy avtyveutwy NSW, 1 anaitron ntav o oyedaopuodg
%0t 7] LAOTIONYGY] CLOTNUATWY XEYOL EAEYYOL yw: (&) Trv moTonoinon My taong; (B) ™y motonoinoy dwrpe-
007g aepiov Twv avtyvevtwv Micromegas; (y) v oAoxAnpwon tov Micromegas sector; (8) tov neptBaAloviino
ota0po; (e) v nAextpovint| mapaxnokovdyor 100 Twv NAextEovwy Twv Micromegas 0G0 %ot TwY NAEUTOOVINGY
twv sTGC npwv and ™V eyxatdotacy oto NSW. Eva peydio pnépog tou nepokaion amoteleitar and v meptyQd-
PN TNG AQYLTEXTOVINNG HAL TWV EVVOLWY OYESLUGPLOL TOV GLGTNHATOG eAEYYOL TapaywyNs NSW. H apyttentovin
not 1) oyedootny] vhomoinoy tov DCS NSW npaypatonombnue mpoxetpévon va emtevybel v napoxolovinon
%ot 0 EAeYY0G OAwY Twv Sbéotpwy magapétowy Tov NSW. H apyttextoviun tov NSW DCS nat 1 evowpdtwoy)
o pe 10 ATLAS DCS éyet ohonhnowbel xot ot yoopueg Stenoapes yonot axolovbody 1y LTGEYOLCN ELPAVLOT
now dopt] evtorwv tov Muon DCS, wote va Stevroiuvbody ot Aettovpyieg tov yonot. Av xat 1o NSW omat-
el ™V avdmtuén evog mponypévou DCS ya v mapaxoroddnern 1wy niextpovinwmy pe ™ yenon tov SCA, to
omoio elvat eyrateotnpevo ot mhangteg 8000 front-end tov NSW. To cbompa avtd pog divet 11 SuvatdTnTor
nepaxoiovinayg neplocdtepwy and 100 000 napapétowy, ot onoieg nepthauBavovy Ghovg Touvg aohntiees t-
oybog/Oegponpactag, t7 Beppoxpacio %ot T1g TANEOYOPELES TwV ToLT, oL oToleg elvar cuvdedepuéveg pe 1o SCA oe
oheg 1t mhanéteg front-end tov NSW. O yivet Aentopepy)g mapovsiacy tou éoyou Electronics mov avanthybnxe
yla TLg avayxeg v nhextpovinwy 1ov MMG &STG npoxetpévou va emttevybet 7 naparolobbnon neptocodTeQwY
and 100 000 napapetowy. Tehog, Ba napovotastst to gpyo Detector Safety System (DSS) yio tv aopaheto tou
NSW pall ue dhha éoyoe NSW nat 10 épyo emondnnorg tov Supervisor Control Station (SCS). Kbpta npduinon
QLG ¢ SaTELBNE NToY 7] AvaTTLEY] CLOTYUATOV GLAROYNG Sedopévwy, ehéyyou %ot TaEuxoAovONoNg Yo Std-
opa vlnd, cbotpe tpopodoociag CAEN yu epuppoyes yopniie/vdniig teong, niextpovinég mhanétes/ tolr,
ppoeeyxrth Arduino, vroloytoty] pog nhanétag Raspberry-Pi, mBwtio(crate) VME /ATCA nat yoe atoOr e
TOAXTIAWY YOY0EwY. AVTEG OL LAOTIOLYGELG LTTOQOVY Vat EY0LY SLAPOPES YOYOELS X UTOEOLY Vo YO otLoToL0oby
o€ OTOLOBNTOTE TAXLOLO, OTWC GTNV TELQAUUATINY QUGIXT] LYNALY EVEQYELWY 1] 6TY] Brounyavia vPNATS TeYVOAOYIXG,



AOYW TNG EMENTACLLOTNTOG UL TNG EVEALELXG TOVG, 1] OTIOla ATOTEAEL TNV tOAVINY] ETAOYY Yo TY] SYptovEyia ADoewy,
oLUTEQNX U BUVOUEVLY HEVTOIMGOY GTAXOUMY EAEYYOL KL YEWYQXPIUG EVOEWS HATAVEUTUEVWV GUOTYUETOV.

O aviyveutng aepiwv Micromegas anoteket tov axpoywviaio Mbo g avafabuong tov netpapatoc ATLAS, 7
omota Qo Eyel WG OTOYO TNV AVONATAOHELY] TG TEOYLES TWY CWUATIOIWY TOL SLEQYOVTAL ATO KLTOV HATA TY] SL&Q-
%ELX TNG GLYXEOLOYS Twy Seouwy 6To onpeto ¢ aAnienidpaorc (Interaction Point - IP). Oa avadvlet 1 apyn
AeLToLEYING %Ol ) TUEAYWYY] OYUKTOS GTOV AVLYVELTY] ATO T1] OLEAELGY] EVOC YORTIOUEVOL cwhaTtdion nat Ho yi-
VEL EXTEVIG AVOLPOQA GTNY peuva Yl 1) BeAtinor] g teyvoloylag tov avryveuty Micromegas péyot tov tOno
ToL avtyveuty Tou Ba yonorpomomBel i o NSW. H mowty peydin povada mapoywyne SM2, eéomhiouévn pe
TEWTOTLTEG NAentpovinég mhaneteg MMFEES Sontpaotnue yloa mowt] gopd. L2¢ ex toLTov, 1 andd001 Tov TEw-
T0TOTOL émEene Vo a€todoyn el nata Ty avdyvwo e 1o VMM3. To avteipevo ¢ Sontpaotinng Seoung ftay:
(o) EmodnOevomn g nadng anodoong tov SM2; (B)eninbowo g anddoong twv Nhexntpovinwy; (y) Sonprn g
Toitng endoonc o VMM frontend ASIC oe ouvOineg deoune- (y) ebpeon pog #aAng StapoQPwong Ty Tooa-
pétowv 1ov VMM; (8) mpoodioptopog tov Beltiotov onpeiov epyaciag uning tdorng (¢)dontu] Stxpopetiumy
UELYUATOV XEQLWY %ot TEOGBLOPIOUOG NG ENBEXGNG GTOV avtyveuty). Ta nakd anoteléopata mov enttelyOnuay
€ TO TOLEQES pelypa and Vv dnodr] g otabepdttag HV yweic owpattdiand vnoBabpo, npondieoay pio oet-
pd peretwv oto GIF++ omov eivan Suvatov va emtevylet pubpog aldnienidpaon yoppa vinidtepog and avtdv
nov avapeveton otov HL-LHC otov ATLAS. Apéowg peta 1 Sontpaotnr deopn HE, o Oahapog SM2 extednue
o1 0¥ Ywtoviwy yappe tov GIF++ péyor puipod adknrenidoaong 50 kHz/cm? | 2,5 wopég peyahbrego amd
10 avapevopevo vroBabpo tov HL-LHC tov ATLAS. Xtoy0¢ eivat 1) hétpro7] 1oL QeLRATOG TOL TXEAYETAL GTO
o183t0 evioyvong oe oeon pe TV epapuolopevn vdnA Teon xat v TEooTinTtovox Eo1. 18waitepr TpocoyY Si-
detat ot TEOPAN AT GToHEQOTNTOG TOL PEVUATOS KL GTA PALVOUEV ALY UG TTOL evEYeTaL Vo Bécouy e %ivEuvo
NV amOB0G7] TOL AVLYVELTY] HATA T7] HAUEOXEOVIX AsttovEyla evtdg Tov avyveut) ATLAS. TTpayuatonomOnuay
TANQELC AVUADGELG ULE EPAQUOYY] SLXPOETIMNG TLUNG LYNANG TdoYG TEOKELUEVOL Vo hedetnBel 1 oTtabepotnTar o
vYMA6 LTORabpo Ge OAN TNV KAUTOAY] EVEQYOTIOLNOYG AL HOVTE GTO oMpeio enpoETane. To peyaAbtepo pépog
0L nepalaiov 5 Oa nepthapPaver amoteléopota ot Sty UUATE TOL GLYXEVTEWONIaY %ot avaAdONUay nota )
Srapreta Ty dtapopwy Sontpootnwmy axtivwy H8&GIF++ npoxstpévou va afioloyn el 1 anddoor tou aviyveut)
Micromegas.






Abstract

This dissertation presents the research and development of the Detector Control and Data Acquisition Systems
for the New Small Wheel INSW) upgrade within the ATLAS experiment at CERN, alongside a comprehensive
performance evaluation of the Micromegas detector. The NSW upgrade is pivotal for adapting the ATLAS
detector to the challenges created by the increased luminosity of the future Large Hadron Collider (LHC) runs.
This work navigates the complexities of integrating complex technologies into a high-radiation environment,
demonstrating a critical contribution to the successful deployment and operation of the NSW project. The
upgrade involves the replacement of the existing ATLAS Small Wheel Muon detector with a new, advanced
system capable of operating in high background radiation levels-up to 22 kHz/cm?, while maintaining high
precision in muon track reconstruction and Level-1 trigger information. The NSW consists of two innovative
gaseous detector technologies: small-strip Thin Gap Chambers (STGCs) for rapid trigger response and high-
precision tracking, and Micromegas (MM) detectors, which are micro-pattern gas detectors offering excellent
spatial resolution due to their small conversion region and fine strip pitch. This thesis highlights the design,
the operational principles and the integration of these technologies across 16 detection layers, detailing the
challenges and solutions in configuring such a complex system. A significant focus is placed on the ATLAS
Data Acquisition (DAQ) system, particularly the FELIX system- an FPGA based interface facilitating com-
munication between the detector’s front-end electronics and back-end software components. The intricacies
of the GBT protocol, the GBT-SCA ASIC’s role in signal processing, and the development of a robust con-
trol and monitoring network through the SCA ecosystem are discussed in detail. This includes the creation of
novel tools and mechanisms for enhancing data integrity and system reliability. Moreover, the thesis delves
into the Detector Control System (DCS), emphasizing its critical role in ensuring the detector’s consistent
and safe operation. The development and implementation of control systems for vatious operational aspects,
such as high voltage and gas leak validation for Micromegas detectors, are examined. This segment high-
lights the bespoke atrchitecture of the NSW DCS and its integration to the broader ATLAS DCS framework,
showcasing the advanced electronics monitoring capabilities developed for overseeing more than 100 000 pa-
rameters. The experimental section presents a thorough analysis of the Micromegas detector’s performance,
including the operational gaseous detector principles, signal generation and the impact of various operational
parameters. Results from extensive testbeam campaigns at H8 and GIF++ facilities offer insights into the
detector’s response under high interaction rates, illustrating the successful adaptation of the technology for
high-luminosity environments. This research not only contributes to the ATLAS experiment’s readiness for
future LHC runs, but also advances the field of particle physics instrumentation. By addressing the challenges
of high-luminosity data acquisition and control in one of the most demanding experimental environments,
this work sets a precedent for future detector technologies and their implementation in large-scale scientific
research. Through meticulous design, testing and validation, the thesis underscores the pivotal role of innova-
tive detector and control technologies in pushing the boundaries of particle physics research, offering valuable
lessons for the development of future experiments in high energy physics and beyond.






Preface

Purpose of this dissertation is mainly the Research and Development of the Detector Control & Data Ac-
quisition Systems for the New Small Wheel (NSW) Upgrade of the ATLAS experiment at CERN and the
Performance Evaluation of the Micromegas detectors. This thests was carried out within the ATLAS Muon
Collaboration at CERN. The author’s contributions are going to be presented in this section.

* Chapter 1: The chapter provides a detailed introduction to the Large Hadron Collider (LHC) and the
ATLAS experiment, highlighting the LHC as the world’s largest and most powerful particle accelerator
located at CERN. It delves into the LHC’s primary aim of exploring physics beyond the Standard Model
through high-energy proton collisions within a 27 km ring, utilizing a complex network of accelerators.
The ATLAS experiment is outlined as a key component in this scientific endeavor, designed to study
various physics phenomena including the discovery of the Higgs particle. The text details the ATLAS
experiment’s major systems: the Magnet System, the Inner Detector, the Calorimeters, the Muon Spec-
trometer and the Trigger & Data Acquisition System (TDAQ), each playing a critical role in particle
detection and data processing. The LHC’s accelerator complex and its sequence of particle acceleration,
culminating in collisions at four main experiments (ATLAS, CMS, ALICE, LHCb), are discussed, with
emphasis on the purpose and design of each experiment. The chapter also describes the LHC’s perfor-
mance and its pivotal discovery of the Higgs particle in 2012, following its first run. Specific attention is
given to the ATLAS experiment’s subsystems, including the Magnet System, which comprises the Cen-
tral Solenoid, the Barrel Toroid, and the End-Cap Toroids, crucial for bending charged particle tracks
for momentum measurement. The Inner Detector, equipped with various technologies like the Pixel
Detector and SemiConductor Tracker, is tasked with analyzing particle trajectories. The Calorimeters,
responsible for absorbing and measuring particle energy, and the Muon Spectrometer, designed for
muon identification and measurement, are explained in detail. The chapter also covers the TDAQ
system, essential for data collection and processing, reducing initial collision data rates to manageable
levels for analysis. The text concludes by emphasizing the ATLAS experiment’s role in broadening our
understanding of fundamental physics, pushing beyond the limits of the Standard Model through its
advanced detection and data acquisition systems.

* Chapter 2: The chapter begins by setting the context of the NSW upgrade, outlining its objectives to
improve the detection efficiency, resolution, and data processing speeds. It emphasizes the critical need
for this upgrade in response to the increasing demands of LHC’s high-luminosity experiments, which
require more refined and robust detectors to cope with higher particle interaction rates. The integration
process of the Micromegas and sTGC detectors is examined in detail, showcasing the complex tech-
niques and technologies employed. For the Micromegas detectors, the chapter describes the innovative
alignment strategies that ensure their precise positioning, crucial for the accurate measurement of parti-
cle trajectories. This section also explores the challenges faced during the integration process, including
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the strict requirements for detector sensitivity and the solutions proposed to address these challenges.
Similarly, the integration of the sTGC detectors is covered comprehensively, highlighting their role in
providing fast trigger capabilities and spatial resolution. The chapter discusses the collaborative efforts
involved in the sTGC integration, from design and fabrication to testing and final assembly, illustrating
the collaborative nature of modern particle physics projects. Furthermore, the chapter analyzes the
logistical and technical challenges encountered during the NSW upgrade, such as the transportation
and installation of the detectors in the constrained environments of CERN’s underground facilities. It
details the innovative methods developed to overcome these obstacles, ensuring the project’s successful
completion within the scheduled timeframe. In summary, the chapter on the NSW Upgrade Project
not only provides an in-depth look at the technical and procedural aspects of the upgrade, but also
reflects the broader implications of this work for the future of particle physics research. It underscores
the NSW upgrade’s role in extending the LHC’s research capabilities, facilitating the exploration of
fundamental questions about the universe’s structure and the fundamental forces that govern it.

Chapter 3: This chapter starts with an in-depth exploration of the NSW’s electronics architecture,
emphasizing its critical role in enhancing the data acquisition capabilities, essential for advanced exper-
imental physics research. It details the functionalities and the integration of major components such
as the FrontEnd Llnk eXchange (FELIX), which serves as the backbone for data flow management,
alongside GBTx and GigaBit Transceiver Slow Control Adapter (GBT-SCA), which are pivotal in en-
suring robust data transmission and signal conditioning. The discourse further advances into the Slow
Control Adapter (SCA) Ecosystem, a cornerstone in the DAQ’s operational framework. This section
meticulously outlines the software strategies adopted, showcasing the quasar framework’s adaptability
and efficiency in handling data acquisition tasks. It provides an insightful overview of the SCA OPC
UA Server & Client, illustrating how these components synergize to offer a reliable and scalable data
communication infrastructure. Moreover, the chapter casts light on the diverse electronics used within
NSW, presenting a detailed account of their functionalities, integration challenges, and the innovative
solutions proposed to overcome them. It also delves into the meticulous work involved in defining
the SCA connections, highlighting the technical intricacies and the collaborative efforts required to
ensure seamless data flow and system interoperability. Actually, this chapter not only serves as a com-
prehensive guide to the NSW’s electronics and DAQ system, but also exemplifies the cutting-edge
technologies and methodologies being employed in the field of experimental physics. A brief introduc-
tion is made for the frontend VMM ASIC along with the validation tests and the neutron irradiation
testbeams. Through detailed descriptions, technical insights, and schematic presentations, readers are
afforded a clear understanding of the complexities and achievements in developing a state-of-the-art
data acquisition system.

Chapter 4: This chapter provides an in-depth exploration of the Detector Control System (DCS) em-
ployed in the ATLAS experiment, underlining its indispensable role in ensuring the detector’s optimal
functionality over extended periods. It starts with an overview of the DCS’s complexity, highlighting
its function as an essential interface for sub-detectors and the overall technical infrastructure. The text
underscores the system’s capability to manage operational state transitions, to monitor performance
parameters continuously and respond to system abnormalities through alerts that trigger automatic or
manual corrective actions. A significant part of the chapter is dedicated to detailing the SCADA (Supet-
visory Control and Data Acquisition) system’s application within the DCS framework, illustrating how it
facilitates industrial control and telemetry to maintain the detector’s integrity and safety. The discussion
extends to the specific design and architecture of the ATLAS DCS, including the operational mech-
anisms behind control stations, OPC UA Servers for hardware connectivity, and the comprehensive
architecture of the NSW Production Control System. This section analyses the technical and logistical
considerations behind monitoring over 100 000 parameters, emphasizing the Electronic project devel-
oped for MMG & STG electronics. Furthermore, the chapter elaborates on the DSS project for NSW
safety, among other NSW projects, and provides an overview of the SCS (Supervisor Control System),
highlighting the meticulous design and implementation strategies that ensure the seamless operation
and safety of the ATLAS detector. Through detailed descriptions of the control systems, the hardware
infrastructure and the project allocations, the chapter offers valuable insights into the innovating engi-
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neering and management practices that underpin the successful operation of one of the most complex
scientific instruments in the world.

Chapter 5: The chapter includes a brief description of the Micromegas operation parameters and the
mechanisms which characterize the micromesh gaseous detectors. It also elucidates on the quadruplet’s
efficiency in both external and self-tracking modes under various gas mixture conditions, providing a
clear understanding of its performance dynamics. These insights are paramount, as they conttibute to
optimizing the detector’s functionality, ensuring that it meets the strict requirements of precision and
reliability demanded by the cutting-edge research conducted at the ATLAS experiment. Beyond the
technical achievements, this evaluation carries significant implications for the field of particle physics.
It not only validates the Micromegas detector as a formidable tool for muon detection tracking, but
also sets a benchmark for future technological advancements within the ATLAS project and beyond.
In addition, the position reconstruction techniques are described. Finally, the H8 & GIF++ testbeam
runs and the analysis studies for the characterization of the Micromegas performance are described in
detail. The lessons learned from addressing the challenges of detector calibration, the HV stability and
the efficiency optimization offer a valuable blueprint for enhancing the performance of similar parti-
cle detectors used for other high-energy physics experiments. Furthermore, this chapter underscores
the necessity of continuous innovation and rigorous testing in the advancement of particle detection
technologies. It highlights potential avenues for future research, including the exploration of advanced
computational techniques and the integration of machine learning algorithms for data analysis, which
could revolutionize the way we approach experimental physics.
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Keyaiato

2ovodr ot EAAnvixa

210 oy Keypdhato, Oo napatebel pio odvodn g StatotBng, oty EAnviu yAwooo.

Ewoaywyyn otov Meydro Adgovixd Emtayvvt(LHC) xat oto mei-
oapo ATLAS

O Meyarog Enttayvvtic Adpoviwv (Large Hadron Collider, LHC) , eivar 0 peyaAbtepog xat 1oyvp0TeQog ent-
TUYLVTNG COPRATOIWY 6TOV nOopo. Eexivioe 11 Aettovpyla tov tov 2ZemtépuPoto tov 2008 xat amotelel v o
nEOoYuTY TE0oONKY oT0 odpmAeypa emttoryuvtey Tob CERN. Avtr 7 tetpapatind] eyxatdotaor Bploneton mepi-
nov 100 pétpa #dtw amd v empavela ™¢ I'ng, ovta ota abvopa EABetiag not Ioadhiag. O LHC eivor évag vme-
QAYWYLILOG EMLTAYVVTYG TOWTOVIWY EMLTAYHVOVTAL TOAD XOVT& GTNY TaYDTNTA TOL PWTOC UL TEALME GLYHEOLOVTAL,
nopdyoviag eéwting cwpatidie. Eivar eynateotpévog oe pia onpayya pe nepipeteo 27 km, nov xataoxevaotyne
070 Yoo Stdotua and 10 1984 éwg 1o 1989 yia Tig avdyxeg tov mponyovpevou emtayuvtyy LEP, o onotog
éxhetoe 10 2000. O LHC péow twv Tetpapdtewy 68 auTOV 6TOYEVEL Vo ATOUXADPEL QLOIUG PULVOPEVX TEQX ATLO TO
Kabiepopévo TTpotuno, pe evépyeteg #évtpon palag ndve and 14 TeV yur cuyxpoLoel TnToviev-newTtoviny.

[MTow o cwpatidia @racovy oto daxtvito Tov LHC, tepvoby and pio oetpa emtayuvtey, ot onolot av€avouy )y e-
vépyeta toug mpoodevtind. H Stadimacta avt entvaet pe pia pradn vdpoyovou Tov 1popodotel oy Bakapo nnyng
evog yoop oL emttaryuvty] (LINAC) pe dropo vdpoyovou. Eva nhentond nedlo amoyvpvemver T nAERTOOVIX TV
ATORWY, UPTVOVTAG TLOW TOLE TLETVEG TOL LEEOYOVOL (TEWTOVLX) TOL emTayLVOVTAL 6771 ouveyeta. O LINAC 2 e-
mTaryOvel T Tpwtovie oe evépyeta 50 MeV, 1o onolo o1 cuvéyeta stoépyoviat otov Proton Synchrotron Booster
(PSB), aw€avovtag tnv evépyetd toug ot 1.4 GeV. And exel, 1o mpwtdvia petapépovtat oto Proton Synchrotron
(PS), omov emtarydvovion oe 25 GeV. To tehevtaio otado mpv tov LHC eivar 10 Synchrotron Super Proton
(SPS), mov emtoryvvet o Tpwtdvie oe 450 GeV, 1potod ot déopeg etoayBodv atov Saxtdito tov LHC, dnov e-
mtayovovioe og 7 TeV. O Soxtdhog tov LHC tpogodoteito pe 800 avtibéton xatebbuvvong deopeg mpwtoviny
TIOL GLYXEOLOVTAL GE TECOEQPLS MELQAUUATINEG TEQLOYES oL avTiatoryoLy ot mepapata ATLAS, CMS, ALICE,
roat LHCb. H ypagwn avanapaotaon g niypoug Sataérg enttoryuvti-eyyutnoa tapovotaletot oto Xynpe 1.
O avryveutig ATLAS (A Toroidal ApparatuS) eivout évag vty veuTyg YEVIUNG YOT0NG, OXEDLUOUEVOS var xohDeL Tig
avdyreg TOAGV Tetpapdtov Tov LHC, 6nwg v ™) nerét] touv avanodupbéviog owpattdiov Higgs, yio avalnmon

V)G LIEQOLULPETELAG, TNV avalNTYoT OXOTEWYG LAYC Kot Ty L€y emimAéov Staotdoewy. To yevind oynuo tov
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Zynpa 1: Zynpotiny) avamopdotacr) emtayuvtwv-eyyutewy tov LHC. @aivetoat nopamavew o eyyvtn-
Q0C %Ol Ol TRO-EMUTAYVVTEG TOL TEOYOBOTOLY Tov 27 ki SantvAlo pe déopeg owpatdiny. O déopeg

OLYHEOVOVTAL OE TECOEQLS TIELQUUATIXEG TEQLOYES ELCAYWYYS TTOL XVTLGTOLYOLY GTX LTOYELX TELQAPXTO
(ATLAS, CMS, ALICE, LHCD).

eivor #0Av3po, pe pnrog 45 m, dkpetpo 25 m, xor Bapog 7000 T, xow eivar peyot onpepx o peyahdiepog

QLY VELTNG OE OYXO ToL €yet xataounevaotel . H yoapud) avanapdotacr tov ATLAS gaivetoar oto Zynpa 2.

Tile calorimeters
B LAr hadronic end-cap and
forward calorimeters
Pixel detector \

LAr electromagnetic calorimeters

Toroid magnets
Muon chambers Solenoid magnet | Transition radiation tracker
Semiconductor fracker

Zynpa 2: Toapuen) avanapdotaoy tov metpdpatog ATLAS. Ta Swwpopeting pépr tov Telpdpatog on-
UELWOVOVTAL TV GTO G YA

Ot Séopeg Twv owpaTtdiwy TeEVoLY Ao Tov dfova MUAYSQIUNG CLILIETELNG TOL AVLYVELTY] KUl GLYXEOLOVIAL GTO
%EVTEO TOL, TaEdyoviag véa cwpatidie. Ta Siepopa vroovotuata tov ATLAS, tonolstpéva oe otpwpata,
AUTAYQEAPOLY TNV TEOYLA, TNV OQWT] UL TVV EVEQYELX TV TEXYOUEvwY cwpaTtdiny. 'Evag toyueodg vtepayoytphog
UOYVNTNG UAUTTEL TIC TOOXIES TWV QPOQTIOUEVRY COMUATLOIWY, EMTOETOVTAG T1] LETEYOY TG OQING TOLG, EVE TO
Sedopéva GLAREYOVTAL ATIO TO AEUTEOVING CLOTHIXTA TOL AVLYVELTY).

To ndpta vroovothpata ov ATLAS eivar tor e€ve:
* To obompo poyvntwy (Magnet System)
* O eowtepuog avtyveutrg tpoytwy (Inner Detector)

* To noxhopipetoa (Calorimeters)
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* To gaopatopetpo ploviwy (Muon Spectrometer)
* To obotmpa oxavdakopod not cuAkoyyc dedopévey (TDAQ)

To paopatopetpo poviny Tov ATLAS anotekeitar and 00 vTOKVLYVELTIHG CLOTAKATA VLot LETETOELS oxEtPelag:
, Monitored Drift Tubes (MDT) »ot Cathode Strip Chambers (CSC). Kot emtniéov dbo teyvoloyieg onovdokt-
opol: Resistive Plate Chambers (RPC) not Thin Gap Chambers (TGC).

AvaBaOpion Néov Mixpob Toyod

Me v adéron g pwtewvdmtag tov LHC, oy avaryxaia 1 avaabdiion tov vrdpyovtog Small Wheel (SW) tou
netpdpatog ATLAS pe véoug aviyveuteg, ot onotot Bo elva ttavol vor Stayetpilovon tov avénpévo pupd owpott-
Stwv. H avaBdbution avti, yvwotn wg New Small Wheel (NSW), nepthapBavet 560 véoug THTOLE vy VeLT®Y, TOUG
sTGC (small-strip Thin Gap Chambers) ot Micromegas, ot omolot, oe GuVSLAGRO e Eva GLYYEOVO GLOTHUY
Nientpovinay, Oa propoby va enelepyalovtar ov peydio apipd copatdiov. H avaadpion avty enttuyyavetot
péow twv emdooewv Tou Tou NSW, nabdbg nar 10 teyvoroywd xot oyediacting nponyuévo VMM chip throuv
ASIC, 10 onoto anotelei tov Oepeito MO0 yioe T cLAAOYNTNV aveyvwor] nat enegepynoia Twv GeSOUEVRY ATO TOLG
avryveutes. To NSW amotekel éva obvoko amd aviyvevtés maEaxolodbnong Tpoytov angtBeiag uat aviyveuTwmy
onavSaMGPOoY, avol va AettoveyoLy oe LYPNAOLS PLOKOLS POYC cwpATISIWY, te eEatEETUT] XWELKY] KAl YOOVIXY

QVEALGY| O TEOYUATIHO YEOVO. 2e LYNAT PWTEVOTN TR, SDO TUEAYOVTEG Elval LOLXITEQX GYUAVTIXOL:
* Zuavdohopdg proviey tov end-cap (End-cap Muon Trigger)
* AnoteheopatinOTTa Mot amO300n aviyvevorg tpoytwy (Tracking Performance & Efficiency)

To oyedto Tov NSW avtamoxpivetat 6Tl TEOSIYQUWES Ylor TOAD oMY YWVIoanY] SLxQLTINY] MAVOTNTX TOOYIKS,
¢ 16éne tou 1 mrad oto Level-1 trigger. Ta ofjpato vmoBdOpov 610 TeplBdilov vPMAHC TLUVOTNTHG TEOYIGOY
00 NSW pnogodv var #atootéAAov Tt YO1OLLOTOLOVTAG AUTHY T1) ywviant] Staxertint] travotnta. e v Phase-
IT avaBabpiion tov ovotipatog Level-1 triggering oe andpo vdPnAdTEEY YUTEVOT™TY, O YEOVOS avtidpaong Ou
petwbel wote va emttpédet o emhentinoLg o%avVSAALGIOVG ATTO To HAAOQLUETOX 0L TO VEO GOOTYUA OHAVOAALGPOD
aviyvevorg, xabug nat and To povind cLoTHUO.

To avaBabpiouévo obotpa aviyvevorg tov New Small Wheel Baoiletar oe 1eyvoloyiec and v OOYEVELX TV
avtyveutwy agplov, ouyxexptueva otoug sTGC not Micromegas. H véa metpapatiny Stktaly Oo amotedeitan amod
16 enineda aviyvevonc, StapoppwiLéva ot VO GTEWAELS TWY TECOXEWY EMTESWV avd TeYVOLoyla (Téooepa eninedu
sTGC not téooepa enineda Micromegas), noahbmtovtag TAnews 10 NSW oe aviyveutiny) nepoyy ™ 1éfewg twy
1200 m? 7 %&0e pioe. H Sidtoén O axorovbel tig Sraatdoetg tov vrdgyoviog SW, pe xatdtunon oe 16 tuipoto
avé Teoyo (wheel) yta v tarpralet pe to vrdipyovta Big Wheel nat o povind otabuo tov end-cap (Xynpa 3). H
Stataén tov NSW mepthapBdvet oyto emimedo aviyveuong ¢ uabe teyvoroyiog, ywELoUEVH antd éva TAXICLO TG
ta€ewe twv 50 mm. To eowteEwd péog amoteleitat and avryveutég Micromegas, eve 10 ewtepmd and sTGCs,
oympatiCovtog neptoyn ¢ 1déews twv 400 mm. Kabe tpfjpe anotedeiton and 8vo wedges. Ot aviyvevtég sSTGC
Ot sivart ontivind ywetoueévol oe i modules, eve ot Micromegas oe vo.

Or avryveutée sTGC éyouy avantuyOet #0plwg Yo Tov o%avSahopo, AOYw TG t(XaVOTNTAS TOLG Vo TLEOSOTOLY Ha-
TUYQUPES YWELE VX ATIALTOVY AvayvVeELeY] cwhaTtdlwy. Ot aviyveuTinég TeYvoloyieg SLToCOVTAL e TOOTO TOL Vo
peytotonotel Ty andotacy] petaéd twv 8Vo otpwpatwy sTGC, emteénovtag BeAtiwoy T SlanELTMNG VO TNTAG
ytoe v online avoraTaoneu] TG TEOYLES, BAOEL TNG YWVIXG TOL TAEEYETAL ATO TO TEWTO CTOWMUA TWV XVLYVEL-
tov. Ot avryvevtéc Micromegas, pe v efotQetiut] Toug axpiBeto TNy xATayEuy] TG TEOYLES AOYW TOL UKEOD
nevob (D, mm) %ot Tov EnEod BNpatog Awpldwy (strip pitch 0.5 mm), ¥07OLLOTOLODYTAL YL AVAHATAGHELT] TV
TEOYLAC.

Ot sTGC progodv va aupPailovy otny offline axpifeta evtomoROD TEOYLOY pe SLaxELTny] tovOTYTO TEQLTOL
150 um, eve ot Micromegas €youvv ] duvatotta cuvepyetag vroBondaviag toug sSTGC ya axptBéotepn avo-

AATHOAELY] TNG TEOYLES TwV cwpaTtSiwy %ot o AelTovEyoLY enioNg WG UNYAVIOUOS GHAVSAALGUOD.
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Yympa 30 Aptotepd: To twoewvo Small Wheel oty enpdvela T yng oy ™V eyrxTdoTAG TOL GTO
ATLAS. Aeta: Anenodvion g Stdtaéng tov New Small Wheel.

H\extovind xat Xootnpo Andng Asdopevmy Touo Néov Mixgod Too-
0V

To odompa Mdng dedopevey xat oxavdaitopod(TDAQ) tov NSW eivon eva e€ehypévo oot TOL TEQUALL-
Baver mepimov 8000 nhextpovinég povadec. 1o v vTOGTNEEY AVTOV TwWV LOVASWY EYOLY GYESLOGTEL TOOCAOWO-
opéva ohoxinpwpeve nuxhwpate ASIC (Application-Specific Integrated Circuits) avOextind otnv oxtvoBolio,
T omola mailovy xafoploTind POAO OTNY HATOYEAUPT] HOL TNV UETASOOY] TWY GYUATWY GTO GOOTNU AVAYVWGYG TOL
back-end.

210 mhaioto Twv niexutoovinwy NSW ntov Stémovy ta povonatia onavdahouob(Trigger) xot GuAROYNG Sedouevwv
(DAQ) nou yoe Toug SHO VLY VEVLTES, TEOUDTITEL Lat OAOUANQWLEVY] HATYYOQLOTIOINOY] OE NAERTOOVIXG TOTODETYUE-
var evtog nat extog omniaion tov ATLAS, dnwg anetoviletor oto Zynpa 4. To nhextpoving mavw 6Tov avryveuty),
nov Bpioxovtat evtog tou onnhaion 1ov ATLAS, dnov vrgpyowvv oxtvoBorio ot payvntind media, teptiopuBavouy
ELOUG HATUOUEVLUOUEVEG TTAAUETES IOV YETOLtUOTOOLY xuElwg ASICs avlextind otnv axtvoBolia.

Avrtifeta, T Aexntoovnd extdg Tou ommhaiov tov ATLAS, to onola nepthapBdvouy otoryeio Onwg to Front End
Link eXchange (FELIX), tov enefepyaot oxavdaiiopon, 11 Aoyiny tou topéa(Sector Logic) xat vinpeoteg mov
prrofevobvtat oe epmoEWOLS LTOROYLOTES Stanoptotéc Onwe To Read Out Drivers (ROD), 1o obotpo avtopdton
eréyyouv (Detector Control System -DCS), v naparorodOnen copfaviwy (Event Display), ) Swxpoppwon
(Configuration), v napaxorovdnoyn onavdaiiopov not 1 Babuovopnon(Calibration), O tonobetnbody extodg
0L oTMAaioL o o TEELOY? Tov opiletar wg service cavern (USA15). Auvtdg o ywpeinog Suaywelopog, tov
ovotpatog NSW pe 1 otpatnywn tonobéton twv sfxpmnuatov pue Baor tic etdinég AelTovEYIHES XNALTY|OELG
Toug, eaopakiler 1 BELTiot Aettovpyior OAOUATEOL.

Movada aveyvwong VMM

To ndpto front-end ASIC eivar 10 64-udvoro VMM, éva nowo front-end ASIC 1000 yia Tig teyvoAoyieg avt-
yvevtewy Micromegas 660 not yto 1tg teyvoroyieg STGC, 10 omoio Tapeyet PeTENOELS TAXTOUG KoL XOOVIGHOL %ot

apeor] €080 TEWTOYEVOY oToLyElwY oxnavdalouol, nadmg xat puipotno eninedo oxavdaitopod Level-0.

Aoxipaotineg Seopeg vetpoviny yw évpeon SEU

H Sonipaotiny Séoprn axtvoPoliag vetpoviwy die€yy0n oto EOvind Keévtpo Emompovinmy Epevvav ”Anuoxrot-
10¢” (EKE®E) tov Mdto touv 2017 xai tov Iobvio tov 2018. Ot atdyol ¢ Soumtpaotinng déopng axttvooriog

VETEOVIWY 0T0 Anponptto mepthapBavoy:

* Extéheorn donpwv Single Event Upsets (SEU) yro o VMM3, VMM3a, ROC now ART ASIC.

* Afohdynon e Aettovpyudttag twv mhaxetwy L1IDDC, ADDC sot Pad Trigger oe neptBaiiov vetpo-

viwv.
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STGC

Repeaters

1/sector USAlS fr -
pad D > Pad trigger Big V?/heel
DS twin-ax ‘ L1DDC
1/pFEB. 2xGBT
—1 1/
/ — 5cA] fibres_o| Sector
;3 I} y| Router 1/sector’ Trigger Logic
# [ — J oy - processor
—twin-ax fibre
3/sFEB U/ 1/layer/sector A
STGC on NSW rim o mereing
1/sector
fibre : [scay
MM ADDC _2/iyerfsector || Trigeer
/ P processor |
M fibre —
twin-ax /
#VMMs per FEB:
PN Readout on-chamber

STGC strips: 6 or 8

STGC pad-+wire: 2+1 ASIC N T /
1/FEB GBTx fibre
ASIC Config SCA || Rx-Tx -
DCS
L1DDC 2/layer/sector
on twin-ax
Front end boards e config/monitor

= readout + TTC
- trigger
TTC

trigger
monitor

2ynua 4: To oynpa emondnnomng twv nientpoviney NSW yta ta nAexntoovind evtog not extog 6mnixion
tou ATLAS %ot ) ouvdeotnd™Td T0UG. 2T0UG AVLYVELTEG (XELOTEEO TAXIGLO) LTIAEYOLY Ol TAUXETEG
front-end, vrevBuveg yla ™V avayvwor Twy 2.1 exatoppvplwy xavaktwy Tov NSW, xabog xat ot mhaxéteg

LL_NSW_EOVr_v16

avayVwong xat oxavSaAopoL. Extog twv aviyvevtov (aptotepd mAaicto) umayouvy ol enefepyxoTeg
o%AVSAALGUOL 1ot Tar NAEUTEOVIXG oL Do TP dWoOLY Tor BeSOUEVE OTH GLOTNUXT CUAVOAALGUOD Kot

ovAhoyc Sedopévwv Tov ATLAS.

* Awetoywyn Sompwv SEU otov xabaptoty Jitter (Jitter Clenear), otov emavaAnnty (repeater) xat 6tar oOlo-

nnowpéva urkopate 1-4 fan-out.

[Tapoko mov 1 mepobow pelétn bu emnevtpwbet nupinwg ot Sontueég ot T anoteréopata tov VMM3 & VMM3a,
0 TEWTAEYIMOG GTOYOGC HTAY 7] XATAVONGY| TG CUUTEQUPORAS TV LOVAdwY avayvwors tov VMM3 & VMM3a oe
antvoBorio vetpoviwy, pe peyeldn ovyxpiotpa pe owtd mouv avapevovior oto Run 3 tov mepdpatog ATLAS.
Avto emitedyOnue 1e 1 CLOTNUATIUTY EYYOAPT] HOL AVEYVWEY] TWV HATAYWENTOV SlapoEYwag Tob VMM3 yta
Stepebvnon ¢ epyaviong twv SEUs. H Sdtaén tov NCSR, pall pe v mhanéta Minil mov eivon eomhouévn
pe 1o VMM3/VMM3a, anetovileton oto Xynua 6.

H Sonmpootnn déopr Sinoueoce mévie nuépeg non uale nuépa nepterdpPoave petatdnion twv Oéoewyv twv mhoxe-
t0v/ASIC yio Ty andxtnon Twv avtioTorywy Sedopévey PONG VETEoviwy. Xe autn TV ONOXANEWMEVY] PerETY,
10 VMM3&VMM3a, evowpatwpévo oty nhaxéta Mini-1, vmoBindnure oe avotneég Sontpég ndtw and pa -
noauptBaug xaboptopévn déopn vetpoviwy 20, 22 xar 24 MeV oe dtdypopeg Oéoetg nat pubpoig pone. Kab” 6An ™
SLEOUEL TWV TELQXUATIXDY GLVESOL®Y, O SLALOPYWOELS TNG oetptant|c Teptpepetoanng Stenayns (SPI) SwxBdlovray
ovveywg xdle 12 Sevteporenta, efaoyparilovtag otabepy no cuveny anddooy. Aéilet va onpetwbet OTt, andun
%ot hetd v Exbeon Tou ovotpatog oe abpototiny Pon vetpoviny Tepitov ~ 3.54 X 10t 1‘1/cm2 ent 71,6 opeg,
Sev noupatnendnxav SEUs. Auto 1o afloonpelwto anotéleopo vroypappilet v evpwotio xot Ty avlentino o

™¢ Stdtaéng VMM3&VMM3a, entuvomvoviag Ty #ateAAnAo Tt To0g Yoo teptBdArovta udgming axtivoBolriag.

Movdda a@yob eieyyov GBT-SCA

To GBT-SCA ASIC (Giga-Bit Transceiver - Slow Control Adapter) sivat éva 0AoxAEwREVO xOXAWPX TOL &-
xeL oyedaotel ue ™ xefon epnopwyg teyvoroyiag CMOS 130 nm. Awdpoapatiler nploto 0OA0 wg PeEOS TS
povadoag GBT, ayplepwuevo ot Slavoput] twv onpatwy eAeyyou xot naepaxolovinorng ota niextoovina front-end
nou elvan tonobetpéva otoug avryvevtés. To GBT-SCA dnpiovpyet ovvdeon pe 1o GBTX ASICs péow piog
duming mheovalovoug appidpouns ovvdeorg dedopévwy 80 Mbps, yvwotic wg e-links. To GBT-SCA avantid-

xOMme yoe vor eummpetet g Stapopetinég anantnoets twy front-end ASIC oe Sidpopa merpdpota uat TEOCYWEESL
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SETT SETB A
y

64 channels
logic —T—#
I

CA shaperI
tim ] [0 }—]
Iregisters
[pulser H bias H DAC Htemp]{Gray count]{registers |
oromat}- e
~— SDI, SDO
<« Custom __, 19y cMOs < SCK, Cs

bi-dir LVDS

Zympa 5: H apyttextoviny) VMM (Versatile Readout ASIC for Micromegas) anotekeitat and 64 no-
vopototuma xoveha. Kdabe novakt mepthapfavet évay evioyuty poptiov (CA) xat évav poe@omotnt)
(shaper), mov emcepyaletar Toug TAAUOLG LGOS0V Y TO LPOG TOL TAAULOL 1t TO YEoviouo. Ot a-
vahoywodnpaxot petatponeic (ADC) Yngronotovy 1i¢ napapeétpovg mov eiva anobnuevueveg oe évay
anopovwty] FIFO (First-In-First-Out). H hoyn LO enidéyer dedopéva pe Baorn my elcodo onavdo-
Mopov (LO) xar mAinpoyopieg yEovooHavaeng, Tob hetadidovial aTny eEwTepIny] GLUOKHELT] AVAYVKOCTS
néow tov youupov D1 xar D2. O dettovpyleg naparorovbnong nepthapfBavouy tig e€ddovg PDO,
TDO nat MO. To test-pulse strobe (CKTP) evepyonotet t Sonipn xo 1o chip proget va enavoouOput-
otel peow twv axpodextwy ENA 7 TKI. H Syeipton ¢ Staproopwaorg yivetar Hécw Twy axQoSexT®y
SDI, SDO, SCK nat CS. Ta mpwtonorha oxavdaiopov (ART, ToT, TtP, PtT, PtP, 6bADC) petadi-
Sovtat pe axLBn ovyyeoviond yonotpomnotwvtag Tig etoddovg CKART st CKO6B. H noka pehetnpévn
apyttentoviny tov VMM Siver éppacr oty eveMéio uat TV ATOTEAECUATIUOTYT GTYY XTOATYON Kot
avayVewo?] Sedouevwy TV avtyveutwy Micromegas.

(Lo OELRG& O SLapLoEPWotpeg and Tov yeNoty Obpeg Nhentomng Stoecbvdeone. Avtég ot 0dpeg Stevnoldvouy g
TULTOYQOVES AELTOLEYIES PeTapoEas dedopevwy, ekacpalilovtag TEOCHEUOGTINOTYTA Kot eveMEla Yo TV KAALYY
TV etdnv avayxmy Stpopetnwv front-end ASIC oe Siapopeg netpapatinég Statdéerc. H mpwrtapyny Aettovp-
yioe tov GBT-SCA eivar 1 Stavoput| onpatwy ekéyyou xot maaxohoddneng oto nhentpoving epmeoctiov axpou
7oL eivat evowpatopéva otoug aviyvevtés. To GBT-SCA nepihapBaver mowmikeg Obpeg nhentoinng Staobvdeog
onwg ADC, GPIO, 12C, JTAG nou DAC.

ITetBdArov hoytopxod GBT-SCA

To meptBariov Aoyiopnon yio 1o GBT-SCA Sradpapatiler xploipo pOAo TNV THQoy 1| piog sLEMUTYG SIETaPNS
VL0 TO YELQLOPO OAWY TWY UAVAAMMY ETHOLVWVIAG 0TO TAxiGLo NG emelepyasiag xat ANdng onpatog péow tov GBT-
SCA. Avto 10 hoytopund a€iomotel Tov eyyevy] TuQoAANALORO TOL LAXOL petold Twv avefaptwy xavaitoyv. H
Sounn adotaor tov GBT-SCA hoyiopinod, mov aneovileton oto Zynpa 7, nepthapuPBavet o anoiovlo Baotnd

otovyela:

* SCA Software: Avtd mepthapBavet o API tov Aoytopnod SCA mov €yet oyedtaotel ylo Ty emotvwvia
ue 10 SCA péow Srapopwy Stemapmy back-end.

* SCA OPC UA Server : Xonotpedet g 10 eVSLAUECO AOYIOUNO EMAOYTC, SIELMOADVOVTOG TNV AVTOXANYT|

dedopévwy pe o front-end ovotpota.

* SCA Simulator: Avty] 1 emhoy?] evSLaPecov AOYLOUIXOD YOENOLUOTOELTaL Yo TNV avToharyn SeSopévwy

ue ta front-end ovotpate, TeEEyOVTAS Evar TEPLBRALOY TPOCOPOLWGY|C.

* UaoClientForScaOpcUa : Mwx BitAo07nn mov enttpénet otoug nedteg va eyuadiotody entrotvwvio pe

tov Stanoptoty) SCA.
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Zympe 6: H Sataln g Sonmpaotinng deopng axtvooliag vetpoviwy pall pue v mhaxéta Minil
e€omMopevy pe o VMM3/VMM3a.

* fwSca: Avt 1 evomta nailet #boptotind POAO 0TNV AVTOUATOTOGY] TNG EVOWPATWEYG TwY SeSOUEVWY

0L Stanoptoth| oe ovotpata SCADA.

Hardware Interface Middleware Solution Clients
optical
links ua
-tk in netio é/‘} s Configuration
_links — = i
SCA GBTX @ FELIX 1 /4 §§ ients
Uw
> 24
8 _——— > 5 | Peripheral §
£ scaopCUA P ] 2 eripheral Servers
= server S
) usB [3 S

SCA  —Ejmk | Evaluation PCB z F__| Diagnostic Clients
£ (UaExpert, etc.)
w
<
g o
© \ SCADA Clients | &

SCA Simulator (WinCC OA, etc.) é

function

calls
SCA Software Demonstrators

Zynpa 7: IMpoemondnnon me Sopwnng abotaong tov GBT-SCA Software.

210 mhaioto g ava3aOptong Tov NSW, avteg ot Stapopetinég Stenapeg tov GBT-SCA e€umnpetodv Spopertt-
%00G G%OTOLG Lo Stdpoeg povades. Aedopevou 6Tt 1) avaBadutorn oo NSW nepthapBaver evvéa Eeywolotég mha-
xéteg (MMFEES, sFEB, pFEB, ADDC, L1IDDC-MMG, L1IDDC-STG, Rim L1DDC, Pad Trigger not Router),
dnpLoveyNBnray cuvoling evvéa povadind TEoTLTIA AoyLounob SCA. AuTd T TEOTLTIA YEYGLUELOLY K AVAPOEES
XML oto npwtaeyno apyeio SCA OPC UA Server. H enduevn npiotur gaor g Stadwmaoiog tepthapBdvet tv
QLTOpPATOTON 07 T OTjptoveyiag ayeiwv XML ya tov NSW SCA OPC UA Setver. T va SteuroiuvOet autd,
dnutovpynbnxe 1o epyadeio NswXmlGenerator, 1o onolo Sivet 1) SLVATOTYTH GTOLG YONOTEG VO TOXEAYOLY T
anartovpeva apyetoe XML. To epyodeio avantdyOnmre wg éva amkd API Python xot emttpénet otouvg yo1oTeg v
nopayovy apyeie XML 1o SCA OPC UA Server noéyovtag et66300¢ OTwG avyVeLTHG, TAEVOS 1t TOUENC.

To NSW amotelel éva TANEWS AVTOVOPLO GUGTYPO AVLYVELTOY GHAVEAMOUOD %ot Tapanokovinorg, e€omitopévo
pe peoe e€ehtypévy nhextpoviut] Sataly), ETOLUO VO XVTLHETWTIOEL TIC TEOXAYNOELS TNG LYNANG PWTELVOTYTAG GTOV
LHC. Amoteheiton and mavew and 60.000 front-end ASICs now pepinéc Senadeg FPGAs, anattwvtag anoteke-
opoTinn not Toryetor SlapoEYwao] TELY anod xdble metpapaTiny] eXTELEOY], AOYW TNG GLYVNG AVEYUYS DLAPLOPPWTYIS
o0 VMM. M dAky mponknon ota nhextoovind front-end tov NSW, 18iwg pe 10 VMM, Nty 0 mepLoptopog
™G LRaEENg Lovo evdg uavaliolb e€odov 08ovng ave VMM. H é€odog 00ovng xabe VMM cuvvdeéetar oty (St
Bdpo avarhoying eto6dov SCA, eummpetwvtag Toug oromols ¢ Tapanorodineng ot g Babpovopnone. H
nEdUANoN pe 10 nowod xavdit ADC SCA ftav 6Tt 10 abotpe ekéyyov avyveutr (DCS) Sev yvoptle v notd-
otaon Stapdppwonc(configuration) tov VMM. Metd and oulntioetg pe v uevtomn opwada tov ATLAS DCS,
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vhomotOnue éva veo yapaxntnootnd otov SCA OPC UA Setver, yvwot6d wg “FreeVariable”. H FreeVariable
etvon o petaBinty OPC-UA mouv progst va mpootebel omovdnnote oo yopo dievbivoewy. Aev diémetor amd
TOV OYeSLUoUO TOL SIaUOULETY] %ot O StaxoploTyg Oev umoEel va entnotvwvioet amevbeiag pe aut ) petaAnt.
Mo ehevOepr) petaBAnty) propet ndvta v eyypayel and onotovénnote nerdtry OPC-UA.

2hppwva pe 1o oynpa 4, propovpe vo anhomotycovpe T Aettovgyin SCA oto axdiovbo oynua 8 . To edotpa

—p! Monitoring
- - | OPC UA Client
; On/Off-Detector \ o 5 - — - = J
1 |  FELX o - - |
| - I DAQ Back-End
: | 6BTLinks R,Tim <—>§ § 4|'Esp § Eq——p' Configuration I
<—L| FPEA =3 s° = | OPCUAClient |
| I = s 5 ;
I I I __________ — S
| e o T
! : I Calibration Back-End !
' p 5| Calibraion
—————————— I OPC UAClient |
- - - - — — J

Yynua 8: ATAovoTeupévo oynuatino daypappa g Asttovpying SCA g NSW Electronics.

UTOQEEL Vo YwELoTEL O TRl #VELL UEET:

* Hlextgovixd: To SCA mov eivon evopatwpévo otig nhenteovinés mhanéteg ovvdeeton ameubelog pe 6id-
popa ASIC, 6mwg VMM, ROC xow TDC. X1 cuvéyeta, 7 mhanéto cuvdeetot ueow evog xadwdiov twinax
pe o L1DDC, 10 onolo yihofevet emiong éva SCA ovvdedepévo anevbelag ue 1o ASIC GBTX. Ot ouv-

déoetg petafd touv LIDDC not v dAAwV TAAKETOV TEQLYQRPOVTAL ATIO TOVS AEUTEOVIXODS GLVOEGUOUG.

* FELIX: Avunpoownebet Tov npoypatind xeviond vnoroyoty FELIX. To L1DDC cuv8geton ameulelog
pe 10 FELIX, ovyxexpipéva pe 1o GBT Receiver FPGA péow plag ontnng ivag mov eivat yvwoty wg
GBT Link. Y10 eowtepn6 tov FELIX, 10 Aoylopixod netio/netio-star VAOTOLEL T1v entxovwvio Xouniod
emnédou petald twy SCAs xat tov FPGA tov FELIX. O SCA OPC UA Setrver, apymonotnpévog pe ta
nopayopeva apyeie XML nov meprypagouy g Srapopeg ouvdéoetg SCA, exléter Oleg T ouvdéoerg SCA
wg avtreipeva OPC UA o710 yweo Sievbiveewy tov SCA OPC UA Setver.

* Back-ends: [lspihapBaver to back-end tov DCS, ¢ Stapdopworc xar g Babuovounorng, 1o onolo
umopet va emovwvel péow dwtdou pe oia o SCA. Kdbe back-end Aettovpyet wg €eywprotog OPC UA
Client, uavog v eyyooaget otov xowd SCA OPC UA Server yio tov €heyyo #at v nooaxoioddnon twy
Srapdpwy ouvdéoewv SCA.

Xovontiud, 0Ty OAa Tar nAextpoving Tov NSW, ot Stabéotpor napduetoor eivat:
* DCS: Ilapoarorodtnon neptocdtepwv and 100.000 noapapétowy.
* Configuration: Axpopypwor Tavw and 2 EXATORULELWY XATHYWENTOY (registers).
* Calibration: BaOpovounon nevew anéd 100.000 napapétowy.

T toug Sranoptotég SCA OPC UA Servers, emhéyOrnue va violetnlel pia mpooéyyion xatavounc Topéo ovt-
yveuty). Avaloya, #dbe topgag avryvevty(detector sector) ouvvdestor pe evav etdud Stonoptoty) SCA OPC UA.
2uvolud, vTeEyoLy 32 étotot Staxoplotéc, nabévag ex Twv omoiwy Aettovpyel oe évar Stanpttd unydvnpa FELIX
nat emowvwvel pe toug avtiotoryoug SCA tov topéa. H apywonoinon twv SCA OPC UA Setvers, ovounept-
hopBavougvey xat twv Stepyaotwy felix-star, yiveton natd v exnivron tov xevipwod pnyevipatog FELIX wou
Srayetotletor amod T avtioToryeg epappoyés supervisord. Avti 1 Souy natavoutc efumrpetiov SCA OPC
UA emukéyOnue yroe Moyoug andd0oomg %ot cuVTNENOROTNTAG, e TNV LTOOTNELEY EXTEVROV SonU®Y andB00mg IOV

npaypatonoOnuay ent oelpd etwv amod etdimovg tov FELIX xot twv e€umnpettov SCA OPC UA.
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H eveléio tov SCA OPC UA Server eivar eppavi)c otny mavotné tou va npocappoletat oe pubpioetg Sua-
popeTnwv peyebwy nat nwy. BEve yoaooautnototnd mopadstype anotekel 1 enttuyyg avanTuél TOL 6TO €0YO
ovaBaOpong tov NSW yta 1o ATLAS. Xe avtd 10 @hodofo spyo, cuvolnd 6976 SCA natavépoviat oteaty-
yd oe Stapopong Thmovg nhextpovinwy front-end. Avto 1o dintvo SCAs Srayetpiletar anotedeopatind and 30
#evtpwovg vroroylotég FELIX, o nabévag pe 18 ouvdéoeig ontinmy vav, xat tov avtiotoryo aptbud Staxoptotev
SCA OPC UA.

To back-end napaxorodOnong amotedei avandonaoto pépog tov DCS xar tov épyov SCADA WinCC-OA. Avto
10 ovotpa Taparorodinong éyet avartuylet xa Oo avakvbet Ste€odia oto emdpevo epddato. Elvar oyedua-
OHEVO YL VO HUADTITEL OAEG TG ALTULTY|OELS YL THV TXQAXOAOVLONGY] TOL EXTETAUEVOL PAOUXTOC THOXUETOWY, TTOL
owvolna gemepvouy g 100.000, oto cvotpo NSW. Avty 1 vrodou napaxokovdnong eivar {wtung onpa-
olag yto v emontela ot ) Sayeiplon g eynataotacrs NSW, eéaopalilovtag ottfupr nat anotekecpatin

Aettovpyla.

Xootnpo Avtopdtov EAgyyov

To ATLAS DCS oyediaomue nat vhonon0nxe oto mAaiote tou xotvod épyou pe titho Joint COntrols Project
(JCOP) wiag ovvepyaotag ™ opddag eréyyov o CERN xat twv opadwv DCS 1wy metpapdtwy tov LHC. To
JCOP ovvduvalet nowva mpodTuna yia v 1o tou DCS hardware Baotlopevo ato SCADA adotnpa ¢ Siemens,
WinCC Open Architecture, yvwotod nat wg PVSS pe v noakatdtepn ovopasio 1ov, OTov yenotpever og Baon
yoe Oheg g epapuoyes DCS. To ndpto yeupind neptBdilov yeonot tov ATLAS DCS pe ol ta vrocuothpoto

evomopéva oe pio tepoynt] Sour) FSM anotumevetot 6to napandtw Xy 9.

[C=ToTT
=
[ warnine |3

BARREL
{5 ENDCAPA
3 ENDCAPC
N
BARREL A

Zympe 9: To udpto yoapunod meptBariov yonot tov ATLAS DCS pe dha to bmoovotipate evomoty-
néva oe pio tepoyny] Sopn FSM.

ZraOpog pétnong 61EEoNg xeQiov

H poalmn napaywyn povadwy Micromegas yio v ava3a0pion NSW oto gacpatouetoo proviwy ATLAS anatte
&vat LoYLEO cLETNPA Yo aveédETNTY Staopdion TodTnTag ot tototxd Eheyyo (QA/QC). Metafd twv nplotpwy
TTOY WV TOL EAEYY OV, 1] SLUCPAMTT] TNG OTeYavOTYTag ToL Bokdpou (gas tightness) eivat pio Boony amaitnon ylo Ty

opohy] Aettovpyia no 1) BERTLoTY am6300m Twv avryveutey Micromegas. AuTol ot aviyveuTag aepiwy AetTouEYOLY



28

pe Bdon 1ov LoViopd TOL AEELOL OTAY EVX POPTIOUEVO CWUKTIOLO SIEQYETAL ATIO TOV OVLYVELTY], E ATOTENECUY
1) GLALOYY MAEUTEOVIWY GTYV TEQLOYT] EVIOYLONG ot TNV MO OLDT] SlapOEPWCY] TUALGY GTO MAERTEOVIMG
otovyela avayvwone. H Swxtnenon g oteyavotntag tou agpiov elvar {wtnig onpaciog, xxdwg onotadynrnote
SLoppo7] acpiov Oéter oe #ivBuVo TNV AVOTNTX TOL avryVeLTN Vo Stadidel NAERTEOVIX GTNY TEQLOYY] EVIOYVOTG.
H mapovaia agpa, Aoyw tou 0€uyovov 0uydvov, 6TO ECWTEQIMO TOL AVLYVELTY] UTOQEL Vo SeCUEDOEL NAEUTOOVIX
LLELDYOVTAC GYPLOVTIUG TNV XTOAXBY] TOL AVLYVELTY).

Tt ™)v extipnomn g dtxppong acplov yonotponotodvtat dvo uebodot: 1 wébodog g ttwong mieong (PDR) »a
7 wébodog g anwietag pong (FRL). Adyw g akyoptOunnc nopyng twv netpapatiuny pedodwy eréyyou Stop-
007G, €0l ALTOUXTOTIOLUEVO GLOTY P EAEYYOL nabiotatar anapaitnto. To cdotpe avtd TEETEL vor Stevnolhvel
v emeleQyaoio, TOV EAEYYO UL TNV UXTAYOOPT] TwV SeSOUEVWY TOL GLAAEYOVTAL altd ToLg ataOnTEeg ¢ Tetpa-
patierc Sratane. Lo vor avtipetwmiotel auty) 1) avayur], oyedidotyxe evo aLTOUATO oLOTNIA EAEYYOL SLXEEOT|C
aeplov,6mug paivetat oto Xynua 10, pe ) yenon tov hoyopnod WinCC-OA. Tapeéyet m Suvatdtnta petenong
™5 StxPEOomNG aepiov Twv avtyvevtwv Micromegas, e€xopailovtag pio aTAOTOUEVY] nat xétOToTy Stadiuacio

Yo T SLtoPAALeY] 1L TOV EAEYYO TNG TOLOTNTAG 0TY] Maliny] TUEAYWYY] AVTOV TwY XOIoLUwY eEXQTUATOV YL TO

neipapor ATLAS.
i\ :
3 . i » > &

MFSout

T % DPSker
l—

TSrer

== Gas

“ W 4w Tightness

— Station

2y 10: H tedinn éxdoon tov cvotpatog ekéyyou Stxppong acpiov MM QP oto BBS.

Q¢ avanOOTAGTO UEROS TWY HETEWY EAEYYOL TOLOTYTAC TOV EPUOUOCTNHAY UXTA TNV EVOWUATWGCY] TwY KOVASWY
Micromegas (MM Tetpamiétwv) oto epyaotijoto BB5 tov CERN, npaypatonombnue oyokaotiun aéioddynon
oe ovvohua 136 Tetpamiétwy. To eninevipo g aflohoynong emnevipwlnure oty anddooy g oTeyavOTNTAS
TOUG 8 AEQLLL, YOYOLUOTOLOVTAG agEa oL TEONAOe and etduny @adn. H Baowr napdpetpog vnod e€étaor oy
o0 pvipog Srapeoy (QL), exppacuivog oe ml./h, o onotog xavovironomnue oe otatind mieon 3 mbar %o oty
ouvéysta petatEanmue yur petypo acptov Ar+7%CO2 odppuvae pe v nabiepwpevn Bihoyoagia. Kdabe ouve-
Spta Sontug Sioneoe 45 ewg 60 Aemta, avdhoyo pe 17 cOYUALGY] ToL SlapoEnoL oNpatog o1 uebodo anwietog
eong (FRL).

Mepuég emheypéveg Tetpanhéteg moapovoiacay avénpéve eninedo eowTeQUNG SIEEOYS, YEYOVOS ToL eTEBae TNV
EMOTEOYY] TOLG T EQYOTAELA YLt GTOYELPLEVEG ETLoUELES. TO OELO ATOBOYT|C Yo TO T060GTO SLHEEONGC, XOLOLPLO
%pLTYplo ot avtés Ti¢ aéloloynaete, xafoplotue we *AACPA TOL OYXOL TOL LTTO e€ETAUOY] AVLYVELTY| AVE LOVASA
Y OOVOUL.

O péoog puBpodg dlepporg tpoodiopiotre oe 58, 3 mL/h (1,96 wopég 10 delo anodoyng, A.L.), pe péon tetou-
yovuren otle (rms) 69, 9 mL/h (2,04 opéc 1o A.L.). H ontnd] avanapdotaon twy anotekeopdtwy oto Sype 11

Selyvet OTL 1 TAetOVOTNTA TwV TeTpamAETwV TrpoLsinae TLpéEG PLOPLOL BLHEEONG EVTOS TOL ENMLTEETOUEVOL EDPOLG.
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Zympo 11: To 1oTOyeoppa Twy GLYOMAGY ATOTEAECUATWY TOL TOCOOTOL SLUEQEONC, O OYEOY] UE TO
opto ATLAS (npdotvn optlovtia Stauenoppévn yoouun), anod 136 Tetpamhétwv Micromegas natd v
EMUVEWAY] TG GTEYAVOTNTAS TOLG Ao Tov lavovdpto 2019.

Zradpog petonong vdning taong

H ooy Aettovpyiag twv aviyvevtov Micromegas Baoiletat 6Tov toviopod Tou agplov OTaY aVTO SLATEQVRTHL ATO
owpatidia proviwv. Metd tov toviopd, Betind) vYmin tdon epappodletar oy xdbodo yio T GLAROYY TwV TaEAYO-
pevwy nhextooviwyv. L va e€aopaiiotet 1) Bédtiory anddoor] tov aviyveuty Micromegas, elvot enttoanTiny avayur
v emnwpwbel 1000 1) oTEYAVOTYTA TOL XEPIOL OGO xat 1 AettovEyla vynAng taoyg (High Voltage-HV). Onwg a-
vaupepbnne mEONYOLUEVWS, 1] UETENON NG OTEYOVOTNTAG AEQLOL EXTEAELTAL HEGW TOL AOYLOWIUOL GTEYAVOTYTAG
agpiov oto BB5. T'a var ovpminowlel avtod, mpénet vo avamtuylel pia metpapotiny Stataén not 10 avtiotoryo
AOYLOUIXO Lot TNV TAVTOYEOVY] ETMbEWoY TG VYNANG Tdongc. H yeviun 18éa nepthapBdvet ™v napaxorobinon g
TAGYC HaL TOL PELUATOS TOL ePaEPOleTar oe Siagopa TuNpate LYNANG Tdovg oL avryveuty) Micromegas péow
tov sevtowng povadac CAEN not twv mhaxetwy HV.

Tt ™y v moTonOoiNeY Amd TheLEAS LYNAYG TAoYg TwY povadwy Micromegas, avantiyOnuay Svo Stapopetinég
Sratdetg oe Srapopetinég tonobeateg. Ot Stxtdetg avtég etvan ot androvleg:

* BB5 setup: Avty 1 eynatdotacy et oyedlaoTal Yo TV EXMDOWOY] TV UOVASWY PETH TNV Topalaf

ToUg and Sidpoa epyoTdéia.

* Eyxatdotaoy axtvoPoriog yappe (GIF++): Avth 1 eynatdotooy eivol TQOCOQUOGUEVY] Yo TNV ETIL-
710EWo? Twv povadwy oe TeptBariov vdnAng axtvofolriag, n onola Ste€ayetal TEY ATO TNV EYUATAOTACT
toug 610 onniato ATLAS.

H merpapatiny Stdtaén ato BB5 éyet Stapoppwbet pe teooeptg mapdAinioug xouBoug 1 Sontpactinobs otadpoig,
EMULTEETOVTOG TNV TAVTOYQOVY] EXTEAEDY] TV SLASIHAOLWY EMUDEWONG TwY avtyvevt®v Micromegas pe aéplo ua

vdnAn taor. Mo OTTINY| AVATRERGTAGY] TG TELRapoTinyg Stataéng napovotaleta oto Xynua 12.

Z1opog nhextoovinmy

O otabpog Srabétet evay amAOTOMPEVO %ot GLUTIOYY] OYEDLAOPO, te évar povadind Topabveo, Onwg anetoviletat
010 ZyNpa 13. Méoa ae avtod 10 QrAind TEOG TO Yoy TERLBAALOY EQYATLAGC, OL YONOTES UTOEOLY Var TAOYYY B0y
anEOoHONTH heTalh TwY SLPOQWY GTEWIATWY TOL TOPEN, TUEEYOVTAS OAOXAYQWIEVY] TXEAXOAOVOYOY] TwY TLUGY
v atontewy Osppoxpoaociag ot tong. Avtd 1o hoyopnd Stadpapatilel xpiotno POAO oTr] SLoPdALoY TG
Lettoveywo™Tag Twv Topéwy NSW npty and v evowpdtwo?) toug oto meipapoa ATLAS.
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Zympe 13: O otabpog SCA DCS y v mepaxorovbnon 1wy nhextpovinwy touv Micromegas.

ZtaOpog xoopng axtivoBoiiog

AvT] 1] VTOEVOTNTa TIEQLYEBPEL AETTTOUEQMS TNV TELQAPATINY] StdTaér not TO AoyLomwnd Tov avantdyOnue yro ™y
eMUVEWGY TwY Topéwyv Micromegas pe Y0101 *OOUUNG axTIVOBOMAC TOLY N0 TNV EYUXTACTAOY] TOLG 6TOLG Né-
oug Mixpoug Tpoyobg tou netpapatoc ATLAS. H noopint) emindpwon amotehel v tehnt] @aor ¢ Stadinaotog
emMbEWCg ToL avtyveuty] Micromegas, nov nepthapBavet Stadasieg emudEworg aepiwy, vPning taong (HV)
70 NAEATOOVINGV.

H roopwn emudpwoy anooromel 617 SLecpailon TG GLVOMUNG AELTOLEYHOTNTAG TOL avtyveuTy Micromegas
umd EeaMoTnég ouvbrreg Asttovpylag. Avtd 10 0TS0 ETMLEWOTC TEQIAAUPBAVEL TV EVOWUATWOY TNG ETN-
pwong aepiov, HV nar nhextpovinwy, napéyoviag po ouvolnn aktokdynon g anddoong touv avvyvevty. H
netpaportiny] Statady ot 1o Aoytopnd nailovy xpiotpo POLO oTNVY EVORYNOTEWEY %ot THEAXOAOLONGY] ALTWY TwY
Sradinaotwy emnbewos, eéucpall{oviag Ty EMTLYY] EVOWEATWON 1at AelTovpyla Twv Topéwy Micromegas oto
neipapo ATLAS. H eyrataotaon tov Cosmics Station eivon éva #Qlotpho otddlo 611y TEOETOLLAGIN TOL TOUEN
Micromegas yto v evowpdtwon oto onniato ATLAS. Avtd nepthopfdver Ty Topoyn 6T0V TOpER OAWY TV
Baowwy vneeotwy, copreptiapBovopévwy g VYNANG Tdong, ToL aeplov, g PVENG, g cLBLYERULILENC KL TwWY
NAELTEOVIX®V, TV AT TNV TeAY] eynatdotact] Tov. H noAumhoudtnto autob ToL GLOTHUKTOS EIVOL EUPOVTC,
7o0wg AT TEL GNUOVTINT] TEOCOYT] %L PEOVTION AT (Lo OPASN EUTELQOYVWIOVWY ETL atOUETEC EBSOUASES Ytor TNV
A Stapoppwon xdbe Toutax Micromegas. Mia amewodvion evog mpaypatnod topéx Micromegas 6to mhaicto

™ eynataotaong tov Cosmics Stand oto BB5 CERN napovotdletor oto Xynpa 14.

ZOoTNpo EASYYOL NAEXTQOVINGY

To NSW eivaut gva e€eltypévo avtyveutind tunpa tou netpapatog ATLAS, nov amoutel v epappoy evog e€icou

e€ehypévov DCS. O oxomog avtod touv ocvotnpatog elvat viotng onpoasiog, eéuoparilovtog 1 cuveny nat o-



31

Zynpa 14: 'Bvag npoypatindg topéag Micromegas oty eynatdotacy Cosmics Stand oto BB5 CERN.

OPaAY] AELTOVEYIX TOL VLY VELTT], EV® TXEAAANAX SLaoLYSEETAL ATEOCKOTTA e OAOLG TOLG LTLO-UVLYVEVTEG XL THV
eLEVTEEY] Tey Vi LTodowy Tov Tetpapatos. To DCS NSW Aettovpyel wg #evtoinod vevpind cbotpa, Stayetotlo-
UEVO TIG UETORHOELS UETOED TWV HATUOTAGEWY AELTOLEYING TOL AVLYVELTY] %o TUEEYOVTAG GLVEY Y] Tapaxokovlnom
not apyetobetnon xplotpuwy Aettovpyinmy Tapapetowy. H eyyevng nolvmhoudnta xat ot mepatetapéveg tepiodot
Aettovpyiag Tov NSW vmoypappilovy v avayxatdtnta evog tayveob DCS. Tavtdoypeova, 1o NSW DCS napa-
roAovbel ouveywg not apyetobetel Poonés THEAUETOOLE, TAEEYOVTAC EV. OLOXAYOWUEVO OYELD TOL LOTOEWHOY
AelTovEYlag TOL GLOTYUATOG.

To NSW DCS evowpatmvet éva 1oY00 GLOTNUX GLVAYEQUOD TOL XVTIEEH KUECK GE TUYOV XVWHUXAES TTOL AVL-
YVELOVTAL GTO VTOCLOTHILOTA TOL AVLYVELTY]. & MEQIMTWOY] ANOUAONG ATO TLG Mavovineg ouvinneg Aettovpyiag,
TO GOOTNUO EVEQYOTIOLE! GY|paTar 7] Guvaryepuons (alarms) mov eldonotody Toug YelptoTés. AvTéG Ol et30mOoLYoElG
YOYOLUEDOLY WG EYUALOES TEOELBOTOLNCELS, EMTOENOVTOG TNV TaryEld TOXEEUPOCT] Yo TNV ATOXATAOTAGY] TWY TEO-
Binpatwy. To odotpa eyet oyedtaotel ya va tpocapdletat oe avTOpaTes Stadinaaies, OTOTE ALTO eivat SuVaTo,
7] Vo SLELXOADVEL TIC YELOOXIVY|TEG EVEQYELEG YL TV EMAVOPOQE TOL avtyveuTy], eéaopaliloviag v 0ol Aettovpyin
TO0UL.

H atBovoa edéyyov yo 1o melpapa ATLAS, nov aneoviletar oto Xynue 15, etvat évag uevipdg xopog 6mou
ediebpévol yetptoteg epyaloviat OAO TO EMOCLTETEAWEO, 24 MEEC TNV NUEEX xat eNTE NueEes TV eBdouada.
Avto 10 apootwpévo Tpocwnind nailet xaboplotnd POAo oty TEoETOpasia Tob avtyveuti ATLAS y my ano-
%n1nom Sedouevemy, e€ucpolilovtag TV eTOLROTNTE TOL Vo GLAAGBEL TOADTIpa Tetpapating Sedopéva. H aibovoo
eAEYYOL AELTOLEYEL WG VELEAAYO HEVTEO, eTBAETOVTOG TG TepimAoneS Aettovpyieg Tou metpdpuatog ATLAS xot

XVTATIOXQIVOPUEVY] GE TLYOV GLVAYEQUOVS %] GLUBAVTa Tow avtyvedovTat amd To NSW DCS.

Zympa 15 H aibovoa ekéyyov touv mepapatog ATLAS. Agpogpol petatontotég ot omoiot Aettovpyovy
tov avtyveuty] ATLAS eni 24 opeg v nuépa nat entd nuéeeg v eBSopada TEOKELUEVOL VX TOV TQO-
ETOLUAGOLY YL TNV ATOXTN G GeSOUEVMV.
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Xootnpo EAgyyov tov Néov Mixgod Tooyob

O oyeduopog 1oo NSW DCS éyet vhomonbet étot wote va evowpatwvetat anpdoxonta o1o evpbdiepo ATLAS
DCS, napeyoviag ovveyn napaxorovdnor xat pa toyve? Steobvdeor] yro Oheg Tg povadeg vixob (hardware) tou
NSW. Aedopeévouv 6Tt ot Micromegas xat ot STGC yonotpebouy wg ovryveutég ploviwy evtog tov NSW, nepthopi-
Bavovtat ato ovotpa Muon DCS, 6mov o CSC Oa xatapynOet otadrand, 08nywvtag 6Tny avtiotolyn ®ataeynom
v Aettovpytev Tov DCS. T 1ig etdég anartioetg too NSW, 8o véot vmo-aviyveutég B evowpatwboiy oto
dévtpo FSM tov Muon DCS, MMG ytae Micromegas not STG yia sTGC.

To NSW anorteheitar and o anodhovbo tunpate vinod(hardware):

* YN Toon (HV): Avty 7 povada sivort umebBuvo yroe v mopoy | vPnAng Tdomg oTov avtyveuTr, 1 oTola

elvor CwTung onpaciog ylar 7 AELTOvEYLa ¥t T AELTOLEYHOTYTA TOL AVLYVELTY] LLOVIWV.

o XopnM) Taon (LV): Avty 1 povdda nogéyet yoapniy tdon ota nhentpovind, eéoopariloviag v ophh

Aettovpyla TOLG.

* MDT-DCS-Module (MDM): Auvtr 7 povada prhofevel anolnnpeg Oepponpasciog ot poryvrtinold me-

diov, oupBdAilovtag oty napaxorovbnor nat Tov Ekeyyo.

* Hlextpovind (ELTX): [TepthapBdvet o nhentpovind mou eivor vrebBuver yioe v andutnon Sedopévwy,
TV EVEQYOTIOINGY] %ot T1] heTapoEd Sedopévwy eviog Tov NSW.

* Aéglo: Awxyerpileton o otoryelor aelov Tov avtyveutt], {oTung onpactog Yo Ty xovoviny Aeltovgyio: Twv

QVLYVELTWY.

* WHEn: To pmhox vhxrov Cooling mopéyet v amapoitnty vrodour yto v POEr Twv NhexTEOVHLY, ATO-

Tpénovtag ™V vreEléppavon.

* VME: To VME ypnotpedet g meptpariov vixod mov prhofevel ta apbpwtd niextpoving (modular

electronics), e€aopoliloviag v anodotiny Aettoveyla Toug.

* ATCA: Xopnorponotel mv apyttextovnr ATCA yo 11 prhoZevio apOpwthv NAEXTQOVIHGY, THEEYOVTAG

TOOYUEVEG DTTOAOYIGTIUEG SUVATOTYTEG.

* Zootpa aopadeiong aveyvevty (DSS): To DSS eivar 7 Stemapr) vhxod mov eivor vredOovr yo 7] Stoc-
OPAMGY TG AOPAAELAG TOL CLUGTHATOS AVLYVEVTY], EVEQYOTIOLOVTAS TOWTONOANN ACPAAELNG OE TEQITTWOY)

AVOULOALDY.

* Zdotnpa sretdopoatog éoung (BIS): H dienaypn BIS mopeyet napapérpovg rhetdwpatog déopng, {wti-
1S ONPOOLAG YLar TNV aoPadt] EXTEREoT] puotuyg xat T Aettovyla tov LHC.

Zoompa EAeyyov twv Hiextpovinay

To avTOpATO GLOTNUA EAEYYOL TV NAEUTQOVIXGY EIVOL ETUPOQTIOUEVD WE TNV ToEax0AoLONOY OAWY TwV TaEo-
pétowv mov eivar ouvdedepéveg 6to SCA Ohwv twv nhentpovinewy tov NSW. H oynpatnn avanepaotasy g
Aettovpylag tov SCA anewoviletar oto Xynua 8. O SCA OPC UA Server, pe ] Bon0ewa tov FELIX, eynaOiota
emovwvia e tov SCA non tig oyetnég ovvdeoelg tou. Kabog o SCA OPC UA Setver eivon npocfaotpog oto
dintvo, to DCS Back-End, 10 onolo 610 mhaicto pag avinpocwnedetat and 10 épyo WinCC-OA, umopet vo
evepynoet wg tekdtng OPC UA. Avtd tou emttpenet vo eyypaypel 010 Slanoptoty] ot vor StoBaoet OAES TG TUUES
nou oyetilovtar pe 10 SCA.

O mpwtaEynds o10)0¢ Tou Electronics DCS sivon va mapéyet 6toug eNoTes T SuVATOTNTA XOYAAOLS TUQAUKO-
AovOnong Twv Ttuwy 7488 hentovinwy mhanetwy, Tov Tephapuavouy mdvew ard 100 000 mapapétpoue.

To Electronics DCS anotekeitat and pnyavég nenepuopévmy xataotdoewv (FSM), omouv ndbe FSM xopfog éyet

Hovadind ovopo pe Bdor To OVOpUA TOL LTOCLOTHUATOS UL TY] AELTOLEYIMOTNTA TOL, GOUPWVA Pe TIC GLULBAoELS
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tov ATLAS DCS. H xatdotaor nabe FSM nabopileton and eva aviiotoryo ecwtepnd onpeio dedopevov. O
OO ToL avTetpévov FSM, o omotog nabopilet ™ Oepehiwdn Aettovpyd™ta 1oL ®OPPOL 1AL TwWY GTOLYELWY
0V, e€0ETATAL ATO TOV AELTOLEYIMO oxoTo Kt 1) Oéon Tov oToryeiov oty tepapyia ¢ apyttentoving DCS.
Kabe FSM Aettovpyel pe avotnen tepaoyin?] Sopy, SNUiovpymvtag oyEoels yovéa-natdod. Xe aut] ] Sout, ot
EVTOAEC PEOLY ATIO TOLG YOVELG 0T TSI XKoL OL EVYUEQWOELS XATAOTAOYS PEOLY ATO T TTotSLE GTOLG Yovels. Aty
7 LEQUQYINY] TEOGEYYLGY SlaoPUALlEL TNV ATOTEASCUATIHOTNTA GTYY EVTIOAY] EVEQYELWY GE TOANXTAOLS XOUBOUG,
noBwg évag nopBog vdPnAoTeEEOoL EMNESOL PTOEEL Vo SWGEL EVIOAY OTA TULSLE TOV AL 1] XATHOTAGY] TOL LYNAOTEQOL
#6uBouv cuvodilet TV ®ATAGTACY OAWY TwY XOUPwY otV tepapyia Tou. ‘Olot ot nop ot Bolonovtat aEyind ce Lo
nponxfopIoUEVY HaATEOTHGY Kt BéyovTal povo mpoxxboptopéveg eviodés, onwg xabopiletat and tov o FSM
OTOV OTOLO AVYUOLV.

TTooywpwviag meog T mavw oty tepapyioe ELTX FSM, 7 enaypn yonot Layer View epgaviler Baoinéc minpo-
POQIEC OYETIUA Phe TO ENiNESO TOL AVTIGTOLYOL TOPEN, OTWG aneoviletat oT0 LyNpe 16. Avtdg o miverag Tapéyst
utor OAOXAYEWPEVY] TEOBOAT] OAWY TWY NAEUTEOVIUMY LOVASWY TIOL ELVAL EYHATECTYEVES GTO AVTIOTOLYO ENinedO

TOL QVLYVELTY], ETUTEENOVTAG OTOVG YOV OTEG Vol XELOAOYYOOLY THV XATACTAOY).

LAYER 1P
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B15-L1DDC-LOE
B16-MMFES-LO0 R7
B17-MMFES-LO R8.
B18-L1DDC-L0 O
B19-L1DDC-L1 E OPE 2 ADDC ¢ e MMFES
B20-MMFES-LO R9
B21-MMFES-LO R10
B22-ADDC-L0 O
B23-ADDC-L1E
B24-MMFES-LO R11
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Zymue 16: O mivarag Asttovpylag yro v tpoBoirn emtnédov FSM.

Xopuntnotopog Anodoong tov Aviyveutny Micromegas

O avryvevtyc aepiov Micromegas anotelet Baotnod aviyveuts| oty avoPabuton tov New Small Wheel touv netpd-
patog ATLAS nou et wg #0EL0 6TOYO TNV AVUUATUOHUELT] TWY TEOYLKY TWV CWRATIIWY HXTH TIG GLYXQEOVOELS 6TO
onpeto alnienidpaone. H Aettovpyia twv aviyvevtov oty TTetpapoatinr Guowrn Y¢niov Evepyeiwy Booileta
oy aAMAeniSpuor] TG axTVOBOAG KAl TV COUATIOIWY e TO DALMO TOL QVLYVELTY|, e UYNXAVIOLOVE TOL SLé-
novtat and NhextpopayvnTeg duvapers. Kabog ta poptiopéva oopatidio aAniem8poty pe o nhentedvio g
OANG, TEOEEVOLY SIEYEQTY] 1] LOVIGLO, YAVOVTAG EVEQYELX Y] AMOWY] LTOQOLY XAl VO GTRXUATY|GOLY GTOV XVLYVELTY)..

Or avtyveutég aeplov Baotloviat TV a7 TOV LOVIGUOD, OTOL TO eloeEYOUEVO cwpatidlo ameievbepnvet {edyn

NAEXTEOVIWV-LOVTWY. AUTE TOAATAACLELOVTAL e EQUOULOYY] NAEXTOIXOD TESLOL, BYULOVEYOVTAG UETOY|OLUO OYUAL.
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O tomnodg avryveutyg Micromegas mepthapBavet:
* Erinedo avddou (drift electrode).
* Agnevo aeplov Mywy YIAOGTOY we TEPLOYY] KeTaTEOoTNG %ot odiaOnorc (conversion gap).

* Metadhnod mieypo (mesh) oe andotacy 100 pm and 1o Nhentpodio avayvwong (readout cathode), &7-
KLOLEYWVTOG TNV TEELOY Y evioyvong (amplification gap).

* Kolvdoweg nokaveg (pillars) yio 1 ot#ptén Tou Théypatog.

2100 NAEUTEOSLA TOL AVLYVELTY] EPUOIOLOVTAL HATAAMNAES NAEUTOIUES TROELS, THEEYOVTAC LYNAL NhenTowMe Tedin
oty mepLoy ] evioyvong not aobevéotepa media oTNY TEQLOYT] KETATEOTYIC. AULTO elval ®QIGLAO Yot TV ATOTENE-
oAt AELToEyia TV oy veuTy], emTuyYdvovTag Adyo xéedoug twg 104, To nhextowd nedio puiuileta bote vor
nopadveton omd pepnés exatoviddes V/cm oty meployh petatpomig xow 40 — 50 V/cm oty neptoy evioyvong.
H dvodog eivou Srarpepévr oe Adwpideg (strips).

Drift Electrode

5 mm o

Micromesh
----------------------- £ 2 - #/\— 500V

Amplification Gap . 40kv/cm

e=» Copper readout strips

A\ 4

2Zynpa 17: Toopunn amendvior piag TuTOTopeVS SLaTopYG evog avtyveuty Micromegas mouv ametxo-
vilet o S18POEA UEET] TG ECWTEQINNG BOUNG TOL AVLYVELTY] HAL TNV XYY AELTOLEYLXG TOV.

Koabwg 1o poptiopevo cwpatidio nepviet and 1o nientpodio xabodou (drift), etoépyetat otnv meptoy oiicOnong
UEQOV YMOOTOV Tavw and to Theypa (mesh). Exel, adAAniemdpd pe 10 agplo TOL avtyVeuTy, TEOXAADVTOG
toviopod nat Stéyepaor], pe amoTéReopa T1) SnpovEylia NAenTEOoViwY nat tovtwy. Ta Nhentpovia, Lo Ty emidpao
acbevoig nhentonod mediov, uvobvtal TEOG TO TAEYUY, Ve Ta toVTa TE0¢ TV xdbodo. ‘Otay ta Nhentpodvia nep-
YOOV amd TO TAEYUA, 05 YOLVTaL OTYV TEQLOY Y] EVIGYLGTC OTIOL TO LoYLEO NAEXTEIO Tedio Tpoxalel ytovooTBada
NAEUTEOVIWY TOL CLAREYOVTAL ATO TIG AVOdIES AwEideg (readout strips), eV Tar LOVTA XYOLVTAL TILO AEYX TEOG TO
TAEYLA.

Me éva nhentonod nedio oty neproyn evioyvorg 50-100 popég toyveodtepo and avtd g Teptoy g okictnorng, 1o
TV EMULTEETEL T7] SLEAELEY] TTavw o T0 95% Twv Nhextoviwv. H ylovootBdda nhextpoviwy Staxpust nepinov
1 ns, dnpovpynvtag évay yo1yoo maApd otic Awpideg avayvwons. To tdvia mov maEdyovtar 6Ty TEELOYT|
evloLEYG HVOLVTAL TEOG TO TAEYUX E TOAD YAUTAOTEQY] Ty LTNTA GE CLUYUQOLGY] PE TA TAEXTQOVLA.

O Micromegas TEETEL Vo TPOGPEQEL AVANATOONELT] phe axpiBeto xaAbTeen and 100 pm notd unuog tov TANpoug
ebLEOLG TWV YWVLOY TEOYLAS ptoviwy. Ot pébodor avarataonevng Béong nepthapfovovy Ty TeY VXY TOL XEVTEOEL-
Sobg popTiov nat ™V prpo-yeoviny Barapn mpoBoing (WIPC). Otav 10 cwpatidio sivo xabeto oto eninedo
VAYVWOTG, YONOLUOTOELTAL 7] TEYVIXY] TOL *EVTEOELS0LS popTiov(charge centroid) yto anpih avonataoneyvy] Oe-

ong. o owpatidia vd ywvia, epooudletar n uébodog WIPC.
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ITeipapata yoapuxtnolopod Micromegas pe doxtpaotiny 6eopy

H Sonipaotiny déopn npaypatonombnue ot yoauu déopng H8 e eyrataotaong Super Proton Synchrotron
(SPS) oto CERN 7ov IobAto tov 2018, omwg gaivetat oto Xynpa 18. H yoauun déopng H8 Staxbétet cwpatidio
nou anotehovvio amd 180 GeV/c mbvia ) puuovia, mov yopomreilovian and éva uéyebog otdyou nepinov 10 X
10 cm?. Autd 10 oMpavTind Yeyovos GnpatodOTNGE THY evaeXTHOL AELOAOYN0Y T1C TEMTYC LOVABAC THEoyWYHG
SM2, e€omhopévng pe npwtdtumeg mAaxéteg MMEES, vnd npaypatinég ouvbueg déoune. Tavtoyoove, Ste€nydn
7 evoputneta dontpy ¢ Tping éxdoong tov VMM front-end ASIC, 1 onola épotale Told pe v tehiny] Endoor
ToEaywyYg Tou. Ot Tty 1ol oToYOoL aLTHC ¢ SEournc dontpav neptiduBovay eva cuEL Yaoua afloloyyoewy

AL ETMAVODCEWV:

1. Enoin0svon anodoong tov SM2: Efetaoy ¢ Aettovgydtnrog e povadas SM2 vnd ouv0ineg npoy-
Ha TG SEouTG.

2. Emuxbdowon niextgovixmy: Aoxtpeg ya v alohdynor g andd0omc Ty NAEXTEOVIXGY eEXQTUATWY,

e€oopadilovTag Ty oLUUOPYWET] TOLG PLE TO ATIALTOVDPLEVE TEOTUTX.

3. Aoxipn toitng exdoong VMM ASIC: AZioibynon ¢ ettovpyiag tov véov ASIC VMM vnd npayportt-
#ég ouvBnueg déopne.

4. PoOmon magapetowy VMM: Avalfton mc Bektote Stapdppwong o v anodotny] Andm xow ovi-
Ao SeSopuEVLV.

5. ITgoadtogiopog Tipng vdPning tong: Kaboptopog g tdoviunc g yo péytot anddoo.

6. Aoxipég pe peiypoato aeiwv: AZoldyNon ¢ enidEaoc StapdEwyY LElYRaToY aepiny 6Ty and3007] ToL

QVLYVELTT).

Extog and ) Ste€odiny) alohdynom Tou aviyveuty], T0 OAOXAEWUEVO eSO EQUOUOYNG T1C SOULUAGTIUNG OECUTC
nepteAdpuBove 1 oyokaoTud] EOOUIOY TwWY XPIoIUWY THEAUETOWY UL SIXUOQPPHCEWY TOL EIVAL XTAQULITYTEG YL T7]
SLaotpdALon ¢ ATEOCKOTTNG AELTOLEYLAG TOL CLOTHUATOS. AUTH 1] TOATAELET] TEOGEYYLOY OTOYEVE O)L LOVO
0TV TLOTOTOLYG] TOL AVLYVELTY] 0AAG 1ot 0Ty Bekttotomoino] g aAAnienidpaomg twv petofAnTov Tov oteilovy

1] AELTOLEYWHOTNTA TYC TEYVOAOYLOC.

Zympa 18: H yooppy) déoung H8 tov SPS oty meptoy Prevessin North tov CERN, oty onoia éyet
eynataotabel n metpapatiny pLOULoN Sonwy donpng Micromegas.

H rmewpapatind pobwon mg Sowpaoting Séopng mepihauBaver toerg Bokdpoug mpoBorng 10 x 10cm? TZ
Micromegas. Avtoi ot Odhapor Stabétovy Awpideg mhatovg 150 pum pe Bpo 250 pm xo eivon eomhiopévol
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pe mhanétec MMFES nou evowpatmvouy prpootve axpa VMM FPGA. Avtol ot OdAapor Aettovpyody wg on-
HElor avapoEAS Yoo TNy avanataoueyt] e€wtepmav tpoxtwy. O 0dAapog SM2, ue téooepig mhaneteg MMEES
tomoleTnpLéveg oe EVoL OTEWL OVLYVELTY, Elval LOVO %A TE TO Nplob e€oTAopEVOS pe Opyava. 1o To melpapa yon-
otponotodvtar Vo ontvinelotéc wg oxavdaitotés. Ot vmorotnot Dalapot teptiapuBdvovy tpwtotuna Micromegas
pe Stopopetind ovotpata oavdyvwons (APV/SRS) xou 8ev oupBariovy oty avanatooneut] T0oyLov.

H am6doon aviyvevong eivar xaiptar yioe v o€toAdynon Tov avlyveutr] not expedletal wg 0 AOYOS TwV UXTaYE-
YOUULUEVWY ONUATWY TEOG TO AVAUEVOUEVX (POQTIOUEVE COUATIOL TOL SLEQYOVTAL. 2.T7] SLAOHUELX TWV TELQXUUATWY,
ovAAé€ape ToAAES TROYEG evey pLOpilape cvoTNpaTHG TNV TaoT o xdbe GTOMMUY, ETLTOENOVING CUOWOELS THOY|G
7oL TNV YUOTOYQAPNOY THG ATOB0GNG O GYECY] e TNV Taon evioyvong. Avth 7 pebodoroyia poag Bonbdnoe vo e-
vtonicovpe ¢ Béltioteg ouvinueg Aettovpylag Tou avryveuty, e€uopalilovtag OTL 7] TELUUATIN UG EYAATAGTAOY)
0o natorypduper Sedopévar pe afomotion xon anpifeto. ALTEC Ol UETENOELG TOOCEPEQY Lo OAOXAQWULEVY] KoTa-
vONoN ¢ andS061C TOL AVLYVELTY] Uat SLELUOAVAY T axELBY] BEATIGTOTOLYGY TG AELTOVEYLAC TOV, EVIGYLOVTAG
™V oaxEifeta TV SeSOUEVLY PaG OTNY EQELVY CWUATLOLAATC PUOIUTIC.

Tt Ty a€tohoynon Twy TELLY *ATNYOELLY ATOS00TG, YeYotpoTooape 600 StanEttés pedoddoug yio Ty avamo-
ToloUELT] TG TEOY LG e€wtepwt) Tapaxorobinon(External-Tracking) yonotpomnotwvtag toug Dalapouvg tieoxo-
niov xat awto-napaxnorovinor(Self-Tracking) yonotponowwviag TAnoygopieg and ta GAlo Tl CTEWUATA TOL
VLY VELTY).

I8taitepo evdrapepoy eiye 1) eviatiny] PerETY] T7)C ATOTEAECUATINOTYTAG TOL Aoylopxol(software efficiency). T
TNV TANQEY] *ATAVONOY] %ol BEATIGTOTOMGY QUTNG TNG TTUYNG, TEXYUATOTOOUMUE OLAPOEES UEAETES, OLULTEQL-
hapBovopevey twv caproswy xatwphiov(threshold) xot vdming taong. To amoteréopota ALTOY TwWV PERETOV
andSoong Aoytopnob anewovilovtor oto Xynua 19. Avtég ot épevveg pog enétpeday vo Beltiotonotyjcovpe g
TEAUETOOLE TOL AOYLOUINOL, OTWG To OELX %ot TG PLORICELS TAGNC, YL VO LEYIGTOTOOOLPE TNV ATOS0CY] TOL
avtyveutr] pog. Ae€ayovtag awtés tg etg Babog peréteg, Oyt pdvo Bektiotomorioape v anddoon tov Halapov,

oadhd no eéaoparicape ™V ablomiotioc TG avaALeYG Twy dedopevwy pog. Evag dAog onpaviinog otoyog Twy

Software Eﬂ'icngy%@V chemthI @ 0° PC7-S3 Software Efficienc er Threshold Scan SM2-M1 @ 0° PCB7-S3

ackmg Tracking-Centroid Method
. : ¢ 100 — : : —
E : HYV Scdns | 22/7 E N - : g E ‘ ]
g [ Pr=200ms ] 4 . F o — . ]
90— G=9mV/IC » B 95— - —
[ | NLON ] - —
[ Ar+7%CO02 ] %0k ]
gol., Thr=6x 1 E A
-  run_0867-875 i F E
L B 1 85
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Zympe 19: Aptotepd: H anddoorn hoytopnov(software efficiency) eiva ouvepton ™ vdming téong
TV Awpidwy avdyvwog (readout strips). Aeéid: H andSoon hoyiouiod eivon ouvatnon tov opiov.

TELQAPUATOV SontPaoTinNg Seopng Nty 7 Ste€odinn Slepebvnon Twy ETOQACEWY SLUPOQETIUMY UIYUATWY KXEQLLY
oto optio cvotddag(cluster charge), v moAkamhoTTo TwV cvotddwy(cluster multiplicity) xow v anddoor
Loytouod evtog tou Buddpov SM2. Tlpaypatomooope pio OLOXANOWHUEVY] LekéTyn Tov TeptehdpuPBoave TEeLg
Sroxpttég ouvléoetlg apyod xat Sto€etdionv Tov avlpora uatd T paon g Sontpaotinyg Seopne. O nEwTHEYIMOg
otoyog Nty v e€anptBwet edv 1 tpomonoinoy tov petypatog aeplwy Ha propoboe va anopépet Bedtiwoetg oty
an6doon tou Badapov. Me ) cvoTpaT SleEebYNOY] AVTWV TV SluoEEeTHwY cuvbécewy aepiwy, emdiwiape

va. amoxaddpovpe mhaveg Behtiwoetg otig andlovbeg Paoinéc nauEapETOOLG:

* Cluster Charge: AZioloyfoape oYOAOTIHG TWG TO MELYUA AEQLWY ETYQEACE TNV XATAVOLY] POQTIOL TWV

oLOTASWY OV oY NpaTioTMAY evtdg ToL Halapov. Ot napadlayéc oty obvleorn Touv aepiov Ha uropovooy
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VoL ETYQEGOOLY TO YXQAAUTNELOTIHG eVaTODEG|C EVEQYELNG TWY COUATLOIWY TOL SIEQYOVTAL ATO TOV VLY VEL-
™.

* Cluster Multiplicity: Ot épevvég pog e€étaoay emiong ™V TOMATAOTY T TwY cLoTadwy, eéetdloviag
WG SLUPOETING PElYIATa AEQLWY ETYEEXGAY TOV aPLOIO TwV GLOTASWY TOL CYNUATIOTNUY WG ATOXOLCT
oTLg AAMNAETSPAOELS TV owaTdlwy. AT 1] TaEAUeTEOG elvat {OTHYC ONUACLOC YLOL THY UXTAVOT|OY] TWV

SV TOTNTWY ToEaxoAoLON oG TOL VLY VELTY.

* AnoteleopatinotnTa Aoytopxod: Emmhéov, pelethoope v anddoorn hoyiopmmold tou Ouhdpov SM2
73TW Ao SlopoEETINEG oLVOUES PiypaTog aepiwy. AvTH 1] avdALoT] TaEELYE TAYEOPOEIES Yo TO TWG Ot
alhoyeg o1 obvleor tov aepiov Oa umopovoay va enneedoouy Ty travdT T Tov Bakdpou vo ovoaorto-

onevalet pe oaxpifeta T iy cwpottdionv.

Awelnyape ovotuotinég peréteg xon e€epevvioape SLapopa PElypata aeplwy pe otdoyo ™ Bedtiotonoinoy mg
anddoong tou Ourdpov SM2, v evioyvon Twv avotteyv Tagaxoiodinong xat ™ Bektinwor g anoteieoua-
TIUOTNTAC TOL YL T Puotny] Twv cwpattdiwy. H épevva pag entnevtpmbnue otov eviomiond mbavov Bedtiwoswy
OTNY MELQUUATINN oG OdTaéy.

Tt o 500 véx pelypata aepiwy, axorovdninmne npocenting nEOGEYYIGY OTNY EMAOYY] TOV TUOEWY UETATOTLONG
%ot evioyLog, e 6TOYO 1) 0TaleQOTNTa T1|C UETATOTLOYC TWV NAEXLTOOVIWY HAL TV GLVOYT] GTNY EYUAQGLY LAY VO
H emhoyy avty Ntav xpiotun yua ™ Stnenor g andS067g TOL ALY VEVTY].

210 Xynpa 20, Toepouotalovpue ONTING T ATOTEAECUATA YLor T TOLOL SLUPOPETING ELYHATO AEQLWY, LTO TIG IBLeg
ouvOnreg amodaBng not Stxpopetinég pubuioelg yodvou atyune. Ot cvyxploelg avtég Selyvouv OTL Tar pelypoto
Ar 4+ C'O3 napovciacay ehdylotn Sradpavon xor otabepr] ywomy avdivoy, arnodemvdoviag 1 ottBagdtna
%ol T7) GLVETIELXL TOL ALY VELTY o SlapoEeTinés ouviiaelg aeplwy. Emmevtpwbinape eniong oto nocootd C'Oa,
10 omolo emnpedlet 11 otalepdTTor Tov TEdiov evioyvone. Eva vdnhdtepo nocootd COg Behuwver ) nota-
oTOM| Twv omvBpwy evtdg tov Bakdpou, av xat petwver tov aEtipnd Twv TEwToyevmy toviopmy. 2uvodilovtac,
7] TEOGENTINY] EMAOYY] TWV UELYUATWY XEQLWV XL 1] ECTINGY] OTIC TUEAUETEOLS oTableEOTNTAG Nt aTOS0GY G NTaY
nplotpeg y ) Bedttotomoinon g anddoorng nat g aétomiotiog Tov BuAdpov SM2 otnv épeuva TG PUOLLNG TWY
CWPLOTLOLWY.

[Tow avaddoovpe Ty andS06Y], AVTLUETWTICAPE TO GNRAvVTHO €0Y0 TG Babuovopnone mave and 2000 rovakioy
VMM nov avantdyOnuay yio v eynataotacy. H Babpovounon avty nepierapBave Aentopepeic napapétoong
Onwg T nartepha poeTLong(charge threshold) nat v petatpon) twv ADC petpnoswy oe puotneg povddeg ypovou
nat woptong. Ewdwd npocoyn 60nue ot Babpovopnorn tou ypodvov, efetalovtag SVo Stapopetinéc pebodolo-
yieg: pio Baotopévy oe Sdedopeva xat pioe Tov meptddufBoave ™y yyvon Sonpaotinwy neApwy. Ta anotedéopota
and ™ Babpovounorn Baotopévn oe dedopéva yonorponomOnxay ya Tt Reéteg anoddoomng not avaAveyC TOL
OLOTHPRATOG avayveorc. Ot pueléteg emuevipwbnxray oe o udplovg otdyovs. O Tewtoc Ntay 1 emtBePaiwon g
Aettovpywdmtag Tov totm VMM oe évay Micromegas mAnpoug peyeboug, Setyvovtag ywow avaiuoy nepinov
100 pm xa an6d00m avoxataonevyc ndve oamd 90%. Avtd to amoteréopota emtPeBaiwony ™V anoTEAECUATL-
%ot ¢ povadag VMM oty avayvwor tov Micromegas.

H eyxatdotaon GIF++ eivar éva onpovtind xotoupiyo mov mepihaBover o mnyn 27 Cs yia aetivoBorda yop-
o, TEOOYEEOVTAG cuvoliny] dpaotnetotyta 14 TBq pe eppavy) evepyetand) avyur ota 667 KeV. H eynatdotoon
oty entteenet otalepr) napoyy axtvoPBolriag xal’ OAn ) Sidpneta tov étovc. Awxbéter Sbo aveéaptnreg Lwveg
oanTVOBOALXG TIOL EMLTEETOLY TNV TAVTOYEOVY] DOULULY] AVLYVELTWY TIAYEOLG peYEDOLE KoL UKEOTEQWY TEWTOTLTIWY
avtyveutwv. H eyratdotaoy Stadpapatilel xevtoind pOAO oe eQeLYNTINES SEAGTNOLOTNTES, TEQIAXUBAVOUEVY|C TG
x€loAOYNOYG TNG OLPUTEELPOEAS DaAdpwy Micromegas #dtw and TaEXTETAWEYY axtivoBolia xat g eéepebvnong
VEwy pUypdTtov aeplwy. Emmléov, yonotpedet wg nopog yio doutpés ovotpdtev DAQ not akyopifpwy avaro-
Toeonevyg oe peahoTind meptBaiiov. H yoapupn Séopng CERN SPS H4 mopéyet pia 3€opn utoviov pe yaunin
évtaon, mov Swxoyilet 1o bunker tov GIF++, emtpénoviag petpnoerc MIP mapovsia ng myne 27 Cs.

Me avtég ttg ouvduaopéveg Suvatotnreg, o GIF++ eivar xevtpoiodc uopfog yla epevvniinég npoonabeteg otny

TEYVOLOYLaL OVLYVELTWY HOL OTIG REAETEG auTvOBOMAC.
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Zympa 20: Epgavilovtae 1 software efficiency,to cluster charge nat 1o cluster multiplicity yio #&Oeteg
Stadpopeg pe To 1810 #éEdog Yo Tar Tolo StapopeTna pelypata acplwv. Ot cuynploelg eytvay yonot-
HOTIOLOVTAG Evar xaTOPAL LAoL 6 X 0, Aoy yertovinod ON xat Svo Stapopetinég puuioetg ypovo
g (100 xow 200 ns). Aev vrdpyet peyddn Stopopd petad autmy Twv ttwy cuvdvacpay Ar+CO,.

T v epBabfidvovpe oty uatavomon 1wy emdooewy NAEUTEOVIMGY CLOXELMY, dnptovEeyNONxe Ui TEOCENTING
OXEOLUOULEVT] TIELQUUUATINT] EYUATAOTAGY], UE OTOYO TNV e€ETaaY TNG AMOXELEYG SLPOOWY LOVESWY AVLYVELTY] OTNY
oanTtvoBoAix autivwy yeppe. Emnmiéoy, npocoporaloviat ot cuvbnueg nov oyetilovtat pe 1o meipapa tov MeydAou
Emttoyvvty Adpoviwy YPning Pwtewvotnrag (HL-LHC).

2y evotta aut mapovaotdlovtar Aentopepels Sontpég mov mpaypatonotmOnxay oto véo CERN GIF++, yon-
GLUOTIOLVTAG P Séapn woviey pe ouyvotra 100 KHz xou mqyn axtvoBolag 37Cs, 0 onola puBuiotxe oe
oL0po Ewg non dexamiaoto amd Tov avapevopevo puipd otig ouvdnreg tov HL-LHC. Autég ot Sontpéc anooxo-
noby oty a€loddynon g anodoong Twy Bukdpwy Micromegas #at g av&yVWGG TOLG.

Ot mponyodueveg peréteg pag eyouvy emnevipwbel oe uabeteg 1p0Y1ec cwuaTtdiwy, e Sonues oe UxEOLS Kot
peydioug Oaddpong, Swtnonviag otabepd eninedo avalvong avaxataouevrg Béong. Lotdoo, oty npaéy, o
avtyveutng Oo TEETeL nLELWG Vo avauataonevalel CWUATIOW TOL KVOLVTOL OE UEUALLEVES TOOYLES, TEOGOETOVTAG
noAvmhoxdto. Mia amd T nbELeg TEOUANCELS Yo Tov avtyveuty] Micromegas elva 1) yQOVINN ATOXQLGY] TWY
OTOWHATWY €ta, ATUEALTNTY Yot TNV oaxELBY] AVOAATHOAELY] TWY HEXMUEVLY TOOYLOV COUATLOIWV.

270 TAXIGLO TYG MELQUUATINNG UG EYHATROTACYG, XELOAOYYOXUE T YQOVIUT] ATIOUQLOY| TOL AVLYVEVLTY| Yot TQOYLES
ue xhor 30° mpog v emupdvetd Tov, YENOLHOTOLOVTAG cuoTtddeg back-to-back twv eminédwv SM1 eta.
Egoappooape Babpovounon tov ypovou andnptong (TDO) avd xavdht xot evbuypdppton tov yevinod npowta-
yoL yedvou (t0) yio v e€oopdhon axptBev petenoewyv. AvaALOVTOG Tot YEOVIMG LTONEIUUATO UETHED TRV

OTOWUATWY, ONULLOVOYNOUUE XATAYOUES XOOVOD, TIG Onoleg Tpocappodoaue pe StmAn I'naovoioevy natavour. H
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Zynpa 21: Aptotepd: Katodn g eynatdotaong GIF++. Méon: Zynpoatind oyédio tou antvoBoint
GIF++ pe yoviard dtopbwtind pitoa xot ave€apmto ouotnpota IATEwy ot oTig dLO TAevEes. Aska:
Kot otig 800 mhevpeg, évar 6OVOAO ave€apTnTa nynTOV %ot TNAEYELOLOpevWY YidTowy e€acbévnong nat
mhotolwy pLOULoTWY emTEENEL Y UeTaBOAY] TG EVIAGYC TWY EXTIEUTOUEVLY YWTOVIWY.

aVaALeT| Y EOVOL novovionotOnure SlEEVTaG T TUTIKY] ATOXMGCY] TNG UATAVOUNG Pe TNV TETROYwVIXY] pilo Tov
2, TPOCYEEOVTAG anELBT] LETOENOT] TG YOG axELBElag. AvTY] 7] avdALGY] EVIOYLOE TNV HATAVOTOT] UG Yot T
YOOVIUT] ATOB0GY] TOV AVLYVELTY] 0 GLVONUES UENMUEVLY TEOYL®Y, 1plotpn Yo T Bektiwon T andS0omg ovana-
toonevfc micro-TPC.

Tt poc omTinn) avamodoTaoY] TV ELEYUATWY UAC HAL TNV DTOAOYLOKEVY] AVEALGY] YEOVOL, AV TEEETE 0TO ZyNuo
22. Autd 10 oynpo TaEEYEL pioe 0TIy TEEIAT] TG avdAuom g pag, BonOmvtag oty ppnvela Twy anOTENEOUATOY

nag o ™ onpoote 1oug. Twoea mow yovpe emtthyet auELBy avaALGY] YOOVIGUOL, ELLXOTE HUAL TOOETOLUAGUEVOL

Time resolution SM1(0) - SM1(1)

h_time_res_SM1layOlay1

£ Entries 313441
8 5000 Mean 6.911
Std Dev 34.92

%2/ ndf 3264 /157

Constant 4627 +11.1

4000 Mean 6.717 +0.061
Sigma 33.18 £ 0.05

Sgaus 23.46
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ymue 22: H ypovinn avédvorn tou avryveutry SM1 yonotponotwvtag 1o cdpmieypo back-to-back twy
TANOLEGTEQWY AwELSWY avayvwarnc. H avaluan yoovou eivat 1o alypo g Stavopng notd V2.

vor Eentviooupe o OAOXANOWEVY] eéepebvnor] Sapdpwy peietwy, xabeuio Baotopevn oe Sixpopetind cevdpLa
TEQUITOCEWY, ATOTLTWYOVTAL OTX ETOUEVA YOOPT|LOTAL.

Koata ™ Stdprnetx tov mponypévou metpdpatog H8 oto CERN, 7 afohdynon tov SM2 Micromegas cuviotd
ONUAVTIHO BNU OTNY HATAVOYNGY] TOL vty VeLTh]. AvTY 7] Souipn NToY ATOMTOG XTAEALTHTY] Yot TNV ATOTENE-
opotiny mogeta g avaBabptong tov NSW tou metpdpatoc ATLAS oto CERN, avadewvdet ti¢ entdocetg tou
Micromegas xat amoxaAOTTEL TEOXANGELG Y1 TEEaLTéQw BeAtinoy. H mihone avalvon g anddoong entBefatwvet
™y afomotio G Teyvoroying Micromegas, emSeMvdOVTRG TNV UATUAANAOTNTA TNG Yo oaxELPBY] mapanokovinon
oe anontyTind TeQtBAlovTa.

H avoten Babpovounon nave and 2000 xavaitwv VMM enépepe onpovtinée BerTiOoES 0TV TLOTOTYTX TOL
ONPATOG AL TNV ATOXELOY] TOL avtyveuTy. H Beltiotonoinom twy pypdtwy aeplwv aviipetonioe aotabeteg HV,
UELOVOVTAG TLG AELTOLEYIMES AVWUXAES aL eviayboviag T otabepdtnta Tov ovotpatos. H afloloynon twv pe-

TONoEWY o e€wTEPMONS TPOTOLG UL 08 XLTO-ToaxoloLON G Taelye xpiotpa Sedoueva Yoo TIC AELTOLEYIHES
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2ynpa 23: ZovSuaoTing YOXQNUoTa LEAETYS TG YQOVIXNG ATTOKELCYS TOL avtyveuTy] Micromegas.

TUEUPETOOLG Mot Ta Ot ATOS06NG ToL avtyvevty. H ovveyng Bektiwon twy Swdimactwv Babpovopnong xat tewv
owvbéoewy ToL pelypatog aeplwy, xabng %ot 1] EVOWRATOOY] TEOYYIEVWY LTOAOYLOTIMGY LOVTEAWY Xat okyopil-
POV UNyovung pabnong yla avdAucr Sedopevey G TEAYUATIHO YOOV, ATOTEAOLY TESIX TOL TEOGWPEQOLY VEES

SuvaTOTNTES MUt ATOBOGELC.
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Chapter

Introduction to the Large Hadron Collider
and the ATLAS Experiment

This chapter serves as an introduction to the Large Hadron Collider (LHC) and the ATLAS experiment. The
LHC, operational since 2008, stands as the wotld’s largest and most complex accelerator, located at CERN.
Its primary objective is to delve into realms of physics beyond the confines of the Standard Model. Forming
a complex network of accelerators and a 27 km ring, the LHC accelerates protons close to the speed of light,
resulting in high-energy collisions. Within this colossal complex, the ATLAS experiment as a general-purpose
detector, designed to undertake various particle physics studies. Its complex structure encompasses a Magnet
System, an Inner Detector, Calorimeters, a Muon Spectrometer and an advanced Trigger and Data Acquisition
System (TDAQ). The Magnet System, featuring a Central Solenoid, a Barrel Torroid and End-Cap Toroids,
generates essential magnetic fields for bending charged particle orbits and determining their momentum. The
Inner Detector, equipped with the Pixel Detector, the SemiConductor Tracker and the Transition Radiation
Tracker, utilizes the concept of pseudorapidity to describe particle angles. Calorimeters play a crucial role in
absorbing and measuring particle energy. In the ATLAS setup, these include the Liquid Argon (LAr) and
the Tile barrel (Tile). The Muon Spectrometer utilizes advanced technologies such as Monitored Drift Tubes
(MDT), Cathode Strip Chambers (CSC) which they will be replaced by the NSW, Resistive Plate Chambers
(RPC) and Thin Gap Chambers (TGC) to identify and measure muons. The TDAQ encompasses three trigger
levels (L1, L2, EF) to efficiently collect and process data. Through these trigger levels, the initial collision rate
is systematically reduced to manageable levels for subsequent analysis. Mainly, this chapter provides an intro-
ductory overview of the intricate machinery and systems constituting the LHC and the ATLAS experiment.
It underscores their collective efforts in pushing the boundaries of our understanding of fundamental physics,
surpassing the confines of the established Standard Model.

43



44 1.1. The Large Hadron Collider

1.1 The Large Hadron Collider

The LHC, cited as [1], stands as the world’s most extensive and potent accelerator, was deployed in September
2008 as the latest enhancement to the CERN accelerator complex. Situated beneath the Earth’s surface on
the Swiss-French border, this groundbreaking experimental facility operates as a twin-pack superconducting
accelerator and collidet. Proton beams, accelerated to light speed, traverse the 26.7 km perimeter tunnel until
their ultimate convergence for high-energy collisions. Figure 1.1 visually captures the intricate configuration of
the LHC’s superconducting magnets. Moreovet, it is noteworthy that the LHC repurposes the tunnel initially
constructed between 1984 and 1989 for the CERN LEP [2] accelerator, which ceased operations in 2000.
The LHC’s primary mission not only extends beyond particle collision, but it seeks to unravel the mysteries of
physics beyond the Standard Model, achieving center-of-mass energies for proton-proton collisions, surpassing
14'TeV. This ambitious pursuit positions the LHC at the forefront of cutting-edge scientific exploration.

Figure 1.1: The LHC superconducting magnets in the 27 km LEP tunnel at CERN.

1.2 Accelerator Complex and Experiments

The journey of particles within the LHC starts with a orchestrated series of accelerators. These accelerators,
akin to a finely tuned symphony, progressively elevate the particles to ever-greater energies. Initiated by a
simple hydrogen bottle, the process unfolds as hydrogen atoms in the source chamber of a linear accelerator
undergo electron stripping through an applied electric field. The liberated protons embark on their acceleration
odyssey. Advancing to the Proton Synchrotron Booster (PSB), the proton energy surges to 1.4 GeV before
traversing the Proton Synchrotron (PS), where it reaches an energy level of 25 GeV. The next stage in this
acceleration process is continuing at the Super Proton Synchrotron (SPS), propelling protons to an energy
zenith of 450 GeV. Subsequently, the LHC accelerates the particles to its nominal energy of 7TeV. The
injector and pre-accelerators are feeding the 27 km ring with clusters of particles, ending up to collisions
within four distinct experimental input regions corresponding to the underground experiments (ATLAS [3],
CMS [4], ALICE [5], LHCb [6]). Although, the accelerators constituting this chain were originally conceived
for the LEP machine, subsequently undergoing enhancements to meet the exacting demands of the LHC.
These upgrades involved augmenting Linac 4’s power, implementing new RF systems in the PSB and the PS,
elevating PSB’s energy from 1 GeV to 1.4 GeV with two phases of PS filling, and installing high-resolution
beam profile meters. Figure 1.2 provides a visual representation of the comprehensive accelerator-injector
assembly, capturing the intricacies of this marvel of scientific engineering.

During the Run-1 phase of the LHC, its operational dynamics were mainly characterized by the division of pro-
ton bunches at intervals of 25 ns, resulting in an impressive frequency of approximately 1404 proton bunches
per beam. The intricacies of the LHC’s performance are encapsulated in the concept of instantaneous lumi-
nosity (£) for proton-proton (p — p) collisions. This luminosity, a key metric, is intricately linked to the ratio
(R) of p — p processes and is mathematically expressed as £ = R/o, whetre o represents the active cross
section of the p — p process. The absolute luminosity, a critical parameter, is contingent upon various beam
characteristics and finds expression in Eq. (1.1) [7]. Here, f; denotes the rotation frequency of the LHC,
while ny, signifies the number of proton bunches colliding at the point of interaction. Furthermore, n1 and ng
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Figure 1.2: Schematic representation of the accelerators-injectors of LHC. Above is the injector
and pre-accelerators that supply the 27 km ring with particle beams. The beams collide into four
experimental input regions corresponding to the underground experiments (ATLAS, CMS, ALICE,
LHCDb).

represent the particle numbers in the two colliding proton bunches, while 0, and o, delineate the horizontal
and vertical profiles of the beam, respectively. Understanding the operational intricacies involves delving into
the rotation frequency, the specific number of colliding particles and the particle counts within each packet.
Additionally, the horizontal and vertical profiles contribute to the comprehensive understanding of the abso-
lute luminosity, making it a multifaceted parameter essential for unraveling the intricacies of particle collisions
within the LHC. The comprehensive formulation of this interplay is encapsulated in the elegant Eq. (1.1), pro-
viding a quantitative framework for the assessment of luminosity in the dynamic realm of high-energy particle

physics.

[ — ny fr nyng (1'])

270, 0y

The luminosity of the LHC exhibits dynamic fluctuations during its operational course, primarily due to cit-
cular beam depletion and various emission processes. A significant contributor to the diminishing luminosity
during LHC operations is the loss of the beam resulting from collisions. Additionally, beam losses atise from

Touschek scattering and particle losses induced by slow particle emissions.

The LHC hosts four main experiments, each tailored for specific luminosity detection objectives. Notably, the
ATLAS and CMS experiments focus on probing general luminosity at the order of £ = 1034 ecm™2s71. The
collider also accommodates two low-luminosity experiments: LHCb, dedicated to B-physics, designed for a
luminance of £ = 1032 cm™2571, and the TOTEM [8], which detects protons through elastic scattering at
low angles with a luminosity of £ = 2 x 10?Y cm™2s~!. In addition to proton-proton (p — p) beams, the
LHC operates with lead-lead (Pb-Pb) and proton-lead (p-Pb) beams. Finally, the ALICE experiment focuses
on ion beams with a luminosity of £ = 1027 em 2571,

This intricate experimental setup highlights the LHC’s versatility, used for diverse scientific investigations
across a broad spectrum of luminosities and collision scenarios. As a result, the LHC significantly contributes

to advance our understanding of fundamental patticle physics.
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1.3 LHC Performance

The year 2012 marked the end of a successful first run of LHC (Run-1) with /s = 7TeV proton collisions
and increase to y/s = 8 TeV in 2012. The discovery of the Higgs particle was announced by the experiments
ATLAS and CMS in the summer of 2012 , where search was one of the primary goals for the first run of LHC.
Subsequently, LHC was shut down for upgrades in 2013 and 2014 and p — p collisions returned in 2015 to
greater collision energy /s = 13 TeV .

1.4 ATLAS Experiment

The ATLAS detector [3] is a versatile instrument constructed to fulfill the diverse requirements of various LHC
experiments, including the search for Higgs particles, the study of supersymmetry, addressing questions about
dark matter and exploring any potential additional dimensions. With a cylindrical shape, a length of 45m, a
diameter of 25 m and a weight of 7000 t, it remains the largest volume detector ever constructed. Notably, its
overall symmetry in length relative to the Interaction Point (IP) enhances its functionality.

The ATLAS experiment, depicted graphically in Figure 1.3, comprises a barrel region with cylindrical layers and
two endcaps regions where detectors form discs to extend coverage. The cohesive design of these components
is a result of meeting the general requirements for LHC detectors, ensuring effective performance in diverse

scientific investigations.

25m

Tile calorimeters
LAr hadronic end-cap and
forward calorimeters

Pixel detector \
Toroid magnets LAr electromagnetic calorimeters

Muon chambers Solenoid magnet
Semiconductor fracker

Transifion radiation tracker

Figure 1.3: Graphical representation of the ATLAS experiment. The different parts of the experi-
ment are marked on the figure.

The bunches of particles pass through the probe’s cylindrical axis of symmetry and collide in the center,
producing new particles. The different ATLAS’s layers of subsystems record the trajectory, momentum and
energy of the particles produced. A powerful magnet bends the orbits of the charged particles allowing them
to measure their momentum, while the data is collected by the detectot’s electronic systems.

In order to clarify the details of the following ATLAS detection systems, it is good at this point to define the
concept of pseudorapidity (). If the angle with respect to the beam axis equals 6, then the pseudorapidity 7

[9] is defined as
n = —In [tan (g)] (1.2)

A particle with a high value of 7 is likely to escape the detector, since it will move almost horizontally with

the beam. As a result, the end-caps of the detector correspond to large values of 7, while the barrel cylinder
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corresponds to lower values of 7).

The main ATLAS subsystems ate:
* Magnet System
* Inner Detector
* Calorimeters
* Muon Spectrometer

* Trigger and Data Acquisition System (TDAQ)

1.4.1 Magnet System

The ATLAS detector comprises three types of superconducting magnet systems to provide the force required

to bend the charged particle orbits and then to measure their momentum around the point of interaction (IP):
* The Central Solenoid [10] responsible for the magnetic field in the internal detector
* The air-core Barrel Torroid [11]

* The two air-cored End-Cap Toroids [12], which provide the necessary toroidal field for the muon
spectrometer

The overall dimensions of the magnetic system are determined by the structure of the Barrel Torroid, where it
extends to 26 m length and outer diameter of 20 m. The ATLAS superconducting magnetic system is cooled
with liquid helium at 4.8 K, in energy terms the toroidal magnets are electrically connected in series and operate
at a current of 20 kA, while the central solenoid operates at a lower rated operation of 7.6 kA. Photos of the
three different parts of the magnetic system of the experiment ATLAS are shown below in Figure 1.4 .

Figure 1.4: Photos of the three different parts of the experimental magnetic system of ATLAS. In the
top left image, the cylindrical tubular magnet is inserted into the liquid argon caliper on the surface.
In the Figure below, eight barrel coils inside ATLAS and to the right, one of the two end-cap toroidal
magnets in their final position surrounded by barrel toroid coils.

The central superconducting solenoid is aligned with the beam axis and is designed to provide magnetic pitch
at 2'T along the beam to measure the momentum in the Inner Detector, minimizing its emitted thickness, in
front of the electromagnetic calorimeter located at the barrel. The inner and outer diameters ate 2.46 m and
2.56 m accordingly and their length is 5.8 m. It is mounted on a cryostat which is shared with the calorimeter

to minimize hardware usage and operates at 4.8 K.
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The toroidal magnet system provides a magnetic field for measuring momentum in the muon spectrometer
and has an average intensity value of about 0.5 T. The magnetic field, which is toroidal and perpendicular to
that of the solenoid, is created by eight superconducting coils in the batre and by two rotors with eight coils
each in endcaps.

The magnitude of the magnetic field varies according to pseudorapidity for the region of barrel with a maxi-
mum value of 3.9 T, while for endcaps the maximum value touches 4.1T. A schematic representation of the

magnetic system of ATLAS comprising the three parts mentioned above is shown in Figure 1.5 .

end-cap
toroids

end-cap
toroids

solenoid

Figure 1.5: Schematic representation of the magnetic system of ATLAS. The central solenoid is
installed within the liquid slow calorimeter (blue), surrounded by barrel (red) and end-cap toroid
coils (green).

1.4.2 Inner Detector

The internal trajectory detector of ATLAS (ID) [13] [14], totaling 6.2 m, covers the pseudorapidity range of
|| < 2.5 and analyzes the orbits of the particles that have escaped from the interaction point (IP). It is located
inside a cylinder of length 7 m and radius 1.15 m and consists of three sub-detectors. On the inside, we find the
Pixel Detector, then the SemiConductor Tracker and finally the Transition Radiation Tracker. The inner track
detector combines the high-resolution detectors in the inner part with the detectors in its outer radius. All are
included in the central solenoid, which provides a magnetic field of 2 T. Higher resolution is achieved around
the peak region (vertex region) using semiconductor pixel detectors (Silicon Pixel Detectors). Typically, for
each route, the semiconductor pixel detector contributes to three track points, while the silicon microfluidic
detector contributes to four track points. On the outside of the inner detector is the Transition Radiation
Tracker which provides information at 36 points per orbit and helps identify the experiment’s electrons by
detecting the photon transition radiation using its drift tubes. The schematic representation of the ATLAS
internal trajectory detector is shown in Figure 1.6 .

The relative accuracy of the measurement is well combined so that no measurement overrides the momentum
sharpness. In the barrel area, the Pixel Detector and the SemiConductor Tracker are mounted in concentric
cylinders around the beam axis, while the end-caps of the probe are mounted in trays perpendicular to the axis
of the beam. The sensors are mounted in a very strong magnetic field, created by a cylindrical superconducting
coil, which curves the particle orbits. By measuring the parameters of the orbit, we can find the momentum,

the direction, the energy and the point of origin of the particle.

1.4.3 Calorimeters

Around the inner track detector are the calorimeters[15], devices designed to fully absorb the energy of some
type of particles crashing on them. Usually, calorimeters are either hadronic (detection of mesons) or elec-

tromagnetic (detection of electrons, positrons and photons). The calorimeters of the ATLAS experiment are
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Figure 1.6: Schematic representation of the different subsystems of the ATLAS internal trajectory
detector. On the inside there is the Pixel Detector, then the SemiConductor Tracker and finally the
Transition Radiation Tracker.

responsible for accurately measuring the energy and position direction of electrons and photons or jets, also
evaluating the lack of momentum pr of each event. In addition, they are able to identify particles and con-
tribute to the reconstruction of the muon track. Due to the high energy center of mass provided by LHC, the
calorimeters used in the experiments should be able to meet demanding performance requirements over an
unprecedented energy range extending from a few GeV up to the scale of TeV.

A graphical representation of ATLAS calorimeters is shown in Figure 1.7, where the various parts of the
calorimeter are visible. The Electromagnetic Calorimeter (EM) covers the pseudorapidity region 1| < 3.2. It
is a Liquid Argon detector (LAr) [16] with electrodes kapton in accordion shape and lead absorption plates over
its full coverage, divided into barrel and end-caps. LAr is complemented by a hadronic calotimeter designed
with the tile scintillator technique (Tile) [17], which covers the pseudorapidity region |1| < 1.7 and the region
even closer to the beam end-cap 3.1 < |n| < 4.9, completing the experiment calibrator system ATLAS.

The level of the electromagnetic calorimeter, which is located closest to the beam conductor, is capable of
providing very accurate measurements of the position of the incoming particles and the deposited energy, based
on their electromagnetic interaction with the material. The energy absorption materials of the electromagnetic
calorimeter in the area of the barrel are lead and stainless steel with liquid argon as a sampling material. The
hadronic calorimeter absorbs energy from the particles through strong interaction (mainly hadrons) and passes
through the electromagnetic calorimeter which is less accurate both in their energy size and in their detection.

The energy-absorbing material is steel, with spark-plated tiles accepting energy deposition.

Tile extended barrel

LAr hadronic
end-cap (HEC)

LAr eleciromagnetic

barrel

Figure 1.7: Left: Schematic representation of the cross section of ATLAS calorimeters. LAr and
Tile are illustrated along with their segmentation in barrel and end-cap calorimeters. Right: Photo-
graph of the barrel calorimeter mounted on the ATLAS detector. The rotating coils of the end-cap
surrounding the calorimeter layout are also visible.
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1.4.4 Muon Spectrometer

The role of the Muon Spectrometer (MS) [18] is to identify, measure and trigger on muons. It encompasses
monomer spectrometer systems and systems incorporating state-of-the-art technologies for triggering and

reconstruction of muon tracks (tracking) . Figure 1.8 shows the layout of the ATLAS muon detection system.

Thin-gap chambers (T6&C)

\ Cathode strip chambers (CSC)
chambers (RPC)

End-cap toroid

Momtoved drift tubes (MDT)

Barrel toroid
Resistive-plate

Figure 1.8: Schematic representation of the ATLAS muon spectrometer. The various technologies
of the probe’s masonry chambers are visible.

The muon spectrometer of ATLAS consists of two sub-detectors [18] for precision measurements:
* Monitored Drift Tubes (MDT)
* Cathode Strip Chambers (CSC) (replaced by NSW, will be described in the next chapter)
and two triggering technologies:
* Resistive Plate Chambers (RPC)

* Thin Gap Chambers (TGC)

Monitored Drift Tubes (MDT)

Drift chambers are gas-filled enclosures containing electrodes that capture electrons from the gas ionizations
of the gas mixture Ar + 7%COg, carrying the electrical signal. They can accurately calculate the bending of
particle orbits at the r — z plane of the toroidal magnet and provide measurements of the particle’s momentum.
In the ATLAS expetiment, MDT covers the whole region of the high pseudorapidity of |n| < 2.7. The basic
structure of an MDT is illustrated in Figure 1.9 (left). It consists of two multi-level drift chambers separated by
a support frame. Each multi-layer comprises three levels of tubes with the exception of the internal structures
of the muon spectrometer (small beam), where a floating tube frame is used in each multi-layer to improve
pattern recognition in areas with a high background. A photo of an MDT is shown in Figure 1.9 (right) during
the manufacturing process and their inspection process. The spatial resolution of an MDT tube, after the
calibration process for the correction of the electric field, can be as high as 80 um. By combining ionization
electron measurements in each drift tube in each tube, a 6-point segment can be reconstructed by improving
the spatial resolution to 40 um.

Cathode Strip Chambers (CSC)

The CSC are analog chambers where the descent is the readout strip and a symmetric cell within which the

gap between the anode and the cathode is equal to the thickness of the anode pitch. The precision of its
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Figure 1.9: Left: Schematic representation of an MDT cell of the region barrel consisting of two
multilevel three-level tubes each. Right: Photograph of an MDT chamber during its construction
and inspection process.

coordinate position is measured by measuring the charge induced on the partial cathode strips by the electron
avalanche formed on the anode wire. They essentially cover areas where particle flow is high and replace
MDTs and at the same time combine high spatial and temporal accuracy at high rates. They are filled with a
gas mixture Ar + 20%CO; and the wites have a voltage equal to 1800 V. Their spatial precision is 60 um for
the coordinates of strips and 5 mm for the wires. In addition, they consist of four levels in each region end-cap
and cover values pseudorapidity || < 2.7. The CSCs measure the set of events using an almost rectangular
arrangement of ascending wires and cantilevers (strips). The cathode strips move radially from the beam and
are used to measure the location of events, while the anode wires are used for the radial position. The signal
generated on both strips and wires, can be used to determine the time of an event with similar resolution.
Figure 1.10 illustrates the structure and function of a CSC, as well as its internal structure. As a particle passes

through the gaseous medium of a CSC, it ionises it, resulting in electrons created to move to the anode wires.
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Figure 1.10: Left: Schematic representation of how a CSC detector operates. Right: The internal
structure of a CSC.

Resistive Plate Chambers (RPC)

In the barrel area of ATLAS, the RPC system is responsible for providing the trigger signals. The RPCs are
parallel-plate gas detectors capable of providing particle time measurements with an accuracy of 1 ns wherever
they meet the requirements of the ATLAS trigger system. Multi-component gas mixture is bases on CoHyF) +
4.5% + C4H10+0.3%SF;. In addition, fast and coarse track measurement can be used to identify events from
precision detectors related to the detection of muon tracks. There are three layers of these chambers in each
end-cap of the detector and cover the area of pseudorapidity || < 1.05. The structure of RPCs is illustrated
in Figure 1.11 .

Thin Gap Chambers (TGC)

Information on the trigger in the muon region end-cap is provided by the TGCs. In addition, they are able
to provide a measurement of the azimuthal coordinate to complete the bending coordinate from the end-cap
MDT. The middle end-cap area from the MDTs is complemented by seven levels of TGCs, which provide
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Figure 1.11: Internal structure of an RPC detector.

both measurements for triggering and azimuthal coordinate, while the two layers are from the inner muon end-
cap Small Wheel measures the azimuthal coordinate. The TGCs are similar in technology to the multi-channel
analogue chambers with anode wires MWPC enclosed by two levels of cathode and two levels of reading strips
perpendicular to the wires. For momentum and azimuthal coordinate measurements, they operate with a high
damping gas CO, + 45%n — CsHj, and a high electric field 3200 V. There are four layers of TGCs in each
end-cap of the ATLAS detector and the internal structure of the detector is shown in Figure 1.12..
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Figure 1.12: Internal structure of a TGC detector.

Trigger and Data Acquisition System (TDAQ)

Reading the data collected from the interactions that occur during the expetriment on ATLAS requires a DAQ
[19]. The trigger system consists of three separate levels: Level-1 (L1), Level-2 (L2) and Event Filter (EF).
Each level of trigger improves previous level decisions and constantly sets new dynamic selection criteria. On
the other hand, the data collection system temporarily receives and saves data from these events from the
special electronic detector reading systems at the selection rates permitted by L1. The first level of triggering,
using the data from the muon chamber detectors and triggering systems, makes the first decision in less than
2 ps. This procedure reduces the initial particle collision rate to 75 kHz. Afterwards, the data is ready to supply
the Level-2 (L2) with data in the Region Of Interest (ROI). The triggering two layers is software-based and
uses the data derived from L1 and in combination with the Inner Detector data optimizes the data selection.
This process enhances data selection, resulting in an event rate of 3.5, kHz.

Once the data is ready from the L2 [20] layer, it reaches the final level of the Event Filter, which is based on
software and has access to all the previous information. The rate is now reduced to 0.4 kHz and the data ate
ready for final analysis.

After the level of the Event Filter, the data are ready for analysis. The particle trajectory is reconstructed,
and identification, as well as momentum measurement, are performed. With all this data, new particles and
theories can be discovered, extending beyond the Standard Model. Figure 1.13 shows, in an event display, the

trajectories by the particles resulting from the p — p interaction at the interaction point.
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Figure 1.13: Detector event display showing a Higgs decay to four electrons recorded by ATLAS in
2012.

1.5 High Luminosity LHC (HL-LHC)

During Run-1 (2010-2012), LHC could distribute a total of [ £ dt = 28.26 fb~! at 14 TeV center mass energy
from p — p collisions, leading to remarkable physical results from experiments such as the discovery of the
Higgs boson [21].
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Figure 1.14: The discovery of the Higgs boson during Run-1 using experiment data from ATLAS
22].

The very successful first LHC run came to an end in December 2012, followed by a major shutdown of LHC
(Long Shutdown 1 (LS1)). During the two year period of shutdown, the accelerators as well as the experiments
went through a series of upgrades and maintenance activities to address the LHC program. During Run-2
launched in early 2015, LHC was scheduled to run at twice the mass center energy (14 TeV) and smaller bunch
crossing (BC) of the order of 25 ns and will result in an increased luminosity equal to £ ~ 1034 em 2571,

The current timetable of LHC, as shown in Figure 1.15, provides for two additional periods shutdown Long
Shutdown 2 (LS2) (2019) and Long Shutdown 3 (LS3) (2024). The upgraded injector chain and LHC after
1.82, will lead to a further increase in luminosity wherever it reaches £ = 2 x 103* em =251, The transition
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from LHC to High-Lumi (HL-LHC) will take place during .83, with more than 3000 fb~! data being delivered
during Run-3. The HL-LHC environment will be particularly demanding for experiments due to the predicted
maximum luminosity in the order of £ = 7.5 x 103* em 257! for experiments ATLAS and CMS. In order
to cope with the experiments with the predicted high particle rate, a series of upgrades have been proposed
for the LHC experiments to maintain their operation during the HL-LHC period.
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Figure 1.15: The timeline of the HL-LHC.



Chapter

New Small Wheel Upgrade Project

This chapter provides an in-depth examination of the New Small Wheel (NSW) project at CERN, a critical
component of the LHC experiment. The integration process of Micromegas (MMG) and small-strip Thin Gap
Chambers (sTGCs) detectors is outlined, detailing specific procedures in Building 899 (BB5) and Building 180.
The Micromegas integration involves precise alignment and testing at various rotation stations, ensuring opti-
mal functionality. Meanwhile, the sSTGC integration, a complex undertaking spanning global production sites,
showcases the coordination and challenges overcome. The chapter delves into the commissioning phases,
emphasizing the thorough validation steps for sectors installed on the wheel. The process includes checks on
Low Voltage connections, gas tightness and electronics functionality. The chapter unfolds the step-by-step
progression from sector preparation to final validation, providing insights into the complexity of ensuring
reliable detector performance. Furthermore, it introduces the ongoing P1 commissioning, illustrating its com-
prehensive nature and integration into the broader ATLAS Production systems. The extended duration of
the P1 commissioning reflects a commitment to establish a secure and reliable operational state for the NSW
within the ATLAS experiment. The chapter encapsulates the intricate journey from detector integration to
commissioning, highlighting the dedication to precision and reliability in advancing particle physics research
at the LHC.

55
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2.1 New Small Wheel Upgrade

For the ATLAS experiment, such an increase in luminosity means an increase in the particle rate. The following
Figure 2.1 depicts the maximum mean number per crossing of the beam over time for p — p events during
2010-2012.

50
4
4
35
30
25
20
15
10

5

LI B B B B B B B B B B s B B R S B B B B B

\s=7Tev Vs=7Tev Vs=8Te

g 4

ATLAS
Online Luminosity

o

!
' ﬁulunlmf

|HIIL”II‘HII‘IIH|IH

Peak interactions per crossing

”
N AR

st pet W oct gen pet W ot gan pet W odt
Month in 2010 Month in 2011 Month in 2012

Figure 2.1: The maximum average number per beam crossing over time for p — p events during
2010-2012 [23].

In the period between LS1 and LS2, the number of inelastic scattering for each packet junction (bunch-
crossing) was increased from 35 to 60-70 and thereafter LS3 this number will exceed 140. Most of the ATLAS
muon systems have enough room to handle the high particle rates, but the ”front” system of the muon spec-
trometer, called Small Wheel, is unable to handle this number based on the detectors currently installed (MDTss,
TGCs), which are provided in pseudorapidity || = 2.7, with a particle rate of 15kHz/cm?. However, the
end-cap area covers about 63 % of the ATLAS muon system, so it is necessary to upgrade this area to meet
the needs of HL-LHC [24].

The Phase-1 [25] upgrade of the ATLAS muon spectrometer focuses on the endcaps region. The barrel system
covers the region of pseudorapidity for || < 1.0, while the endcaps system covers 1.0 < |n| < 2.7 for muon
detection and 1.0 < |n| < 2.4 for Level-1 trigger. The areas above are plotted in Figure 2.2, displaying a
transverse cross-section of the ATLAS detector at the plane 2 — y. Thus, in high luminosity the following two
points are of particular importance:

* The Muon triggering of end-cap

* The Detector Tracking Performance & Efficiency
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Figure 2.2: Cross-section of the ATLAS on the plane 2 — y [20].
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2.1.1 End-cap Muon Trigger

The Level-1 muon triggering of the end-cap region is based on orbital imprints on the chambers TGC at the
midsize station (Big Wheel), located behind the end-cap torroid magnet. The transverse momentum of the
muons, pr, is determined by the angle of the signal segment with respect to the direction pointing to the IP.
Low-energy particles, such as protons, produced in the material located between the Small Wheel and the EM,
producing false triggers as they pass through the chambers of the end-cap region at an angle similar to the
really high transverse momentum pr muons. These fake triggers constitute 90% of the total triggers, and thus
the muon Level-1 trigger rate at the end-caps is projected to be eight to nine times higher in the region of
the barrel. This situation is shown in Figure 2.3, showing that a large fraction of reconstructed muons do not

match the candidate muons from the IP.
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Figure 2.3: The pseudorapidity distribution of Level-1 trigger rate in three levels [20].

In Figure 2.3, the intermittent distribution of the muon trigger Level-1 with transverse momentum pr >
10 GeV (L1_MUT11) is plotted; with the light blue distribution depicts the subset of the candidate muons
resulting from the offline reconstructed muons by combining the information from the inner probe track and
the muon spectrometer with pr > 3 GeV. In addition, the blue distribution reflects the reconstructed muons
with a threshold at the transverse momentum equal to pr > 10 GeV. This analysis conducted in 2012 showed
us that 90% of the total trigger in the end-cap is due to fake triggers.

2.1.2 Tracking Performance & Efficiency

In the Small Wheel region, the luminosity will increase the particle rate to 25 kHz/cm?, resulting in the present
detection devices (MDTs, CSCs, TGCs) not be able to cope with such high particle flow rates. This can be
seen from the dependency of the efficiency of a single MDT pipe on the rate of events. The efficiency shows
a rapidly decreasing trend as opposed to increasing the event rate, already reaching the level of 70% for the
event rate predicted for the high luminosity of LHC (= 300 kHz/tube). The above conclusion is drawn from
Figure 2.4.

2.2 The concept of the New Small Wheel Upgrade

To solve the above two problems that limit the performance of ATLAS during the HL-LHC, ATLAS planned
to replace the existing muon Small Wheels with the NSW during the LS2. The NSW is a set of precision
orbital tracking and triggering detectors capable of working at high particle rates with excellent spatial and
timing resolution in real time.

An explanation of particle trajectory estimation is illustrated in Figure 2.5 . The existing Big Wheel trigger
system accepts all three tracks (A, B, C). With the introduction of the new New Small Wheel [20] trigger
system, the trigger logic of the end-cap region will only accept the track (A), where the desired track will be
confirmed both from Big Wheel and New Small Wheel. Track (B) will be discarded because the NSW will not
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Figure 2.4: The efficiency of a single MDT tube and an MDT chamber, 2 X 4 tube levels, as a function
of events from beam experiment data to luminosity £ = 3 x 103 cm ™25~ [26].

find any part coming from the interaction point that fits into the Big Wheel. The trajectory (C) will be rejected
because the part of the trajectory from the NSW does not match the point of interaction (IP).
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Figure 2.5: Left: Illustration of the expected improvement of the muon trigger system in the end-
cap region by installing the NSW. Without the NSW, the trigger candidates are only formed based
on the angle of the particle tracks passing through the TGC detectors mounted on the first of the
two big wheels. If the angle is compatible with a particle coming from the IP, a trigger candidate is
formed. Including the Level-1 trigger information of the NSW, the track reconstruction at trigger
level is improved by rejecting tracks B and C which do not come from the IP, but are induced by
background particles like neutrons or particles created by the interaction with the structural elements
of ATLAS or the end-cap toroid magnet. Right: The estimation of the Level-1 trigger rate for p —p
collisions in energy /s = 14 TeV with instantaneous luminosity £ = 3 x 103* cm™2s™! is plotted
as a function of the threshold pr for three different configurations.

After upgrading the triggering system by adding the NSW system, only the real muon track A, which will be
confirmed by the BW at the same time, will be accepted by the NSW, reducing the false triggers based on the
paths B and C. The simulations were done to fully understand the effect of the increase in luminosity on the
overall rate of triggering. In Figure 2.5, the estimation of the Level-1 trigger rate for p — p collisions in energy
/s = 14'TeV with instantaneous luminosity £ = 3 x 103* em™2s! is plotted as a function of the threshold
pr for three different configurations. The forecasts of the trigger rate, assuming the current configuration of
the trigger system, are shown in black, while the blue curve illustrates the expected reduced trigger rate using
data from the chambers EI4-TGC with Tile area 1 < |n| < 1.3. Finally, the red curve represents the expected
trigger rate given by the NSW which shows a significant decrease in the rate & 15 kHz for a threshold of
pr = 20GeV.

The design of the NSW meets the specifications for a very good angular trajectory resolution of 1 mrad at

Level-1 trigger. Background signals in the high density environment of the NSW can be suppressed using this
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resolution. For the Phase-2 [27] upgrade of the Level-1 trigger system for even higher luminosity, the reaction
time will be reduced to more selective triggering than calorimeters and new Level-1 trigger system as well as
the muon system could be implemented. Phase-2 upgrade will dramatically improve the resolution of pr of
the muon trigger system Level-1, lowering the activation threshold and reducing the contribution from lower
pr muons to less than nominal threshold.

Actually, this will be achieved by using the data from the Precision Detector (Monitored Drift Tubes) as part of
the muon trigger system at the endcaps and combining it with the angle of the corresponding activated segment
provided from the NSW. In addition, following the principles of the current muon system, the NSW should
consist of multiple levels of detection to improve the pattern recognition performance of track reconstruction,

rejecting the multiple background events expected in the environment of the Small Wheel.

2.3 Layout of the New Small Wheel

The proposed New Small Wheel [20] detection system is designed to meet all the specifications presented
in the previous subsection. The detection technologies used come from the family of gaseous detectors, the
first being a wire chamber called small-strip Thin Gap Chambers (sTGCs) [28], and the second comes from
the category of Micro-Pattern Gaseous Detectors (MPGDs) and is named Micromesh Gaseous Structure
(MicroMeGas) [29]. The new experimental layout consists of 16 detection levels in two levels of four layers
per detection technology (four levels of STGC and four levels of Micromegas). The Micromegas and sTGC
detectors fully cover the NSW in a 1200 m? detection range. The NSW follows the dimensions of the existing
SW and the same segmentation into 16 sections per wheel, are followed to match the existing Big Wheel and
muon station end-cap. Figure 2.6 shows the current Small Wheel on the surface prior to its installation in
ATLAS as well as an overview of the overall layout of the New Small Wheel.

Figure 2.6: Left: The current Small Wheel on the surface before been installed in ATLAS. Right:
Mlustration of the New Small Wheel layout.

The sectors installed on the layer closer to the IP are slightly smaller than those closer to the HO side (they
are about half the angle of the large sectors), lending them the name small sector while the other ones are
called large sectors. Each sector is comprised by the four so-called wedges stacked parallel to the beamline,
each hosting four layers of either Micromegas (inner two wedges) or sTGC detectors (outer two wedges). The
inner part consists of micromegas detectors while the outer part consists of sSTGCs detectors, forming a width
of 400 mm.This leads to a total of 16 detection layers in each NSW sector. The wedges themselves are further
segmented along the radial direction into the so-called quadruplets (also referred as modules or chambers).
In the case of the Micromegas, each wedge consists of two quadruplets, where the one at smaller radius is
referred as Module 1 (M1) and the one at large radius is called Module 2 (M2). The M1s are shown in brown
and turquoise depending on the sector size. For the sTGCs, the wedges are segmented into three quadruplets.
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The four detector layers in a wedge slightly differ in terms of geometry. For the sTGCs, the geometry of the
pads is different to improve the capability to separate tracks for the trigger. For the Micromegas, the strips in
the four outermost layers are perpendicular to the radial direction, allowing the precise measurement of the 7
(eta) coordinate of a track. Therefore, they are referred as 7)(eta) layers. To measure the track position parallel
to the strips, the strips of the four inner Micromegas layers are tilted by £1.5° with respect to the ones in
the eta layers. Those layers are called stereo layers. The layout of the NSW.is provided with eight levels of
each technology separated by a frame of 50 mm. Each section consists of two wedges (a set of modules of
a single technology in the direction z, covering an entire sector, at the level 7 — ¢ , oriented as shown in the
schematic representation in Figure 2.7 (left). The sTGC detectors are divided into three modules, (a set of
multiplets in the direction of r which is a single independent object), while the micromegas in two. An overall

representation of a segment is shown in Figure 2.7 (right).

MM chamber sTGC

sTGC

Figure 2.7: Left: Layout of the detectors inside a sector. Right: Illustration of a sector of the New
Small Wheel.

Detection technologies are arranged in such a way (STGC-MM-MM-sTGC) to maximize the distance between
the two sTGC layers. As the online track is reconstructed, this distance (level arm) between the sTGC layers
allows for improved resolution for the online track, given the angle provided by the first layer of detectors.
On the other hand, MM detectors are used for track analysis due to their excellent track tracking accuracy,
due to the small drift region (5 mm) and the small strip pitch (strip pitch of 0.425 mm for small modules
and 0.450 mm for large modules), details on the Micromegas detector mounted on the NSW will be given in
the chapter 5. In addition, the NSW is expected to run throughout the life of the ATLAS experiment, as a
result of the high number of layers which ensure a proper detector performance and in case any of the layers
fails to function properly. Finally, the two probe technologies used also complement each other in their main
functions. The sTGC can contribute to offline tracking accuracy as they are able to measure a muon single hit

resolution of approximately 150 pm. The MM detectors assist STGC to provide improved trigger signal.

Detection technology of the sTGC

The NSW trigger system necessitates detectors capable of identifying and separating the pulses passing through
them. Additionally, it mandates high time and angular resolution to facilitate online track segment reconstruc-
tions. In addition, these detectors are characterized by good discretion for offline track detection, using the
best precision coordinates (from readout strips), compared to current TGC and detector’s strip pitch equal to
3.2 mm, as a result of these detectors helping to accurately track the particle trajectory during the HL-LHC.
The internal structure of the sTGC detectors is illustrated in Figure 2.8. The signal due to the drift of the
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ionization particles and their multiplication by the avalanche effect is induced on the anode wires, the readouts
strips and the pads.

Resistive

Cathode

Insulator (0.1 mm)

Figure 2.8: The principle of operation of the sSTGC detector. In the middle of a 1.4 mm wide gas
gap, wires are located on where a voltage of 2.8 kV is applied. The two electrodes are segmented into
different patterns. The ones uses a strip pattern to provide high spatial resolutions while the other is
segmented into so-called pads, which provide a fast signal for the event selection.

The Micromegas detector

The resistive-strip Micromegas used in the upgrade of New Small Wheel will be the main track detection
mechanism, featuring excellent spatial resolution (0 < 100 um) despite the particle incidence angle, the high
detection efficiency even at the highest background noise values and the good two-track separation to reject
the delta electron angles accompanying the muons. The very thin segmentation of the MM readouts (readout-
strips) together with sufficiently good time resolution, can also be exploited to complement the sTGC trigger
system, adding to system stability and verification even as backups. A sketch of a Micromegas detector is
given in Figure 2.9. The setup consists of a stainless steel mesh in a gas gap, splitting it into two parts. The
upper gas gap, called drift gap, has a width of 5 mm. Here the muons interact with the gas, leading to the
occurrence of the primary ionizations. Due to a voltage of 600 V/cm applied to the drift gap, the electrons
drift towards the micromesh. The lower gas gap is only 128 pum thick. A voltage of about 45kV /cm is applied
to the so-called amplification gap, leading to a multiplication of the primary electrons in an avalanche process.
The anode located at the lower end of the amplification gap is segmented into strips with a pitch of 450 pum.
As protection against sparks in the amplification gap due to the high rate environment, a resistive layer is
placed on top of the copper readout strips. The thin amplification gap allows the ions, that were created in
the avalanche, to quickly drift to the grounded mesh where they are collected. This yields a small dead time,
while the narrow strip pitch leads to an excellent spatial resolution in the order of 100 um. The Micromegas
are operated with a gas mixture of Ar 4 7%CO;, where Argon is the gas and the CO; is the quenching gas.

2.4 Services and Infrastructure

The complex infrastructure of the NSW, as illustrated in Figure 2.10, plays a pivotal role in the functionality
of the ATLAS. Including High Voltage power supplies, Low Voltage power supplies, Electronics boards,
Gas/Cooling devices, ATCA & VME crates, temperature & BField sensors, Detector Safety Systems (DSS),
and LHC Beam infrastructure, the NSW is a complex system.

Among the notable features of the NSW are the incorporation of state-of-the-art detector technologies, custom
ASICs and electronic boards. These advancements contribute to the overall efficiency and precision of the
system. The implementation of a novel readout system, based on the Front End Link eXchange (FELIX),
showcases a commitment to adopting innovative solutions for data acquisition and processing,

Impressively, the NSW boasts a staggering 2.5 million readout channels, reflecting the scale and complexity of

data management within the system. The establishment of a Common Configuration, Calibration and DCS
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Figure 2.9: The principle of the resistive-strip Micromegas. The stainless steel micromesh separates
the gas gap of a Micromegas into two regions of different field strengths, the drift and the amplifi-
cation field. In the drift region, the charged particle crossing the detector ionizes the gas molecules
along its track, and due to the drift field applied between the cathode and the mesh the electrons
drift towards the mesh. The amplification field between the readout electrodes and the mesh is
much stronger. Therefore, the electrons entering this region undergo multiplication. Finally, the
electrons created in the avalanche induce charge by the strip-like segmented readout electrodes.

path enhances the coherence and uniformity of operations, ensuring seamless integration across different

components.

A significant aspect of the NSW’s infrastructure evolution is the introduction of a new Power supply system,
reinforcing the reliability and stability of power distribution. Leveraging existing ATLAS & CERN infrastruc-
ture, it further emphasizes the collaborative nature of this scientific endeavor, utilizing proven frameworks to

enhance overall efficiency.

Actually, the NSW represents a remarkable advancement in detector technologies and infrastructure within the
LHC framework. Its complex design and incorporation is a critical component. The assembly of the detector
modules for the NSW followed a process, initialized at the NSW institutes. The constructed modules were
shipped to CERN, where the integration phase took place. This integration occurred at specific locations, with
B899 (BB5) dedicated to Micromegas (MMG) and B180 for the sTGC. The final integration into the complete
NSW sectors at B191, where each sector corresponds to 1/16th of the wheel geometry.

Ensuring the reliability and precision of the NSW, rigorous testing protocols were implemented at every stage
of the assembly. These tests validated the functionality and performance of the detector modules, ensuring

that each component met the strict standards set for the experiment.

Once the sectors were fully assembled, they were strategically mounted on the NSW structure on the sur-
face. Subsequently, the entire wheels, now consisting of integrated and tested sectors, were transported to
the ATLAS experimental cavern. The installation within the cavern marked the culmination of the intricate
assembly process, positioning the NSW for its crucial role in advancing the scientific objectives of the ATLAS

experiment.

This comprehensive approach to construction, integration and testing underscores the commitment to preci-
sion and reliability in the development of the NSW. The successful installation within the ATLAS experimental
cavern paves the way for the NSW to contribute significantly to the scientific endeavors and discoveries at the
LHC.
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Figure 2.10: A brief overview of the NSW hardware.

2.5 Integration

2.5.1 Micromegas - BB5

The workflow in B899 (BB5) involved several specialized groups, each assigned to specific tasks [30]. Upon the
arrival of the modules in BB5, the reception team conducted acceptance tests to ensure the modules remain
unchanged or undamaged during shipping. These tests included assessments of gas leaks and high voltage
stability in each high voltage section. Selected chambers underwent further analysis at GIF++, where their
behavior under a substantial particle flow was studied, focusing on voltages and currents stability tests.
Simultaneously, the preparation of the spacer frame, including essential services like cooling and gas intercon-
nections, HV cables, LV cables and optic fibers, took place. The integration progressed as two type-1 modules
and two type-2 modules, along with the spacer frame, were combined into a double-wedge. Alignment checks
were conducted after each integration step to ensure precision.

The completed double-wedge underwent testing in a rotation station, assessing electrical connections to iden-
tify any defects such as bad welds or short-circuits. It then moved to a second rotation station for the in-
stallation of full readout electronics. Following this, the double-wedge was ready for final validation and was
transferred to the cosmic ray stand.

Building BB5 at CERN housed a dedicated cosmic ray stand for this purpose. Four scintillators, organized
in two up and down pairs of varying dimensions, serve as triggers. Placing the double-wedge under the two
scintillator pairs, with the IP wedge facing the floor, the expected final rate is approximately 105 Hz.

For a more detailed overview of the workflow and tasks, refer to Figure 2.11. This comprehensive process
ensures the robust integration and validation of detector modules within the NSW, maintaining the high stan-
dards required for optimal performance in the ATLAS experiment.

The alignment of the the installation of the Front-End Boards (FEBs) poses a considerable challenge due to
the intricate alignment required for connectors on the MMFES boards [31]. With a channel pitch of 200 um
between channels and the need to align them precisely with the readout strips of the anode, this task demands
expertise. Complications were caused due to the limited space, densely packed with services. To streamline

the process, three stations were set up, enabling work on three Micromegas sectors concurrently in a “sliding
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Figure 2.11: Left: The layout of the BB5 building which use for the Micromegas Integration. Right:
The Micromegas Integration workflow, from late in production, when it was fully optimized. Each
colour reflects the work of a distinct team.

mode” and facilitating the installation and commissioning of the FEBs.

The actual mounting, alighment and connection of the FEBs occurred in Rotation Station 3, as depicted in
Figure 2.12. Meanwhile, the Rotation Station 2 housed a complete readout system. At this stage, the configu-
ration of the Slow Control Adapters (SCA)[32] was carried out for all boards. SCAs serve three key functions:
monitoring operational parameters like temperature and power consumption, configuring the ASICs of the
boards, and calibrating the VMM chips [33] of the MMFES boards [34]. This step ensures the establishment of
communication with the FEBs. The alignment of MMFES boards was facilitated by custom-built test boards,
equipped with 512 LEDs—one for each strip of the detector that a MMFES board reads. These LEDs acted
as visual aids for achieving the optimal position of the MMFES.

Once the alignment was confirmed and communication with all FEBs was established, the sector was moved
to the cosmic stand. The initial step involved identifying noisy or dead channels of each VMM. VMMs were
set to internal mode and a mapping of noisy channels was performed. MMFES8s with more than 5% of noisy
channels (due to the misalignment of the MMFES8 board and the readout strips of the readout PCB) are
systematically replaced, ensuring the overall integrity and functionality of the system.

Figure 2.12: The cosmics ray stand along with the rotation stations at BB5 during the integration of
the Micromegas electronics and wedge preparation.

The subsequent stage in the cosmic stand involved validating the trigger path. The electronics integration and

validation process culminated in a test using cosmic rays. Scintillators act as triggers, prompting the activation
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of High Voltage sections in the detector, and final HV settings were defined, marking the conclusive HV
validation.

The sector’s total efficiency was determined through the cosmic run and an initial study on the detector char-
acteristics was conducted with the acquired data. Subsequently, the sector returned to Rotation Station 2 for
a final inspection. This involved verifying alignment corridors, envelope, labeling and the overall arrange-
ment of all components. A sign-off document was generated, serving as a certificate accompanying the sector
throughout its operational life. The signed-off sectors were then stored in a transport basket, prepared for
shipment to integrate with the sTGC and ultimately for installation on the NSW.

2.5.2 sTGC - B180

The integration of sTGC wedges at CERN[35] was an extraordinary undertaking, involving the testing and
mechanical assembly of 192 individual chambers into 64 wedges. Beyond the intricate assembly process, the
installation of over 2000 electronics boards and the subsequent validation of the proper functioning of more
than 360 000 detector channels added to the complexity.

The sTGC integration process involved receiving individual quadruplet detectors from production sites across
the globe, including Canada, Chile, China, Israel and Russia. These detectors were assembled into wedges,
followed by the installation of electronics and comprehensive validation of the entire electronics and detector
system. Hach step in the integration process, while some had to be sequenced, was executed by separate teams
working concurrently on different wedges at various stages of completion. Managing and coordinating this
highly intricate parallel schedule posed a significant challenge, necessitating exceptional coordination among

the leaders of each team.

2.5.3 BI191

The (double) wedges arrived at B191 after being validated from BB5 and B180 (Micromegas and sTGC inte-
gration sites at CERN). The assembly of the wedges into sectors and the placement on the wheel was done in
B191 by NSW and ATLAS engineers. The NSW service team would took over for routing finalization, since
most services were installed and routed on the wheels in advance. The initial aim of the setup was to allow
parallel operation of two (out of 16) sectors on a single wheel. This was later augmented to allow further par-
allelization of certain operations. This allowed multiple teams to operate on different sectors, thus achieving
an efficient scheme of staggered commissioning of the sectors. The surface commissioning operations are
described in this subsection, starting with the reception of the detector modules from the integration sites,
outlining the test procedures and results, and ending with the signing-off of the wheels. The 3D view of B191
and the high-level connectivity scheme for commissioning in B191 is shown in Figure 2.13.

The Commissioning process, as detailed in [36], encompassed comprehensive validation steps for the sectors
installed on the wheel, taking a full two days after service installation. The procedure involved preparing the
MM Double Wedges (DWs) for integration into a complete NSW sector alongside the two sTGC wedges.
Various preparatory steps were executed to ensure the sector’s readiness for installation, including checks on
fiber integrity, T-sensors, cables, gas pipes and grounding.

Upon readiness, each sector was installed on the wheel, with initial connections to services. The validation
process then proceeded with checks on Low Voltage connections and polatity for all cables extending from
the detector to the power supply. Subsequently, testing covered the cooling system and gas tightness of
the MM detectors. The final steps involved High Voltage (HV) validation and comprehensive electronics
testing, including specific data collection to assess the functionalities of the Data Acquisition (DAQ) and trigger
systems. This testing aimed to ensure the electronics’ robustness in anticipation of the Phase-1 and Phase-2

upgrade requirements. The entire process of the sector commissioning can be divided into the following steps:
* Preparation of the sector and visual inspections

* Sector assembly
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Figure 2.13: Top: 3D view of the B191 commissioning area. Bottom: High-level connectivity
scheme of the commissioning procedure.
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In the following lines, a summary of the different general steps followed for sector commissioning are pre-
sented. The preparation of the sector includes the pre-installation validation on the balcony, with ground
tests, visual checks of the gas impedances, fibers and additional grounding connections. LV extension cables
are also mounted on the sectors at this stage. In parallel, before the installation takes place, the HV splitter
boxes are mounted on the JD, LV cables connected and checked for polarity inversions, and T-sensors and

HV channels are checked to ensure their connectivity.

Then, after the sector installation, all the services are tested and connected: LV, HV, fibers and T-sensors
cables. Cooling pipes are connected and water flow is regulated, gas leak test is performed together with
impedance measurement, grounding is ensured, LV cables are checked for polarity and T-sensors monitoring
is connected. Then the sector validation proceeds through the HV validation, DAQ and trigger tests to ensure

hardware and electronics functionality. Few sectors were also undergoing data taking with cosmics.

At the conclusion of the NSW commissioning, all sectors underwent thorough testing and successful valida-
tion, culminating in the installation of both NSWs in the ATLAS cavern for the LHC Run 3.
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254 P1

The P1 commissioning, as illustrated in Figure 2.14 and detailed in [37], encompasses all validation steps
conducted at B191. However, it utilized production tools to ensure the safe operation of the NSW within
the ATLAS experiment. This commissioning process also included the integration of the Detector Control
System (DCS) and DAQ into the broader ATLAS Production systems. As of the latest information, the NSW
P1 commissioning is an ongoing process expected to extend over several months to ensure a secure and reliable
operational state.

Figure 2.14: Left: The NSW during the transportation from the B191 commissioning site to the P1.
Right: The NSW during the installation at the ATLAS cavern.

2.6 Contributions

A large part of the New Small Wheel upgrade of the ATLAS detector consisted of the integration as well as

commissioning of the detectors, electronics and setvices. The candidate:

* Actively participated in the integration of the Micromegas detectors in the BB5 building and the sTGC
detectors in the 180 building at CERN.

* Actively participated in the integration and commissioning of the detectors, electronics and services in
the 191 building and P1 ATLAS cavern at CERN.

* Developed tools and systems for the optimization and implementation of various quality control sys-
tems.
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Chapter

Electronics and Data Acquisition System

The chapter provides an description of the NSW electronics and the DAQ [34]. It delves into the core com-
ponents of the NSW DAQ, featuring detailed discussions on pivotal elements such as FELIX, GBTx (Gigabit
Transceiver) and the GBT-SCA (GBT Slow Control Adapter). A focal point of the chapter is the thorough
presentation of the SCA Ecosystem, encompassing Software, the quasar framework and the SCA OPC UA
Server & Client. The diverse array of NSW electronics is desctibed, accompanied by a comprehensive overview
of the efforts invested in defining the SCA connections. A crucial tool was developed for the operation of the
SCA OPC UA Server, facilitating the creation of necessary input files embedded with the devised NSW naming
scheme within the OKS lists. In response to the specific requirements of the VMM monitor output shared
channel on the SCA, an innovative mechanism was developed to establish seamless communication between
the DAQ and DCS back-ends. The chapter focuses into the operation of the SCA, shedding light on the
architecture design of the FELIX/OPC granularity. Additionally, various performance tests were conducted
to validate the efficacy of the new FELIX/SCA ecosystem. The chapter continues with an introduction to
the frontend VMM Application-Specific Integrated Circuit (ASIC), offering insights into the validation tests
and the neutron irradiation testbeams. This comprehensive exploration serves as a guide to understanding the
complexity of the NSW electronics and the robust DAQ architecture supporting the ATLAS experiment at
CERN.

69



70 3.1. Overview

3.1 Opverview

The NSW readout and trigger architecture [38], constitutes a sophisticated system employing around 8000
front-end boards. To support these boards, a suite of custom ASICs has been designed. These ASICs play a
crucial role in propelling trigger and tracking primitives to the back-end trigger processor and readout system.
In the context of the NSW electronics governing the TDAQ paths for both detectors, a comprehensive cate-
gorization into on-detector and off-detector electronics emerges, as illustrated in Figure 3.1. The on-detector
electronics, situated within the cavern where radiation and magnetic fields are present, encompass specially
crafted boards predominantly utilizing radiation-tolerant ASICs. Communication among these boards is es-
tablished through the utilization of mini Serial Attached Small Computer System Interface (SCSI) cables.

Additionally, the off-detector electronics, comprising elements such as FELIX [39], trigger processor, and
services hosted on commercial server computers like Read Out Drivers (ROD), DCS [40], event monitoring,
configuration, trigger monitor, and calibration, will find placement outside the cavern in an area designated
as USA15. This spatial segregation ensures the optimal functioning of the entire NSW system by strategically
situating the components based on their specific operational requirements. The main front-end ASIC is the
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Figure 3.1: The NSW electronics overview scheme of on-detector and off-detector electronics and
their connectivity. On the detectors (left box) there are the front-end boards, responsible for reading
out the 2.1M channels of NSW, as well as the readout driver and trigger boards. Off the detectors
(right box) there are the trigger processors and the aggregator electronics that will deliver the data to
the ATLAS trigger and data acquisition systems.

64-channel VMM]|33], a common front-end ASIC for both the MM and sTGC detector technologies, which
provides amplitude and timing measurements and direct output of trigger primitives as well as Level-0 trigger
buffering. The Readout Controller (ROC)[41] ASIC aggregates, processes, and formats the data sent by the
VMMs and transmits them via multiple serial electrical E-links to the CERN GBTx [32] ASIC, a high-speed
serializer/deserializer that runs at 4.8 Gbps. Data are collected by the L1IDDC (Level-1 Data Driver Card)[42]
from up to eight front-end boards. The MM ART (Address in Real Time)[43] ASIC performs a priority-based
hit selection for triggering where the data are transmitted to the trigger processor through the ADDC (ART
Data Driver Card)[43] board. The sTGC Trigger Data Serializer (TDS)[44] ASIC transmits digitized charges
and binary hits to the trigger processor via the Router and the Pad Trigger boards. The sTGC trigger system
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makes use of coincidences of detector Pads to identify regions where a muon candidate was detected. To re-
duce the amount of data sent to the off-detector trigger processors, only sTGC[28] strip information coming
from the regions selected by the pad trigger logic are transmitted off the detector. The TDS and Router[45]
electronics handle the serialization and subsequent routing of active trigger data signals from the front-end
of the sTGC detectors to track-finding processors. The rim-L1DDC boards placed on the rim of the wheels
will be used to provide high quality clocks, configuration, and other data to the Pad trigger and router boards.
Finally, the CERN GBT-SCA[32] ASIC is used for configuration and monitoring. The data-flow architecture
is based on a high-throughput approach that routes the custom GBTx links to and from a standard network.

In the context of the NSW system, the exchange of data, trigger signals, and configuration information with
the on-detector electronics is facilitated by an advanced network infrastructure built upon optical fibers, as
illustrated in Figure 3.1. The selection of an optical fiber architecture stems from its remarkable efficiency
in transporting large volumes of data with minimal latency, particularly in radiation-intensive environments
generated by the collisions at the LHC within the ATLAS cavern. The process begins with the aggregation
of data originated from the detectors into the L1IDDC cards. Subsequently, these LIDDC cards employ the
GBTx ASIC to channel and aggregate the data into the optical fibers. At the termination point of these fiber
cables, situated in the USA15 of the ATLAS cavern, a dedicated cluster of servers takes on the responsibility
of managing the GBTx traffic. A system, known as FELIX, has been developed to streamline and optimize
the flow of optical fiber traffic. FELIX ensures seamless communication between the on-detector electronics
and the off-detector servers, thereby playing a pivotal role in the overall functionality and efficiency of the
NSW system.

The overall architecture of the NSW electronics[34] is shown in Figure 3.1. There are five data and signal
paths:

* Synchronization, trigger, test pulse and reset signals and the LHC bunch-crossing clock
* Digitized readout data from the detector including monitoring and calibration

* Configuration parameters and status indicators

* Busy path

* Digitized data from the detector for the trigger path

The integration of the radiation-hard GBTx ASIC into the NSW electronics architecture has a profound im-
pact, particularly on the connectivity between the collision cavern and the radiation-protected room, USA15.
This influence is most evident in the intricate design of the first three paths, which are time-multiplexed over
fibers to and from a GBTx ASIC. This ASIC interfaces with distinct electrical ”E-links” through twin-ax ca-
bles, also known as MiniSAS cables, leading to electronics boards strategically positioned on the detector. The
aggregation of slow serial links into the 4.8 Gb/s fiber is orchestrated by the GBTx ASICs installed on the
L1DDC. This approach ensures efficient and reliable data transmission between the on-detector electronics
and the off-detector servers in USA15. Fibers play a pivotal role in connecting electronic boards within the
NSW wheel itself, spanning the collision cavern and the radiation-protected room. All fibers employed are of
the multi-mode OM3 type, allowing for transmission speeds of up to 10 Gb/s, and possess radiation-tolerant
characteristics. The array of fibers ranges from LC pairs to bundles of 36 and 144 fibers, accommodating
the diverse communication requirements of the NSW electronics. Upon arrival in USA15, a comprehensive
network of fibers is established, comprising 2304 trigger fibers and 4608 readout fibers, inclusive of spare
fibers. The MTP-36 cables, varying in length based on their angular position on the wheel, connect Small and
Large boxes, ensuring a robust and flexible communication infrastructure. Notably, the readout trunk cables
are intentionally extended to reach various locations within USA15, as the specific positioning of the Phase-2
FELIX servers was initially uncertain. This strategic design choice anticipates potential server relocation and

underscores the adaptability and foresight embedded in the NSW electronics architecture.
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Synchronization, trigger, test pulse, reset signals and the LHC bunch-crossing clock

The signaling pathway commences with the ALTI Timing, Trigger & Control (TTC) module [34]. This module
initiates the process by dispatching a serial stream containing crucial control signals through optical fan-outs
and dedicated fibers to each FELIX Field-Programmable Gate Array (FPGA). These control signals can be
synchronized with the LHC Bunch Crossing (BC) clock, introducing a specified offset in BCs from the com-
mencement of the LHC orbit. Upon receipt of the control signals, FELIX undertakes the task of decoding,
recovering, and jitter-cleaning the BC clock. The decoded control signals, including Level-1 Trigger Accept
(L1A), Event Counter Reset (ECR), Bunch Crossing Counter Reset (BCR), Test-Pulse (TP), Soft-Reset (SR),
Orbit Count Reset (OCR), and the BC clock itself, are then dispatched to the Readout Controller (ROC) on
the front-end boards. Additionally, these signals are relayed to the Rim boards and the Micromegas trigger
boards via the GBTx ASIC embedded within the L1IDDC boards. The BC clock, recovered by the GBTx
ASIC, is distributed to all ASICs. Simultaneously, the Trigger Processor, employing firmware that emulates
the GBTX, receives identical signals. It’s worth noting that the higher speed reference clocks of all serial links
are harmonized multiples of the recovered BC clock. The Readout Controller on each front-end board is for-
warding, the requisite control signals, the bunch crossing clock and configurable delays to the various ASICs
on the board. An inherent characteristic is its fixed latency, consistently reproducible across power cycles,
ensuring reliable and predictable communication from the ALTI Timing, Trigger & Control module to the
tront-end ASICs. This stability is crucial for the accurate and synchronized operation of the NSW electronics

system.

Digitized readout data from the detector including monitoring and calibration

The pathway for digitizing detector data [34] commences with the 64-channel VMM front-end ASIC. Signals
from strips, pads, and wires undergo processing by digitizing their peak voltage after shaping. Simultaneously,
the time of the peak relative to the Bunch Crossing (BC) clock edge is digitized, or at the threshold upon con-
figuration. The resulting charge and time information are buffered until requested by the Read Out Controller
(ROC) for specific bunch crossings indicated by the Level-1 Trigger Accept (L1A) signal. Unchosen data is
retained until it exceeds the time range of interest.

The Read Out Controller consolidates data from up to eight VMMs, directing the chosen information, as
dictated by the L1A signal, to a GBTx ASIC on the Level-1 Data Driven Readout (L1DDC) card through one
or more copper twin-ax setial readout ”E-links”. The GBTX, in turn, aggregates several of these readout E-
links, each operating at speeds of up to 320 Mb/s, onto a 4.8 Gb/s optical link. Subsequently, the Front-End
Link eXchange (FELIX) takes on the role of aggregating multiple optical links and directing the data from
readout E-links to the ’software Read Out Driver” (swROD) or data handler [46].

The swROD processes numerous readout E-links and ultimately transmits the front-end data in a standard-
ized ATLAS format to the High Level Trigger (HLT). Moreover, the swROD generates a data stream for
histograms, facilitating real-time monitoring of the detector and data flow. Beyond the primary Level-1 Ac-
cept (L1A) event flow, calibration triggers can divert front-end data along this path. This diversion can either
lead to a swROD for offline calibration or a separate swROD dedicated to calibration processing, which does
not connect to the HLT but focuses solely on calibration tasks.

In addition to event data, the Trigger Processors contribute by sending monitoring data for non-triggered

bunch crossings to a swROD, where local processing of this information takes place.

Configuration parameters and status indicators

The configuration of operational parameters for all components within the NSW electronics [34] is facilitated
through the SCA ASIC present on each board or its FPGA firmware emulator, known as SCAx (as depicted in
Figure 3.1). Acting as a crucial interface, an OPC UA server establishes communication with both the SCA and
SCAx. The connection between them is established through the FELIX and GBTx E-links. This setup allows
the OPC UA server, serving as the software interface to the SCA and SCAx, to access various configuration and
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status registers present within these components. Configuration and status reporting processes, functioning
as OPC UA clients, utilize this established path to retrieve information and conFigure settings as needed.
This unified path is also shared by the DCS OPC UA client, which monitors conditions such as voltages
and temperatures of boards and ASICs. These conditions are sampled and reported by the SCA, providing a

comprehensive and centralized approach to monitoring and configuring the NSW electronics components.

Busy path

In the event that a FELIX FPGA approaches the limit of its buffer space, a BUSY signal can be asserted [34].
This BUSY signal is transmitted on a dedicated electrical line. The logical ?OR” operation is applied to all such
BUSY signals, collectively forming a request that is communicated to the Central Trigger. Upon receipt of this
request, the Central Trigger halts the generation of Level-1 Accept triggers, effectively preventing the front
ends from generating additional data. This pause allows the FELIX FPGA or setver to recover from the buffer
overflow condition. The BUSY signal can also be asserted when FELIX temporarily suspends the transmission
of events in response to the Software Read Out Driver (swROD) sending an Ethernet XOFF signal. This
mechanism provides a means to manage the data flow and maintain system stability during potential buffer
congestion scenarios. Additionally, the NSW Read Out Controller possesses the capability to send BUSY
requests to FELIX. However, it’s important to note that this feature is not typically enabled in the normal
operation of the detector. It serves as a contingency measure, allowing for controlled intervention when

necessary to ensure the proper functioning and resilience of the NSW electronics system.

Digitized data from the detector for the trigger path

The initial point of the trigger paths is identified by detecting hits from various sources within the NSW system.
These hits originate from the VMM “direct” 6-bit charge data outputs for sSTGC strips, the VMM Time-over-
Threshold (ToT) outputs for sTGC pads, and the VMM ART output for the Micromegas detector. All the
trigger primitives generated from these hits are then directed to the Trigger Processor through ART, Router
and the Pad Trigger. In the case of the sTGC and Micromegas detectors, their respective Trigger Processors
independently identify track segments based on the hits within their detectors. For the sTGC, hits are defined
as the centroids of charges induced on strips, while for the Micromegas, hits are characterized by the channel
number of the first hit in the bunch crossing per front-end VMM ASIC. These identified hits define the
extraction of track segments, each pointing toward the IP. Specifically, on every bunch crossing, the sTGC

Trigger Processor unifies the sTGC and Micromegas segments and forwards them to the Sector Logic.

3.2 Electronics Boards

The total number of the NSW electronics boards[34] are shown in the following table and will be described

extensively in the following subsubsections:

Micromegas Front-end board - MMFES

The electronic board designated for the Micromegas detector, known as MMFES (Micromegas Front-End
Electronics 8), acts as the interface between the detector and the trigger (ADDC) and data acquisition (L1DDC)
electronics. This board is specifically designed to collect the signals from the readout channels within the
Micromegas detector.

Given the high number of readout channels on the Micromegas detector, approximately 2.1 million, a total
of 4096 MMFES boards are required. Each MMFES board efficiently handles 512 channels, contributing to
the comprehensive readout coverage of the Micromegas detector. The board comprises eight VMM ASICs,
one ROC ASIC, one SCA ASIC, and three FEAST ASICs. Each VMM ASIC is equipped with 64 channels,
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Board ‘ # ‘
MMFES 4096
sFEB 768
pFEB 768
ADDC 512

LIDDC-MMG 512
L1IDDC-STG 512
Rim L1DDC 32
Pad Trigger 32
Router 256
Serial Repeaters 880
LVDS Repeaters 140
Summary = 7996

Table 3.1: NSW Electronics boards.

corresponding to individual strips on the detector. Consequently, each MMFES board reads signals from 512
readout-strips of the Micromegas detector.

Two FEAST ASICs supply power to the analog sections of the eight VMMs (one FEAST per four VMMs).
Another FEAST ASIC provides 1.2V to the digital supplies of all the VMMs, the ROC, and the SCA ASIC.
The input voltage of 11V is supplied through the Low Voltage Distributor Board (LVDB). The power con-
sumption of the MMFES board has been measured to be approximately 16 W.

External access protection against spatks is integrated into these boatds to ensure the safety of the equipment
and facilitate entry to the eight VMMs. The connection between the Micromegas detector and the VMM
channels is established using two ZEBRA elastomeric connectors.

The MMFES boards interface with both ADDC and L1DDC boards through MiniSAS connectors and twinax
cables. The connector to the ADDC carries the eight ART signals. The connection to the L1IDDC includes
the TTC signals and the bunch crossing clock to the MMFES. Additionally, four data lines are directed
to the GBTx (one per small ROC, sSROC). The SCA E-link is also transmitted through the same connector,
ensuring clarity about which ROC and VMMs are configured or reset by the SCA. The on-board ROC ensures
dedicated trigger, clock, and reset connections to each VMM, enhancing the precision and efficiency of the
overall Micromegas detector readout process. A schematic representation of the MMFES boatd is illustrated

in Figure 3.2.

Figure 3.2: Left: Photograph of the production NSW MMFES board. Designed in the University of
Arizona, the board features eight VMM:s (top row), one ROC (bottom center), and one SCA (on the
righthand side of the ROC). Right: The MMFES block diagram showing the ESD protection, the
VMM front end ASIC’s, the Readout Controller ASIC, the Slow Control Adapter ASIC, the FEAST
DC-to-DC converter ASIC’s, and the MiniSAS twin-ax connectors for the different interfaces. [34]
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sTGC Front-end boards — sFEB and pFEB

The strip and pad Front-end boards serve as crucial interfaces to the detector strips, pads, and wire groups
within the NSW system. Their primary function is to provide the charges from the detector elements to the
readout path upon receiving a Level-1 trigger and to the trigger path on every bunch crossing. Specifically,
each sTGC gas gap within an sTGC quadruplet is connected to a pair of boards: the pad-FEB (pFEB) and
the strip-FEB (sFEB). These boards have the capability to operate independently from other layers, enhancing
the modularity and flexibility of the overall system.

Within an sTGC gas gap, there are approximately 30 wire groups, up to 112 pads, and up to 400 strips. The
pFEB is responsible for the readout of both pads and wires, whereas an sFEB is dedicated to the readout of the
entire strip plane. For the pFEB, analog signals from sTGC pads are routed through a high-density connector
and a dedicated analog input network. These signals are then sensed by two 64-channel VMM3a ASICs, which
represent the production version of the NSW Front-End ASIC. In the trigger path, these two VMMs have
their direct output connected to a 104-channel pad-TDS (Time-over-Threshold Digitizing Sampler). In this
process, ToT pulses are sampled with the 40 MHz bunch clock. The pad-TDS channel count in the trigger
path is effectively limited by the transceiver bandwidth, allowing the transmission of 120 bits per 25 ns bunch
crossing. Out of these, 12 bits are allocated for the Bunch Crossing ID (BCID), with an additional 4 bits for
the data packet. This configuration is sufficient to provide the required trigger coverage for the NSW, even
with a pseudorapidity of 2.4.

The output from the pad-TDS is then routed to a Serial AT Attachment (SATA) connector, which is connected
to the Pad Trigger Board via a SATA breakout cable. On the other hand, the sTGC wire groups are connected
to a third VMM without utilizing its direct output, as no trigger function is required in this context.

The sFEB board is designed as a dense 14-layer circuit board, incorporating six or eight VMMs, one ROC
ASIC, two strip-TDS modules, one SCA ASIC, and six FEAST ASICs. On the other hand, the pFEB board
is a dense 12-layer circuit board, consisting of three VMMs, one ROC ASIC, one pad-TDS module, one SCA
ASIC, and three FEAST ASICs. This intricate setup ensures the efficient and precise handling of signals from
the detector elements, facilitating the necessary readout and triggering functions within the NSW electronics

system.

Pad Front End Board

7.6em

GRT- .
SCA ROC L a 7.6cm

Figure 3.3: Left: The fully assembled production version of sSTGC pFEB and sFEB. Right: The
functional block diagram of the sSTGC sFEB and pFEB and the connectivity on board. [47]

Level-1 Data Driver Card - L1IDDC

The L1DDC [34] plays a crucial role in the DAQ system for both the MMG and sTGC detectors. This inter-
mediate board serves to aggregate and transmit data from up to eight FEB boatds to the backend electronics,
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which comprises commercial electronics integrated with FPGAs.

The L1DDC is designed to consolidate three distinct paths-Timing and Trigger, Data Acquisition, and Slow
Control information-into one or more bidirectional optical links, each operating at a rate of 4.8 Gbps. This
amalgamation is achieved through the utilization of a custom Application Specific Integrated Circuit (ASIC)
chipset developed at CERN. The chipset includes several key components, namely a high-speed setializer/de-
serializer GBTx, a SCA, a GigaBit TransImpedance amplifier (GBTIA), and a GigaBit Laser Driver (GBLD).
The GBTIA and GBLD collectively form the Versatile optical Transceiver (VIRx), and two GBLDs constitute
the Versatile Twin Transmitter (VI'Tx) module. Additionally, the CERN custom FEAST DC-DC converter
is employed for power distribution within the L1IDDC.

The L1DDC exists in three variants, each featuring the same basic functionality but differing in mechanics and
channel counts. Two of these vatiants are integrated into the sSTGC electronics, while the third is designated
for the Micromegas detector. This modular approach allows for adaptability to the specific requirements and

configurations of each detector subsystem within the overall NSW electronics architecture.

* MM-L1IDDC (Micromegas L1DDC):

Interfaces with eight FEB boards and one ADDC board.

Implements three GBTx ASICs: one bi-directional link (VIRx) plus two transmit-only links
(VTITX) to accommodate the extra bandwidth needed for Phase-2.

On-board SCA ASIC for configuration of the three GBTx ASICs, monitoring board temperature
and voltage levels, and providing configuration and TTC distribution to the ADDC board.

Utilizes a total of 41 E-links. There is one MM-L1DDC for each edge of each Micromegas layer.

Total power consumption is approximately 7 W.

* sTGC-L1IDDC (Small Thin Gap Chamber L1IDDC):

Interfaces with three FE boards using twin-ax cables.

Features two GBTx ASICs for two independent bi-directional links (VIRx). One link is used for
pad+wire FEBs, and the second strip GBTx provides the extra bandwidth needed for Phase-2.

Utilizes a total of 21 E-links. There is one L1DDC on each edge of each sTGC layer.

Overall power consumption of the sSTGC-L1DDC is approximately 6 W.
* Rim-L1DDC (Rim Level-1 Data Driver Card):

— Supports the Pad Trigger and eight Router cards in the sTGC trigger chain electronics.
— Located in a dedicated crate called ”’the Rim crate,” situated in the rim of the NSW structure.
— Consists of two independent boards (primary and auxiliary) sharing the same PCB.

— Each board includes one GBTx, one VTRx, and nine MiniSAS connectors, providing redundancy

to the system.

— On-board SCAs can switch off/on the Pad Trigger and Router boards by controlling the en-
able/disable signal of the Front End ASIC Test (FEASTS).

— A dedicated clock is provided through an additional fiber to address GBTx’s E-link clock jitter.
This low-jitter 160 MHz clock is distributed to the Router and Pad Trigger boards via low-jitter
fanouts.

— The power consumption of the board is approximately 8 W.



3.2. Electronics Boards 77

E-Link max rate -

FE max rate Uilization ST ot

‘ , o ek
i I T —i | BCR BER

Poreiey ﬁ.?mbg;:%ii. 'mla |mzr SCA | | ART
GBTX1 b GBTXH BGBTXS 149 Mbas— 4685 | | | ABOC

4 D Mbps = 46,9 %
SCA »| VTR

( Edink BOMbps |
- Differential pair -
| 160Mbps |
.. Differential pair
220Mbps |

-+ Edink 320Mbps

WTRx Differential pair
GBTK1”| l 40 Mbps. |
iﬂnnk@ﬁﬂMh;ﬁ i
3 [BaRR] eank @ 160Mbps.
- SRR =i @ 320Mbps)
sTGC-L1DDC RIM-L1DDC Hiilem e |
1% L10DC MSAS connector -

_—

Figure 3.4: Left: The MM-L1DDC, the sTGC-L1DDC, and the RIM-L1DDC board. MiniSAS con-
nectors, power connector, FEAST DC-DC converters, VIRX, and VI'TX are visible. GBTXs, SCA,
and fan-out buffers are placed on the bottom layer of the board. Right: MM e-Link connectivity.
For most FEs, additional differential pairs will be used to collect the Level-1 data. These pairs will
be multiplexed in different banks and may use different e-Link speeds. Eight GBTX banks will run
at 320 Mbps, one at 160 Mbps, and one at 80 Mbps, which will be used for the configuration of the
VMM and ROC ASICs.

Micromegas trigger data serializer - ADDC

The ADDC [34] serves a crucial role in the context of Micromegas detectors, specifically in processing the
ART data. This card is designed to receive ART signals, the earliest data above the threshold per VMM
from eight MMFES boards. This signal corresponds to a 5-bit geographical address at the strip for each event.
Communication between the ADDC and the L1DDC s established, allowing the transmission of configuration
data from the control center and providing essential timing signals. The data collected by two GBTx ASICs
is then transmitted in two stages via an optical fiber link to the back-end electronics, notably to the USA15,
serving as the trigger host.

The ADDC incorporates two ART ASICs, two GBTx ASICs, one GBT-SCA ASIC, one VITx optical trans-
mitter, and two Front End ASIC Test (FEAST) ASICs. Each GBTx ASIC transmits the data to the trigger
processor through a dedicated transmission line in the VITx. The on-board GBT-SCA ASIC is responsible
for the configuration and control of the ART and GBTx ASICs.

Figure 3.5: Left: The top side of a fully assembled ADDC production board. Right: The ADDC
block diagram. Each ADDC receives 64 inputs of ART data using two ART ASIC’s. Output to the
Trigger Processor is via two GBTx ASIC’s. [34]
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Pad Trigger

The sTGC Pad Trigger[34] is a trigger board that finds tracks passing through a pointing tower of logical sSTGC
pads. Its purpose is to send out only the charge data from those bands of strips that pass through the pad
tower coincidences. Up to four towers can be found. It receives the binary pad hits from 24 Front-end boatds,
three per layer, in a sector. The band of 17 strips in each layer that pass through each tower is identified by a
Band-id. The Band-ids of triggered towers are sent to the relevant strip-TDS’s which then send the charges
of each strip in the band to the Trigger Processor via the Router. One Pad Trigger per sector resides in the
Rim Crate for that sector. Its context and block diagram are shown in Figure 3.6. For redundancy, the Pad
Trigger is connected to both of the redundant Rim-L1DDC’s. The SCA on the Pad Trigger is connected to
both. This allows the SCA to choose which Rim-L1DDC provides the 160 MHz reference clock for the Pad
Trigger’s gigabit transceivers.

2.5V FEAST
BOARD VERSION NUMBER JUMPER

FELIX NSW Trigger Processor

RIM crate
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RIM-DDC board
Edink
\E—III’II(

k Pad Trigger \
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Figure 3.6: Left: The top side of a fully assembled Pad Trigger production board. Right: The Pad
Trigger context and block diagram. [34]

Router

The sTGC Router[34] serves as a packet switch for routing sTGC strip charges held by the strip-TDS to the
sTGC Trigger Processor. It was implemented in a Xilinx FPGA, the XC7A200TFFG1156 from the Artix-7
family. There is one Router per layer for each sTGC sector. A scheme was developed to maintain low and
fixed-latency packet multiplexing through the Router. The Router is unaware of the ATLAS run state and does
not send any data in response to a Level-1 trigger. The on-board SCA ASIC is used to control the Router. The
sector-id is set in the FPGA via the SCA GPIO. The twin-ax cables from the inner and middle radii front-end
boards were made the same length. The cable from the outer Front-end board is shorter by one or two clock
petiods. In order to align all the inputs, the Router therefore inserts a delay, either one (two) 160 MHz clocks,
for signals from the outer front-end boards of the large (small) sectors. The Router FPGA can be configured
from on-board Flash memory or by FELIX via the JTAG port of the SCA.

3.3 VMM

The VMM [48] [33] front-end readout ASIC, designed by Brookhaven National Laboratory (BNL), have been
used to address the evolving requirements of the New Small Wheel within the ATLAS experiment at CERN.
The ASIC is designed using the 130 nm Global Foundries 8RF-DM process and houses an impressive five
million transistors, all realized through CMOS technology.

Each of the 64 channels in the VMM is intricately connected to a read-out strip, featuring a comprehensive
electronic subsystem. This subsystem encompasses a load amplifier (charge amplifier), a configuration am-

plifier shaping amplifier, a clarifier discriminator with lower threshold and peak detection, and a Timing to
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Figure 3.7: Left: The top side of a fully assembled Router production board. Right: Context diagram
of the Router for a layer showing the four electrical inputs from each of the three Front-end boards
in one layer of a sector and the four fibre outputs. [34]

Amplitude Converter (TAC). The analog signals generated by these subsystems undergo digitization through
three Analog-to-Digital Converters (ADC) with outputs of 6, 8, and 10 bits. The resultant digital data is stored
in a First-In-First-Out (FIFO) buffer, facilitating the subsequent transmission of data to the ROC ASIC of the
MMFES or sFEB or pFEB.

Looking ahead, the VMM3 iteration is poised to be manufactured using Ball Grid Array (BGA) technology,
featuring 400 balls with a pitch of 1 mm. The device’s overall dimensions are tailored to match the pitch of
the Micromegas detectors, resulting in a compact size of 21 x 21 mm?. The package size, or die size, comes in
at 15.00 x 8.38 mm?. These dimensions are visually depicted in Figure 3.8 for further clarity. The innovative
design and advanced features of the VMM series position it as a key component in the ATLAS experiment’s
pursuit of enhanced data acquisition and readout capabilities. Inside the VMM [49] when a pulse enters, the

8.38 mm

~15.00 mm

Figure 3.8: VMM3 die layout. [33]

preamplifier converts it into an analog voltage pulse, and then the shaper forms the final form of the input
voltage. The shaper filter is 3rd degree designed in retrospective delay feedback (delayed dissipative feedback
(DDF)), and can be set to 4 load end times (peaking time), 25, 50, 100, 200 ns. In addition, it is possible to
increase the gain to 0.5, 1, 3,4.5,6, 12, 16 mV/fC. The modulated signal then enters the discriminator, where
when a pulse exceeds the threshold (threshold) set, the pulse peak detection method is activated. Adjacent
to the shapers in the VMM architecture [49], essential components such as sub-hysteresis discriminators with
neighbor-enabling logic and individual threshold trimming, the peak detector, and the time detector play a

crucial role in the signal processing pipeline. The adjustment of the threshold is a nuanced process involving a
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Figure 3.9: The VMM architecture consists of 64 identical channels. Each channel includes a Charge
Amplifier (CA) and shaper, processing input pulses for pulse height and timing. ADCs digitize
parameters stored in a First-In-First-Out (FIFO) buffer. L0 logic selects data based on trigger input
(LO) and timestamp information, transmitted to the external readout device via D1 and D2 lines.
Monitoring features include PDO, TDO, and MO outputs. Test-pulse strobe (CKTP) activates
testing, and the chip can be reset via ENA or TKI pins. Configuration is managed through SDI,
SDO, SCK, and CS pins. Trigger primitives (ART, ToT, TtP, PtT, PtP, 6bADC) are transmitted with
precise synchronization using CKART and CK6B inputs. The VMM’s well-conceived architecture
emphasizes versatility and efficiency in Micromegas detectors’ data acquisition and readout.

global 10-bit Digital-to-Analog Converter (DAC) and an individual-channel 5-bit trimming DAC. This setup
allows for precise control over the discrimination threshold for each channel.

A feature is the neighbor-channel logic, which enforces the participation of neighboring channels in mea-
surements triggered by a specific channel, even if they individually did not exceed the set threshold. This logic
extends not only to adjacent channels within the same chip but also to the two neighboring chips through bidi-
rectional I/Os. This innovative approach ensures that even when neighboring channels do not individually
surpass the threshold, the information from these channels is retained, contributing to the overall efficiency
of track reconstruction.

Upon detecting an input pulse that either crosses the user-defined threshold or receives a signal from the
neighbor logic, the pulse undergoes further processing. The peak detector circuitry measures the shaped pulse’s
peak amplitude, generating a voltage level proportional to the pulse’s amplitude. Simultaneously, the time
detector, utilizing a TAC, measures the pulse’s timing. The TAC employs a voltage ramp that initiates either
at threshold crossing or at the peak time and concludes at the next falling edge of the reference clock, which,
in the case of ATLAS implementation, is the Bunch-Crossing (BC) clock with a frequency of 40.079 MHz.
The adjustable ramp duration provides flexibility with four values (60, 100, 350, 650 ns).

The resulting voltages from both the TAC and the peak detector are stored in associated analog buffers,
contributing to the accurate representation of the pulse characteristics. The subsequent activation of the TAC
and the capacitor discharge process, halted by the next falling edge of the BC clock (CKBC), facilitates the
calculation of the pulse height (load) and the time of occurrence in relation to the BCID.

In the signal processing architecture of the VMM, a crucial phase involves the utilization of three distinct ADC
systems. These ADC systems play a pivotal role in converting the results obtained from signal analysis into a

digital format, providing a robust foundation for subsequent data processing.

1. Time Measurement (8-bit ADC): The temporal characteristics of the processed signals are measured
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by an 8-bit ADC. This component extracts timing information from the output of the TAC. The 8-bit
resolution ensures a fine-grained representation of time, enabling precise event timing and synchro-
nization. This temporal data holds significance in reconstructing the chronological sequence of events
within the detector.

2. Energy Measurement (10-bit ADC): For quantifying the energy deposited by ionizing particles in
the detector medium, a dedicated 10-bit ADC system comes into play. This ADC receives signals
containing critical information about the maximum height of the pulse from the peak detector. The
higher bit resolution (10 bits) of this ADC ensures accurate and detailed measurements of the pulse’s
energy content. This level of precision is particularly valuable for applications that demand a nuanced

understanding of the energy deposition patterns.

3. Direct Output (6-bit ADC): Another part of the signal processing pipeline is the 6-bit ADC respon-
sible for digitizing signals originating from the peak detector. While offering a slightly lower level of
accuracy compared to the 10-bit ADC, the 6-bit ADC provides a reasonable compromise, making it
suitable for scenarios where a balance between precision and data size is desired. This component is

chosen for applications that prioritize efficiency while maintaining a satisfactory level of accuracy.

The selection of the appropriate ADC system is contingent upon the specific needs and preferences of the
user. This modular approach allows for customization, catering to diverse applications with varying prior-
ities. Whether prioritizing high precision in energy measurements, fine temporal resolution, or a balanced
compromise between the two, the VMM’s adaptable ADC systems ensure versatility in addressing the unique
requirements of Micromegas detectors and beyond.

3.3.1 Validation Studies
MMPFE1 Board

The MMFE1 boatd, a component in the experimental setup, integrates a single VMM alongside an Artix®7
FPGA manufactured by Xilinx®[49][50]. This board plays a crucial role in multiple configurations explotred
within this dissertation, serving as the cornerstone for the VMM Front End readout firmware in both digital
and analog readout schemes, as well as contributing to the VMM Readout System [51].

In Figure 3.10, the MMFE1 boatd is depicted, showcasing its key features. Communication with the software
host s facilitated through the FPGA and a commercial network Ethernet Physical Interface (PHY) operating at
speeds of 10, 100 or 1000 Mb/s. The power distribution circuit employs stepdown regulators, accommodating
input voltages ranging from 3.4 to 42V, with an output ripple minimized to less than 10 mV peaktopeak. To
ensure stability, the four power rails of the VMM (Vddp, Vdd, Vddad, and Vddd) are independently powered
by distinct Low DropOut (LDO) regulators, effectively mitigating any potential ripple effects.

The board features three LEMO connectors providing access to the monitoring, peakdetector, and time-
detector outputs (MO, PDO, TDO, respectively) of the onboard VMM. Additionally, the MMFE1 board
possesses the capability to output the ART signal and receive an external trigger signal.

The FPGA on the MMFE1 board is accessible through a standard JTAG connector for programming and
monitoring purposes. The configuration file is stored in a flash memory accessible via the Serial Peripheral
Interface (SPI) protocol. An additional memory (EEPROM) is employed to store the Media Access Control
(MAC) and network addresses, with configurability for each. The EEPROM is accessed by the FPGA through
the I2C protocol, enabling dynamic reconfiguration of its network address—an essential feature for system
scalability. The board further incorporates a uHDMI connector, providing access to external signals such as
reference clock, trigger, and reset. For external interfacing with other boards, such as the L1IDDC developed
for the NSW upgrade, a miniSAS1 connector is provided.

To protect the VMM, the input protection mechanism employs steering diodes in a railtorail configuration

along with series resistors. Several frontend boards based on a similar architecture have been fabricated to
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interface with diverse types of detectors. Notably, the MMFE1 board was specifically fabricated to validate
the functionality of the VMM ASIC on 10 x 10 cm? Micromegas prototype chambers.

|
|

"] BROOKARVEN

Figure 3.10: The overview of the MMFE1 board.

VERSO Software

User control of the VRS FrontEnd FPGA boards is facilitated by a software tool known as "VERSO’—an
acronym for VMM Ethernet Readout Software [51]. Developed entirely in C++ and utilizing the Qt frame-
work for the Graphical User Interface (GUI), VERSO plays a pivotal role in orchestrating configuration pro-
cesses and managing DAQ. The GUI of VERSO is depicted in Figure 3.11.

VERSO employs a custom-made protocol within the UDP standard to execute its functions. It has two
primary responsibilities: configuration processes and data acquisition. The tool also incorporates automated
functionalities for calibration of the frontend electronics and data-taking with a fixed number of triggers.

The DAQ functionality of VERSO is designed to handle the readout of multiple frontend boards. The event
building process relies on a trigger counter transmitted with each data fragment upon the reception of a trigger
signal at the frontend. An ’event’ is thus defined as the collection of data fragments with the same trigger
number. The trigger signal can either be an internal signal configured by VERSO and generated by the firmware
or an external signal.

Due to the asynchronous nature of the UDP protocol, events based on the same trigger number are not
guaranteed to be captured by VERSO within the same UDP packet. To address this, VERSO adopts a single-
producet/single-consumer threading model. In this model, one thread is responsible for reading the data
fragment from the frontend(s), and a second processing thread handles the processing of data fragments
associated with each unique trigger number received. The data fragments received by the reading thread are
indexed by their trigger numbers and buffered in a queue for eventual processing by the second thread. The
queue is implemented as a lock-free concurrent queue, ensuring efficient readout even at maximal data-taking
rates observed during test-beam scenarios.

The processing of an event involves decoding the raw data fragments transmitted by the frontend(s) and
constructing high-level data structures representing each event. These structures are continuously stored on
disk in the .ROOT data format throughout a given data-taking period, ready for offline data analysis. The
robust design of VERSO ensures efficient and reliable control and data acquisition from the VRS FrontEnd
FPGA boards.
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During studies of the VMM3 ASIC[50], several issues were identified, shedding light on potential areas for

improvement and optimization. The studies revealed the following concerns:
* Missing Codes: Figure 3.12(a) illustrates the absence of readings in both the 10-bit and 8-bit ADCs.

* Channel Threshold Range Equalization Problem: Figure 3.12(b) showcases the dynamic range
of trimmers for each channel, revealing challenges in defining a unique value for all channels due to

equalization issues in the threshold range.

* High Baseline in Higher Gains: Some channels exhibited a high baseline, especially at higher gains
(e.g., Gain of 9mV /fC and 12 mV/fC), as depicted in Figure 3.12(c).

* Positive Channel Issue: It was discovered that the VMM was not able to efficiently read positive

pulses when configured at positive polarity.

These findings underscore the importance of addressing these issues to enhance the performance and reliability
of the VMM3 ASIC in various applications.

3.3.2 Neutron Irradiation Testbeam

The Neutron Irradiation Testbeam was conducted at the National Centre for Scientific Research Demokritos
(NCSR)[52] from May 2017 to June 2018.
The objectives of the neutron irradiation testbeam at Demokritos included:

* Performing Single Event Upsets (SEU) tests for VMM3, VMM3a, ROC, and ART ASICs.
* Verifying the Router board for Multi-Bit Upsets (MBU).

* Assessing the functionality of LIDDC, ADDC, and Pad Trigger boards in the neutron environment.



84 3.3. VMM

Threshold Range Summary [board,chip]=[2,0]

e T T T T T T [ 5 300
$000-ATLAS Preltmmgry — 3 E...cnp
s E VMM3 - ID 10576 - Channel 30 = S .. ---Boara
8000 = S 290 Giobal
= 8 F
7000 = = 280 V M M 3
E ] 1
6000 270 ' : H Lo . -:-
E vty Doy "
5000 0y
260f -

4000

T T

3000

2000

1000

c
.- .
;
:
;
;
:
8§ 2
—

¥
§

- 10 20 30 20 50
pdo [counts)]

@ ®)

60
VMM Channel

Samples

8
g

1500,

1000]

50!

8

# of Channel

()

Figure 3.12: (a) Missing codes in the VMM’s ADCs, (b) Dynamic range of trimmers illustrating the
channel threshold equalization problem, (c) High baseline issue observed in some channels at higher
gains.

* Conducting SEU tests on the Jitter cleaner, repeater, and the 1-4 fan-out 1Cs.

Although this study will primarily focus on the VMM3 & VMM3a tests and results, the primary aim was
to understand the behavior of the VMM3 & VMM3a read-out chips under neutron radiation, with quantities
comparable to those expected at Run 3 of the ATLAS experiment. This was achieved by systematically writing
and reading the VMM3’s configuration registers to investigate the occurrence of SEUs. The NCSR setup, along
with the Minil board equipped with the VMM3/VMM3a, is illustrated in Figure 3.13.

Neutron Facility Setup

The neutron irradiation tests were conducted at the 5.5 MV HV TN-11 TANDEM accelerator of NCSR
“Demoktitos”[52] in Athens, Greece. Mono-energetic neutrons were generated through the 3H(d, n)*He
reaction, where a deuteron beam of approximately 4 — 5.5 MeV interacted with a thin solid tritiated titanium
target deposited on a copper backing. To protect against wear, a 10 pm molybdenum foil was placed in front
of the tritiated target. The target was cooled by utilizing lateral heat conduction from the aluminum beam
dump/target housing to the surrounding pressured cold ait channel. Under these expetimental conditions,
the 3H(d, n)*He reaction produced neutrons in the energy range of 19 — 22 MeV, simulating the expected
neutron energies in the ATLAS cavern. Neutron fluences reached approximately 3 x 10° neutrons /cm?s.

Monte Carlo estimations

The neutron flux was initially estimated using the NeuSDesc program, developed at the JRC Institute for Ref-
erence Materials and Measurements in Belgium. The estimation involved providing specific inputs related to
the target’s characteristics, deuteron energy, and distances between the two VMMs. NeuSDesc utilizes Monte
Carlo simulations from the SRIM-2013 program, considering factors such as energy loss, energy spread, and
angular straggling of deuterons in the target. It calculates average neutron energies, fluences, and resolutions.

One notable advantage of NeuSDesc is its capability to include detailed calculations for stopping power, en-
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Figure 3.13: The Neutron Irradiation Testbeam setup along with the Minil board equipped with the
VMM3/VMM3a.
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Figure 3.14: Schematic of the neutron irradiation setup used for irradiation testing.

ergy, and lateral straggling of impinging deuterons. The calculated mean flux for the VMM concerning the
deuteron energy is illustrated in Figure 3.15.

Minil - VMM board

For both testbeam periods, the VMM3&VMM3a were installed on a Minil board. The VMM incorporates
adjustable functionalities accessible through 1072 global and channel configuration register bits, including
selectable gain, threshold, integration time, etc. These registers can be configured using a GUI environment,
such as LabVIEW, which communicates with a FPGA evaluation board (digitizer). The digitizer, equipped
with an Altera FPGA, is employed to access the VMM ASIC. The firmware is developed to perform read and
write operations on the configuration registers, as well as proper data read-out.

The LabVIEW platform serves as the user interface for all functionalities related to the VMM’s operation.
Additionally, it is adapted to incorporate an automated section dedicated to the neutron irradiation tests. Dur-
ing these tests, the VMM’s global and channel registers are sequentially filled, and the information is then sent
to the digitizer and read out through the FPGA after a two-minute interval. All relevant data is stored in a
text file for subsequent inspection and is simultaneously available in real-time through a dedicated LabVIEW
panel. This panel provides information such as the bits filled and read during each operation, the total number
of SEUs, as well as details about the energy and current of the beam.

In case of an SEU occurrence, where one of the 1072 bits of the registers is altered, the LabVIEW interface
enables the user to monitor the time, address, and transition of the upset (1 — 0 or 0 — 1 transition). This

information is both displayed in real-time on the LabVIEW panel and saved in a dedicated text file.



% 300 a] | [WMMsa || TotalFluence 163460 (nmfs) | | ~:90000i [Ba] | (v ToblPince Z3810008 fice’s]
5} i i i 8 = A
2 so00 = Esooo0/ Loty
p 3 - 3
: I Z7o000 r
- = gt
£ 2500 & p :
E E 60000_ **“‘. & b
2000 - 50000 i .
C ] E -.' a
AB00F——-faia e s e s e s e e — 40000(— o =
- 3 30000/ - i
1000 — —] i F: s
- e
C 7 20000/— A R
500 - = i A
= 1 10000 4 L
-
196 1965 197 1975 198 1985 199 19.95 = 20 e 19 19.2 19.4 19.6 19.8
MNeutron Energy (MeV) Neutron Energy (MeV)

Figure 3.15: The calculated mean flux for the VMM with respect to the deuteron energy

Experimental Setup - May 2017

The expetimental setup for the May 2017 irradiation test included the following electronics boards/ASICs:
* Minil board equipped with VMM3
* Repeater board
* 2 Router boards

* Jitter Cleaner ASIC

ART ASIC
e ADDC board
¢ Rim-LL1DDC board

The testbeam spanned 5 days, and each day involved shifting the positions of the boatds/ASICs to acquitre
corresponding neutron flux data.

During the first two days, the VMM3 was positioned at distances of 14.8 mm from the target, and the deuteron
energy was set at 20.1 MeV with a cutrent of 0.7 pA. On the third day, the cutrent was increased to 1.1 pA,
and the VMM3 distance increased to 22 mm. On the fourth and final day, the VMM3 distance was further
reduced to 12 mm, and the current was decreased to 1.0 pA. Figure 3.16 illustrates the neutron fluence as a

function of the board/ASIC distance for Day 1, along with the experimental setup for Day 1.
Experimental Setup - June 2018
The experimental setup for the June 2018 irradiation test included the following electronics boards/ASICs:
* Minil board equipped with VMM3a
* FanoutRim ASIC

¢ Fanout ASIC

ROC ASIC

* Pad Trigger board
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Figure 3.16: An example of the neutron fluence as a function of the board/ASIC distance and also

the experimental setup for one particular testbeam day.

The testbeam spanned four days in total, with daily adjustments to the positions of the boards/ASICs to

acquire corresponding neutron flux data.

An overview of the VMM3a Neutron Irradiation test is presented in Figure 3.17. The Figure illustrates the
total neutron flux as a function of the testbeam day. Additionally, the parameters for each daily run, including

energy, current, flux, and duration, are displayed.
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Figure 3.17: An overview representation of the VMM3a Neutron Irradiation test. The total neutron
flux is shown as a function of the testbeam day. In addition, the daily run’s parameters (energy,

current, flux, and duration) are shown.

In Figure 3.18, the Day 2 neutron fluence is presented as a function of the board/ASIC distance, along with

the experimental setup for the same day.

Additionally, neutron fluxes were measured and verified by analyzing an activated 1151d +197 Au foil that

was exposed for 12 hours during a run. The neutron rate was monitored using a BF3 neutron countet, as

illustrated in Figure 3.19. The neutron rates remained constant over time during long runs.

Results

In this comprehensive study, the VMM3&VMM3a, integrated into the Mini-1 board, underwent rigorous

testing under a precisely defined 20, 22, 24 MeV neutron beam at vatious positions and fluence rates.
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Neutron Fluence (10mmx1mm) Day2 NSW Irradiation Test at Demokritos Lab, Athens, Day 2, 12 Jun 2018
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Figure 3.18: Neutron fluence as a function of the board/ASIC distance and the expetimental setup
for one particular testbeam day.
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Figure 3.19: Monitoring of neutron rate using a B '3 neutron counter. The neutron rates are constant
over time during long runs.

Throughout the experimental sessions, the SPI configurations were continuously read out every 12 seconds,
ensuring stable and consistent performance. Notably, even after exposing the system to a cumulative neutron
flux of approximately ~ 3.54 x 10! n/cm? over 71.6 hours, no SEUs were observed. This remarkable
outcome underscores the robustness and resilience of the VMM3&VMM3a configuration, validating their

suitability for high-radiation environments and critical applications.

3.4 Front-End LInk eXchange - FELIX

The keystone of the ATLAS DAQ system will be the FELIX. FELIX will essentially be a bridge between
the front end electronics of all ATLAS detector subsystems, and their corresponding backend components,
which will mostly be software based. FELIX consists of a custom PCle FPGA card hosted in a commercial
Linux server with a high-performance Ethernet interface card. Situated in the counting room, or Underground
Service Area 15 (USA15), FELIX connects to the frontend electronics of the ATLAS cavern via optical links,
ot GBT links, each one of which is running at 4.9 Gb/s. For the NSW case, FELIX will interface with the
frontend nodes over twenty four optical links. These links carry the GBT frame, which is 84bit wide. The GBT
protocol is a transmission scheme that involves radiation tolerant ASICs, capable of handling large amounts

of data for high energy physics experiments. Acting similarly to a network switch, FELIX routes these slow
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links individually between Front-end electronics and software processes on the network. It also distributes
the TTC signals, including the LHC Bunch Crossing clock, to all the NSW electronics. FELIX provides a
common platform for some ATLAS Phase-1 subsystems and will do so for all ATLAS subsystems in Phase-2.
For Phase-1, there are 60 FELIX FPGA boards in 30 servers. Phase-2 requires 40 additional boards (based on
24 input links per FPGA). Although the Phase-2 fibres reach USA15, the Phase-2 FELIX boards and servers
will not be installed until Phase-2.

Trigger, Timing and Control ATLAS
Trigger

FELIX Server

Upto 24
Optical Links

Slow Control Data

GBT
Interface DMA
(4.8 Gbps per link)

Tracking Data
Front-End

Device

e

Front-End : Back-End

Figure 3.20: Left: The FELIX BNL712 FPGA board, which the NSW will use for its needs. It
features a Xilinx® Kintex Ultrascale XCKU115 FPGA, a PCle connector to interface with the CPU
and the back-end network, and an optical coupler supporting up to 24 links. A dedicated mezzanine
board receives the reference clock and the trigger information from the ATLAS TTC system. Right:
FELIX and its relationship with other parts of the DAQ system.

3.5 GBTX

The GBTX is a radiation tolerant chip that can be used to implement multipurpose high speed (3.2—4.48 Gb/s
user bandwidth) bidirectional optical links for high energy physics experiments. Logically the link provides
three ”distinct” data paths for TTC, DAQ and Slow Control (SC) information. In practice, the three logical
paths do not need to be physically separated and are merged on a single optical link as indicated in Figure 3.21.
The aim of such architecture is to allow a single bidirectional link to be used simultaneously for data readout,
trigger data, timing control distribution, and experiment slow control and monitoring. This link establishes
a point-to-point, optical, bidirectional (two fibres), constant latency connection that can function with very

high reliability in the harsh radiation environment typical of high energy physics experiments at LHC. The

GBT GBT
*~——e
Versatile Link
& < D FPGA
Timing and Trigger <] /—> Timing and Trigger
A0 =&
DAQ ¢—> GBTX & Nt = <—> DAQ
Slow Control > A rp—
On-Detector Off-Detector
Custom Electronics & Packaging Commercial Off-The-Shelf (COTS)
Radiation Hard Custom Protocol

Figure 3.21: Link architecture with the GBT chip set and the Versatile Link optocomponents. [53]

development of the proposed link is conceptually divided into two distinct but complementary parts: the GBT
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link chips and the Versatile link opto components. The versatile link selects and qualifies appropriate fibres
and opto-electronic components for use in radiation. The GBT develops and qualifies the required radiation
hard ASICs. Embedded in the experiments, the receivers and transmitters are implemented by the GBT
chipset and the Versatile Link optoelectronic components. This architecture clearly distinguishes between
the counting room and front-end electronics because of the very different radiation environments. The on-
detector front-end electronics works in a hostile radiation environment requiring custom made components.
The counting room components operate in a radiation free environment and can be implemented by COTS
components. The use of COTS components in the counting house allows this part of the link to take full
advantage of the latest commercial technologies and components enabling efficient data concentration and
data processing from many front-end sources to be implemented in very compact and cost efficient trigger
and DAQ interface systems. The GBTX ASIC is part of the GBT chipset composed of the following chips: a
GBTIA, a GBLD, a GBT-SCA and the GBTX link ASIC that implements all the needed functions of the data
and timing transceiver. The GBTX is a highly flexible link interface chip with a large number of programmable

options to enable its efficient use in a large variety of front-end applications:

* Can be configured to be a bidirectional transceiver, a unidirectional transmitter or a unidirectional

receiver.
* Different front-end interface modes and options.
* Extensive features for precise timing control.
* Extensive Control and monitoring features.
* Very high level of error correction from SEU’s and transmission errors.

The general architecture of the GBTX ASIC and its main external connections are displayed in Figure 3.22.
In its generic configuration the GBTX connects to the GBLD laser driver ASIC and to the GBTIA trans-
impedance amplifier ASIC. The Clock and Data Recovery (CDR) circuit receives high speed setial data from
the GBTIA. It recovers and generates an appropriate high speed clock to correctly sample the incoming data
stream. The serial data is then de-serialized (that is converted in parallel form) and then DECoded, with
appropriate error corrections, and finally DeSCRambled (DSCR). This will sometimes be referred to as the
‘downlink’. In the transmitter part the data to be transmitted is SCRambled (SCR), to obtain DC balance, and
then encoded with a Forward Error Correction (FEC) code before being serialized and sent to the GBLD laser
driver. This will sometimes be referred to as the ‘uplink’. The configuration of the GBLD can be performed
via a simplified “I2C-Light” connection from the GBTX. A clock manager circuit takes care of generating
and manage the different high speed and low speed clocks needed in the different parts of the GBTX. A
programmable Phase Shifter is available to generate 8 external user clocks with programmable frequency and
phase. An external clock or an on-package crystal oscillator is used during start-up as a locking aid for the
CDR circuit and as a clock reference for the ASIC watchdog circuit. General control and monitoring logic
takes care of controlling the different parts of the chip according to the operation mode selected and the ASIC
configuration information. Initial configuration information is taken from the on chip e-Fuses that can then
be modified via the optical link itself or via an I2C slave interface. A JTAG interface is available for boundary
scan. Connections to the front-end modules or ASICs are made through sets of local Electrical Links (E-Links).
Depending on the data rate and transmission media used, E-Links allow connections that can extend up to a
few meters. E-Links use Low Voltage Differential Signaling, with signal amplitudes that are programmable to
suit different requirements in terms of transmission distances, bit rate and power consumption. The E-Links
are driven by a series of ePorts on the GBTX and are associated with E-link ports in the front-end modules.
The number of active E-Links and their data rate are programmable (see chapter 3 for further details). Parallel
front-end interfaces with different bit widths are valid sub-sets of the flexible E-Links.
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Figure 3.22: GBTX architecture and interfaces. [50]

GBT-SCA

The GBT-SCA ASIC [32] is an integrated circuit designed using a commercial 130 nm CMOS technology.
It plays a crucial role as part of the GBT chipset, dedicated to the distribution of control and monitoring
signals to the front-end electronics integrated into the detectors. The GBT-SCA establishes connection with
the GBTX ASICs through an 80 Mbps dual-redundant bidirectional data-link, known as the e-links.

Developed to accommodate diverse front-end ASIC requirements across vatious experiments, the GBT-SCA

offers a range of user-configurable electrical interface ports. These ports facilitate concurrent data transfer

operations, ensuring adaptability and versatility to meet the specific needs of different front-end ASICs in

various experimental setups.
The SCA ASIC integrates the following interface channels:

16 I2C Master Serial Bus Channels: The 12C channels offer individually programmable data transfer
rates from 100 KHz to 1 MHz. They support 7-bit and 10-bit addresses, single-byte and multi-byte 12C
bus transactions, and various transaction types (Read, Write, and Read/Modify/Write). Transactions
are initiated by user commands and executed by the channel’s state machines. Each channel can be

disabled individually to conserve power during inactivity.

1 SPI Serial Bus Master Channel: The SPI channel functions as a full-duplex synchronous serial
bus master with a single transaction length of up to 128 bits. It supports transfer rates up to 20 MHz,
implements standard SPI bus operating modes (00, 01, 10, and 11), and features 8 independent slave-
select lines. The SPI channel is protocol-agnostic, and user-specific protocols are implemented in

FPGA circuitry at the control room electronics. Power-down capability is available to conserve power.

1JTAG Serial Bus Master Channel: The JTAG channel supports bus transactions of up to 128 bits,
with longer transactions possible through segmentation. It includes an asynchronous reset line with
configurable pulse width. Similar to the SPI channel, the JTAG channel operates at frequencies from
156 KHz to 20 MHz, and the actual JTAG bus cycles are generated by FPGA circuitry at the control

room electronics. Power-down functionality is also provided.

1 Parallel Interface Adapter (PIA) Channel: The PIA channel features 32 General Purpose digital
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Figure 3.23: The GBT-SCA block diagram. [50]

10 lines, each individually programmable as input, output, or in tri-state mode. Input signals are sam-
pled and registered at the rising or falling edges of the system clock or an external strobe signal. Any
configured input line can generate an interrupt request to the control room electronics. The electrical
levels on all digital IO lines are 0V to 1.5 V.

* 31 ADC Channel: The ADC channel incorporates 31 multiplexed analog inputs. It consists of a
32-input analog multiplexer connected to a 12-bit ADC. One input is internally connected to the em-
bedded temperature sensor, and the remaining 31 inputs are available to the user. The ADC features a
switchable 10 pA current source, and its single-slope Wilkinson architecture ensures compatibility with
slow-varying parameters. The analog input range is 0 V to 1.0V, with a maximum conversion rate of
3.5 kHz and a maximum quantization error of 1 LSB. The ADC includes automatic offset cancellation
and gain correction circuitry. The gain calibration coefficient, stored on the on-chip e-fuse bank, can

be overridden by the user.

* 4DAC Channels: Four independent DAC channels with 8-bit resolution capable of generating voltage
signals in the range of 0V to 1.0 V.

The e-link port on the SCA ASIC implements a packet-oriented full-duplex transmission protocol based on
the HDLC standard (ISO/IEC 13239:2002). The structure of the HDLC data packet is shown in Figure 3.24

and consists of the following components:

* Frame Delimiter (SOF): A frame delimiter character composed of six consecutive *1s.” The HDLC
protocol employs the ”bit-stuffing” technique to ensure the uniqueness of the frame delimiter character.
A0 is inserted in any sequence of five consecutive ’1s’ at the transmitter side, and this trailing ’0’ is

stripped off at the receiver side.

¢ Address Field: An 8-bit address field.
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* Control Field: An 8-bit control field containing frame sequence numbers of the currently transmitted
frame and the last correctly received frame. It implements an acknowledgment handshake mechanism
between the SCA and the control room electronics. The control field is also used to convey three

supervisory level commands:
— CONNECT Command: Instructs the SCA e-port to activate and receive data, deactivating the
alternate redundant e-port simultaneously.
— RESET Command: Resets the SCA e-port, its internal FIFOs, and state machines.
— TEST Command: Sets the SCA e-port in loopback mode to facilitate link verification and
debugging operations in the field application.
* Data Payload Field: A variable-length data payload field.

* Frame Check Sequence (FCS) Field: A 16-bit frame checksum field calculated over the address,
control, and information field using the CCITT standard 16-bit CRC (Cyclic Redundancy Check).

All transmitted HDLC frames require the reception of HDLC response frames with positive acknowledgment.

Bits within the frame are transmitted from the least significant bit first.

8 bits 8 bits 8 bits 16 An bits 16 bits 8 bits
SOF Address Control Data FCS EOF HDLC frame
Down-link SCA frame: | ID | Destination | Command | Length ‘ Data |
Up-link SCA frame: | ID | Source | Error flag | Lenght I Data |
A A A A J
Y Y Y Y Y
8 bits 8 bits 8 bits 8 bits 16-Length bits

Figure 3.24: The structure of the HDLC data packet which the e-link port on the SCA ASIC imple-
ments a packet oriented full duplex transmission protocol.

3.7 Detector Resource Names

3.7.1 FELIX Resource Identifier

In this section, we explore the proposed architecture of the FelixID [54], shedding light on its structure, size,
and the rationale behind each component. The FelixID itself is envisioned as a 64-bit-wide field, intricately
divided into sub-fields, each dedicated to a specific system component, whether physical or logical. The
allocation of bits to each sub-field is determined by the anticipated number of instances of that component
within a singular instance of the parent field.

The development of the proposed FELIX Identifiers is anchored in several fundamental requirements

and overarching objectives:

1. Transparency in Internal Routing and Cabling:

* The internal routing and cabling of the FELIX system must seamlessly integrate with sub-detector
traffic. Changes to the internal cabling should necessitate no additional bookkeeping or process-

ing modifications on the part of the sub-detector.

2. Global Uniqueness:
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» FELIX Identifiers must be globally unique across the entire ATLAS system, ensuring that each

identifier serves as a distinct and unambiguous label.
3. Query Interface for Link Services:

* Every FELIX system should offer an interface enabling clients to query and ascertain the specific
links serviced by it. This information is denoted by FELIX Identifiers, contributing to an efficient

and transparent communication infrastructure.
4. Flexibility for Evolution:

* Identifiers should exhibit flexibility to accommodate the dynamic evolution of sub-detector ca-
bling and front-end electronics throughout their operational lifespan. This adaptability ensures

resilience to changes and upgrades within the system.

By adhering to these guiding principles, the development of FELIX Identifiers aims to create a robust and
scalable identification system that meets the intricate demands of the ATLAS project.

63 59 51 35 21 7 0

VersionlD DetectorID ConnectorlD LinkID TransportiD StreamID
(4 bits) (8 bits) (16 bits) (14 bits) (14 bits) (8 bits)

Figure 3.25: Structure of a complete FELIX Identifier (FID), with all sub-components indicated in
logical order.

The FID comprises several distinct sub-components, each playing a crucial role in delineating and organizing
the identifier space:

* VersionID: Reserved for the upper 4 bits of the FelixID, the VersionID is dedicated to denoting
the revision. This allocation ensures the FID’s capability to adapt to unexpected requirement changes

gracefully.

* DetectorID: A unique identifier assigned to each sub-detector. This sub-component facilitates the
differentiation and identification of individual sub-detectors within the FELIX system.

* ConnectorID: Serving as a counter, the ConnectorID signifies the specific trunk fiber under con-
sideration. This counter aids in tracking and distinguishing between different trunk fibers within the
system.

* LinkID: Assigned to differentiate between the various links delivered by each bundle, the LinkID sub-
component plays a pivotal role in managing and organizing the multitude of links within the FELIX
infrastructure.

* TransportID: This component demarcates the different E-links within the GBT link. The TransportID
serves as a key identifier for the individual E-links, contributing to the efficient routing and handling
of data within the GBT link.

* StreamID: Reserved for denoting a specific stream, the StreamID sub-component aids in the catego-
rization and organization of data streams. It allows for a systematic approach to handling and processing
data streams within the FELIX system.

The segmentation of the FELIX Identifier into these distinct sub-components ensures a structured and ef-

ficient organization of the identifier space, enabling seamless communication and identification within the
ATLAS project.
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63..60 59..52 51..36 35..22 21..8 7..0
Field Version |DetectorID ConnectorlD LinkID TransportID StreamlID
Width 4 8 16 14 14 8
Sub-field Trunk-ID (1.8) | MTP241D (1..12) | V | LinkID | E-link | Dir | Protocol
Sub-width 8 8 1 13 6 1 7

Figure 3.26: The format of the 64-bit FID for NSW.

NSW FID

The format of the 64-bit FID for NSW is:

The TrunkID and MTP24-ID fields within the ConnectorID are specific to the NSW subsystem. These
fields hold information tailored to the NSW configuration.

The E-1ink field corresponds to the low bit of the E-link in the 80-bit GBT wotd, divided by 2. For instance,
for EC = 112/2 = 56 and IC = 114/2 = 57. This aligns with the conventions used in the —I option of the
fupload and felink commands, with the exception of the factor of 2. The rationale behind this design
choice is to avoid defining a connection path using an E-link definition that includes the E-link width. This
is crucial because the same GBTx E-link input pin may be configurable for different speeds/widths. The
speed/width and other attributes of the E-link are exclusively defined by elinkconfig and should not be
duplicated in multiple places.

For example, the E-link whose data starts at bit 0 (denoted as =I 0) can be configured as a 2, 4, or 8-bit
E-link without necessitating any alterations to physical connections. Additionally, V=1 signifies virtual E-links,
Dir=1 denotes To-FrontEnd links, Protocol=0 corresponds to GBTx links, and StreamID=0 represents a
specific StreamlID.

3.7.2 NSW Naming Scheme

Proposed here is a geographical or logical naming scheme for NSW data sources and destinations. In this
subsection, the data sources and destinations are referred to as “Detector Resource Names” [54]. Detector
Resources, such as sSROC’s on FEB’s, SCA’s on FEB’s, and other boards, map to E-links. Detector Resource
Names allow subscribing to E-links by names that reflect their functional position in the NSW detector. This
is facilitated by using a FID and two databases, as described below:

* A mapping between Detector Resource Names to the fiber bundle (an MTP-24) from underground
identified by a visible label, the fiber number in the bundle, and the E-link on that fiber. The detector

group populates and maintains this database.

* A mapping between the FID (MTP-24 fiber bundle) and a particular FELIX server, FELIX FPGA
board, and the optical connector on the FPGA board to which the fiber bundle is connected. TDAQ

populates and maintains this database.

For NSW, the names of the possible locations and attributes are shown in the table below. To the right of
each are shown its possible values.

Detector Resoutce names are a string of location and attribute values, separated by ”’/”’s. For example: "MM-
A/VO/L1A/strip/S4/L3/R11/E3” refers to L1A data from Micromegas, Version 0, Endcap A, strips, Sector
4, Layer 3, Radial position 11, sSROC 3. All the numbers start from 0, preserving coherency with numerical
representation. In other words, sector numbers, for instance, are in the interval 0-15, corresponding to sectors
1-16 in the usual ATLAS ”Enumeration by the human eye”. So, sector 4 in the example corresponds to sector
5 in that enumeration.

The Detector Resource Name string should be used to identify OPC-UA SCA endpoints in the OPC-UA SCA
XML configuration file, i.e., the value of the OpcNodeId field. In preparation of the configuration file, the
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Figure 3.27: Description of the possible locations and attributes for the NSW Detector Resource
Name.

Detector Resource Name will be translated to an FID and stored in the XML configuration file. This means
that the value of the OpcServerIp field is not hard-coded in the file but rather the OPC-UA client should
use the FID to look up the OPC server’s IP address and connect to the standard OPC server port.

3.7.3 OKS Overview

The Object Kernel Support (OKS)[55] is a robust library designed to facilitate a straightforward, active, and
persistent in-memory object manager. Tailored for applications that necessitate the creation of persistent struc-
tured information with rapid access, OKS provides a flexible framework that does not require the complexity
of a full-fledged database system. This library finds its applications as the backbone of configuration databases
and real-time object managers in Data Acquisition and Detector Control Systems, particularly in areas such as
setup, diagnostics, and general configuration description.

OKS operates based on a comprehensive object model that encompasses support for various key features,
including objects, classes, associations, methods, inheritance, polymorphism, object identifiers, composite
objects, integrity constraints, schema evolution, data migration, and active notification. Class definitions and
instances ate stored in portable XML files, fostering portability and ease of management. OKS further enriches
its capabilities by providing query facilities, complete with indices support.

The library exposes a powerful C++ APl (Application Program Interface) and includes Motif-based GUI

applications for designing class schemas and manipulating objects with utmost convenience.

3.7.4 OKS Implementation in NSW

In the context of the NSW project, OKS is instrumental in managing crucial information related to Detector
Resource Names and FIDs. These details are stored in dedicated OKS files, exclusively earmarked for the
NSW. Accessible through the ATLAS Technical Network (ATCN) via the ATLAS Gateway (atlasgw), these
files are consistently available through the corresponding ATLAS Control room desk, in this case, the Muon
Desk.

The OKS files are organized under the relevant TDAQ release version, specifically located at:

/atlas/oks/tdaq-09-04-00/muons/segments/NSW/ELinks/

Each XML file is structured per sector and per detector technology, adopting a naming convention such as:
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NSW-Elinks-sTGC-C-S2.data.xml

Within each XML file, detailed information pertaining to each board is documented. For the Signal Condi-
tioning and Acquisition (SCA) path, each board’s SCA is delineated into two paths: the receiver (from-SCA
ot RX) and the transceiver (to-SCA or TX). Each SCA RX/TX is tepresented by an XML object class known

as SwRodInputLink, encompassing attributes such as:

* FelixId: This unique FELIX ID, described in a preceding section, is a 464 hex value containing FELIX

connectivity information.

* DetectorResourceld: This attribute denotes the unique ID corresponding to the specific board’s object,

represented as a u32 hex value.

* DetectorResourceName: A unique string value that signifies the resource name for the particular
board’s object.

A concrete example of an SCA object for the LIDDC board is provided in Appendix C. By combining the
RX and TX FelixId values, one can construct the complete FELIX addtess of the sTGC-A/V0/SCA/L1DD-
C/S0/1L0/P object.

If you have more text you’d like to improve or expand, feel free to provide it!

3.8 SCA Ecosystem

The software package[56] plays a critical role in providing a level of abstraction and a versatile interface to
handle all communication channels within the SCA. This software leverages the inherent hardware parallelism
among independent channels. To ensure reliability, the software undertakes essential bookkeeping for syn-
chronous communication and transaction tracking.

One of the paramount requirements is achieving optimal performance and minimal latency. This necessitates
incorporating features like request grouping to execute time-consuming operations, such as FPGA program-
ming, which involves transferring substantial data over the Joint Test Action Group (JTAG). Given the exten-
sive use of SCAs in detector systems, scalability is a crucial design consideration. Simultaneously, tasks related
to monitoring and control demand exceptionally high availability, approaching 100%, emphasizing the need
for robustness.

The software must exhibit adaptability to diverse communication scenarios within the SCA framework. This
includes support for a simulated chip, as well as communication interfaces for prototype board interactions
during development and testing phases. In the context of the final production system, the SCA software
establishes a crucial interface with the optical link receiver system, FELIX, through a dedicated communication
link known as netlO. This comprehensive approach ensures that the SCA software is not only performance-
driven but also flexible and resilient, catering to the multifaceted demands of large-scale detector systems. The
SCA Ecosystem, illustrated in Figure 3.28, is composed of the following key components:

* SCA Software[57]: This encompasses the SCA Software API designed for communication with the

SCA through various back-end interfaces.

* SCA OPC UA Server [58]: Serving as the middleware of choice, it facilitates the exchange of data

with the front-end systems.

* SCA Simulator: This middleware option is employed for data exchange with the front-end systems,

providing a simulation environment.

* UaoClientForScaOpcUa [59]: A library enabling clients to establish communication with the SCA
servef.

* fwSca [60]: This module plays a crucial role in automating the integration of server data into SCADA
systems.
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Figure 3.28: Overview of the SCA Ecosystem.

3.8.1 Software

The SCA Software package encompasses a core library organized into modules that implement the requisite
functionality across various layers. This library has been developed with the intent of providing flexibility
and easy adaptability to a myriad of systems, facilitated by its polymorphic HDLC back-end. The software
architecture of this library is elucidated in the block diagram presented in Figure 3.29.

Furthermore, within the SCA Software package, Demonstrators play a pivotal role. These tools directly lever-
age the library and serve a dual purpose: testing the functionality and conducting low-level diagnostics. As
an integral component of the package, an SCA Simulator has been developed. This simulator possesses the
capability to generate SCA traffic, replicating realistic SCA behavior. This functionality proves invaluable,

allowing for seamless development and testing procedures in the absence of physical hardware. The HDLC

SCA Software

ADC || SPI || 12C || GPIO || JTAG || DAC

Synchronous Service

HDLC Backend

SCA

Simulator e Sl

Figure 3.29: The SCA Software Library stack.

back-end within the SCA Software package serves as a versatile software abstraction of the backend infras-
tructure. Designed with polymorphism in mind, it accommodates diverse existing back-end implementations,
originally crafted for netlO (specifically tailored for FELIX-based systems), ScaSimulator, and the SCA evalu-
ation board via USB. This HDLC back-end operates independently of the actual SCA data provider, providing
a unified and polymorphic interface for sending requests and subscribing to replies.

This abstraction layer streamlines the handling of payload and establishes a standardized addressing scheme
across various back-ends. The synchronous service component is pivotal, managing transaction tracking,

time-out handling, and crucially, synchronization for multiple threads accessing the same SCA. It ensures full
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concurrency among SCA channels.

The SCA communication interfaces library, another integral part of the SCA Software package, serves as a
high-level abstraction library. It facilitates the control of user interface ports and the configuration of the
ASIC. Users can execute complex operations, such as SPI/I2C configuration of an ASIC ot programming a
Xilinx FPGA via JTAG, through simple API calls.

Additionally, the SCA Software package incorporates standalone low-level tools known as Demonstrators.
These tools leverage the SCA API to perform independent operations, like 12C write/read or ADC monitor-
ing. Demonstrators serve multiple purposes, acting as debugging and diagnostic tools while also providing
illustrative examples of SCA API usage, such as SPI configuration for a specific ASIC.

3.8.2 Quasar Framework

The Quasar (Quick OPC-UA Server Generation Framework)[61] stands as a robust OPC-UA server genera-
tion framework within the software landscape. This project encompasses a comprehensive software ecosystem
designed to offer OPC-UA supportt for distributed control systems. Leveraging Quasar, developers can model,
generate, and optimize OPC-UA servers, streamlining the development, deployment, and maintenance phases.
The framework extends its utility by enabling the generation and publication of OPC-UA client libraries for
end-users, fostering client-server chaining for enhanced flexibility.

Quasar has been employed to construct OPC-UA servers across diverse computing platforms, ranging from
conventional server machines to compact credit-card computers and even system-on-chip solutions. The
servers generated by Quasar exhibit versatility as they can seamlessly integrate into other software projects
written in higher-level programming languages such as Python. This integration facilitates efficient OPC-UA
information exchange within a control system.

One of Quasat’s notable strengths is its compatibility with various OPC-UA stack implementations, making it
an adaptable solution for both free and open-source contexts and commercial applications. In the context of
distributed control systems, where seamless data transfer between system components is imperative, Quasar
serves as an essential middleware solution. Its capabilities make it particularly well-suited for integration into
control systems based on the WinCC-OA SCADA platform, offering quick and efficient OPC-UA server in-
tegration.

| OPC-UA client | | OPC-UA client | | OPC-UA client |

i OPC-UAsserver
I generator framework

H s it Common
: XML (EXC;I(T;QY namespace Server
XML _r: . . e Logging items and meta-
1 configuration certificate namespace  information
co'nfig { handling) . p
file [ utilities

: User specific logic,

Device logic (custom code) Expected ~80/20

Hardware access layer (device 1/0)
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Figure 3.30: Overview of the quasar generic server framework components.

The DCS exemplifies a distributed control system, intricately organized as a hierarchical mesh of diverse com-
ponents. The middleware chosen to navigate this complexity must be versatile, portable, and high-performing.
For the ATLAS DCS, the OPC Unified Architecture (UA) has emerged as the standard middleware for device
integration. This selection is primarily attributed to UA’s object-oriented design and platform independence,
which aligns well with the system’s diverse data models.

To streamline development and minimize maintenance costs, a unified approach is adopted in creating UA

servers for various device types within the ATLAS DCS. Identifying common functionality across identical
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software parts, such as server startup code and logging implementation, has contributed to more efficient
development practices. A pivotal realization is that considering the data model as a parameter of a generalized
UA setver can significantly reduce development efforts. This data model, enriched with additional information,
is termed a “design.” With a sufficiently rich design format capable of describing complex subsystems, a
substantial portion of a UA server implementation can be automatically generated. Handwritten custom code,
referred to as “device logic,” becomes essential for providing high-level business logic and handling specific
subsystem types, like hardware access libraries or protocol implementations.

The layered structure of quasar is illustrated in Figure 3.30, providing context for the different layers. Access
to controllable devices or systems occurs through their specific access layer, often supplied with the respective
device. The device logic layer serves as the interface with the higher-level layers of quasar, comprising various
modules that address different functional aspects. The address space module, situated on the UA end of the
server, exposes data to UA clients and is implemented using a commercial UA SDK. A configuration module
facilitates address space and device instantiation, leveraging XML as the configuration format backed by XML
schema definitions. A generator (xsd-cxx) translates XML schemas into C++, producing actual instances from
configuration files. An additional subsystem named ’calculated items,” operating within the address space,
allows for the creation of new variables derived from existing ones using mathematical functions.

Quasar also includes optional modules like component-based logging, certificate handling, server metadata,

and embedded Python processing, enhancing its versatility and functionality.

3.8.3 OPC UA Server

The implementation of the SCA OPC UA server leverages the quasar framework, a powerful tool for the
efficient creation of OPC UA servers that streamlines the development process. The SCA OPC UA server
maximizes the capabilities provided by quasar, including features like calculated variables, various types of
variables, methods, and advanced threading mechanisms. The server architecture is designed to categorize
SCA channels into device classes, each corresponding to specific hardwatre functions such as 12C or ADC
interfaces.

In addition to the device classes, a Global Statistician module has been developed to aggregate and measure
general statistics across the entire setup, exposing these metrics to clients. Furthermore, an SCA Supervisor
software module is implemented to monitor the system’s state and provide supervisory functionalities, includ-
ing automatic recovery from communication losses with SCAs, SCA ID validation, and other administrative
tasks.

The structure of all quasar classes employed in the server is outlined in the quasar design diagram depicted
in Figure 3.31. To accommodate applications from different domains that need access to the same SCA sys-
tem for distinct purposes, the general SCA OPC UA server functions as a centralized hub for data flow and
synchronization. Simultaneously, specialized applications are decentralized (as illustrated in Figure 4.12), en-
suring manageable maintenance, dividing responsibilities among different communities, facilitating staging for
higher-level wrapper applications, and enabling interoperability between diverse clients. To facilitate the opet-
ation of the SCA OPC UA Server, users are required to provide an XML file that comprehensively describes
all potential SCA connections utilizing the object types outlined in Figure 3.31. The construction of these SCA
OPC UA XML files will be elaborated upon in the subsequent section.

3.8.4 OPC UA Clients

To facilitate the implementation of the concept, a dedicated C++ library, UaoClientForOpcUaSca, has been
generated using the quasar framework. This library serves the purpose of constructing specialized OPC UA
clients on demand. By leveraging the information derived from the design of the SCA OPC UA server, this
library provides a comprehensive interface to establish seamless communication with the server.

Applications within ATLAS benefit from this libraty, particulatly in the form of Trigger/DAQ OPC UA clients
employed for configuration purposes. Additionally, peripheral servers make use of this library to execute
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Figure 3.31: The quasar design diagram of SCA OPC UA server.

higher-level operations specific to sub-detectors. The overall architecture of the OPC UA SCA server, along
with an illustrative example of an SCA OPC UA client utilizing this library, is presented in Figure 3.32.
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Figure 3.32: The SCA OPC UA stack.

The server provides flexibility by accommodating the use of general-purpose test clients for diagnostic pur-
poses, exemplified by tools like UaExpert. Furthermore, the prevalent mode of interaction with an OPC UA
server within the DCS is through SCADA WinCC-OA based systems. These systems employ OPC UA clients
to establish connections with servers, fetching data and presenting it through a user interface. Typically, this
interface is deployed in a counting room where system monitoring is overseen by a designated shifter.

For WinCC-OA, the OPC UA connectivity is facilitated through a dedicated module, fwSca. This module
is constructed using code generated by quasar tooling and is an integral part of the SCA software suite. It
expedites integration by generating all the essential configuration on the WinCC-OA side, leveraging prior
information about the SCA OPC UA information schema.

3.9 SCA Connections

The primary function of the SCA is to distribute control and monitoring signals to the front-end electron-
ics integrated into the detectors. As outlined in the preceding section, the SCA encompasses the following

electrical interface ports:
« ADC

* GPIO
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. I2C
. JTAG
« DAC

In the context of the NSW project, these diverse interfaces serve distinct purposes for various chips. The
subsequent subsection will delve into the specific SCA configurations for each board, elucidating the con-
tentions[54] associated with each. The schematics for the NSW boards can be found in Appendix B.

3.9.1 SCA OPC UA XML

For the operation of the SCA OPC UA Server, the user needs to feed the server with the corresponding XML
file which describes the SCA object(s). As is shown in Figure 3.31, the XML must contain the board’s active
SCA connections:

* AnaloglnputSystem with the corresponding Analoglnput objects
* DigitallOSystem with the corresponding DigitallO objects

* SpiSystem with the corresponding SpiSlave objects

* I2cMaster with the corresponding 12cSlave objects

* JtagSystem with the corresponding XilinxFpga objects

Board SCA Connections

AnalogInputSystem

DigitallOSystem
SpiSystem
SpiSlave

TI2cMaster

IzcSlave

SCA OPC UA Server

JtagSystem

Figure 3.33: SCA connections of the Router board.

Thus, in the following subsubsections the procedure in order to construct and generate the SCA OPC UA
Server XML files will be described in details.

SCA Template

Given that the NSW project comprises nine distinct boards (MMFES, SFEB, PFEB, ADDC, LIDDC-MMG,
L1DDC-STG, Rim L1DDC, Pad Trigger, and Router), a total of nine unique SCA templates were designed.
These templates serve as XML references in the primary SCA OPC UA Server file. The dedicated directory
housing these SCA templates resides under the MUO DCS directory, precisely at:

/det/dcs/Production/ATLAS_DCS_MUO/muoNswEltxScaOpcConfigTemplates/SCA_*.xml

For example, the SCA template of the LIDDC-MMG is shown in Appendix C.
The AnaloglnputSystem block provides a detailed description of the SCA connections associated
with Analoglnput functionalities. The parameter “generalRefreshRate” (OpcUa_Double) signifies
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the refresh rate in Hz. All channels within this particular SCA undergo refreshing at this speci-
fied rate. A value of zero indicates that ADC refreshing is disabled for this specific SCA. The ”id”
(OpcUa_Byte) within Analoglnput represents the analog channel number, ranging from 0 to 31 in-
clusive. Notably, channel 31 is hardware-mapped to an internal temperature sensor. The “name”
in Analoglnput denotes the user-inputted name of the corresponding parameter. Additionally, ’en-
ableCurrentSource” (OpcUa_Boolean) in Analoglnput defines whether to enable the current source
during ADC conversion.

CalculatedVariable, as a ”’synthetic” variable derived from other ”real” variables in the address space,
can be declared under any object in the configuration file. The “name” of CalculatedVariable is the
last part of the address, while the “value” represents the analytical formula for calculating the vari-
able. It’s noteworthy that “applyGenericFormula” in CalculatedVariable allows the use of predefined
formulas defined in other template XML files.

Next, 12cMaster serves as the parent class for I2C slaves. The “masterld” (OpcUa_Byte) within
I2cMaster designates the I2C master channel of the SCA (I12Cx), ranging from 0 to 15. ”busSpeed”
(OpcUa_Ulnt16) represents the programmable data transfer rate of the I2C bus, with possible val-
ues including 100, 200, 400 and 1000 kHz. ’sclPadCmosOutput” (OpcUa_Boolean) in I2cMaster
defines the SCL. mode of operation. For the false case, the SCL pad operates as open-drain, where
SCL value equal to 0 forces the SCL line to DGND, and SCL value equal to 1 places the SCL line in
high impedance.

Moving on to 12¢Slave, ”addressingMode” (OpcUa_Byte) denotes either 7 for 7-bit addressing mode
(default) or 10 for 10-bit addressing mode. “address” (OpcUa_Byte) is the 12C slave address, allow-
ing values between 0-127 for 7-bit addressing mode. ”numberOfBytes” (OpcUa_Byte) in 12cSlave
signifies the option for single-byte or multi-byte 12C read/write bus operations. The “numberOf-

Bytes” is also indicative of the I2C slave address.
Since the SCA template have been constructed, it can be referenced in the final SCA OPC UA XML
file as:

<!ENTITY SCA_PFEB SYSTEM "/det/dcs/Production/ATLAS_DCS_MUO/muoNswEltxScaOpcConfigTemplates/SCA_L1DDC.xml">

SCA XML Object

The main part of the SCA OPC UA Servers consists of the SCA objects, as shown in Appendix C.
The SCA object is characterized by the following attributes:

* address: The address of the given SCA follows the ScaSoftware convention. The generic
form is netio-next://fid/felixIdTx/felixIdRx to connect using FIDs to Felix-star
using FIDs felixIdTx for the FromHost direction and felixIdRx for the ToHost direction
(both treated in hex, e.g., 0x16d1801001800000). It also supports:

simple-netio://direct/felixhost/portl/port2/elink to directly connect to Felix-
core on host felixhost, FromHost port portl (often 12340), ToHost port port2 (often
12345 or 12350), and Elink (treated in hex, e.g., ”3F”).

* name: The name is provided by the NSW following the Detector Resource Name, which has
been described in the previous subsections and is archived inside the OKS lists.

¢ idConstraint: Any value other than ”dont_care” will enforce a check against the connected
SCA ID. The connected SCA will not be accepted (and its initialization will be periodically
retried) until the values match.

* recoveryActionScaStayedPowered: Specifies what to do after communication to the given
SCA is recovered, and it seems that the SCA itself stayed powered (i.e., it hasn’t lost its settings).
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* recoveryActionScaWasRepowered: Specifies what to do after communication to the given

SCA is recovered, and it seems that the SCA itself lost power (i.e., it lost its settings).

* managementFromAddressSpace: Defines how to treat calls to the reset method in the

SCA’s address-space.

* &SCA_XXXX: Refers to the referenced SCA template.

3.10 XML Generator

The subsequent pivotal phase in the process involves the automation of the generation of XML files
for the NSW SCA OPC UA Server. To facilitate this, the NswXmlGenerator tool [62] was created,
empowering users to produce the required XML files. Developed as a straightforward Python API,
the tool allows users to generate SCA OPC UA Server XML files by providing inputs such as detector,

side, and sector.
The primary files associated with the NswXmlGenerator tool are as follows:

1.

generateXML.py: This is the main Python executable responsible for generating the SCA
OPC UA Server XML. It coordinates all the different steps of the procedure to produce the
tinal XML file.

setEnv.sh: This script sets the corresponding TDAQ release environment for both GPN
and ATCN networks.

setup.yml: It contains information about various directories such as OKS, SCA Templates,
felixSector JSON, and the XML path.

felixSectorMapping. json: A JSON-formatted file containing information about the FE-
LIX/OPC host and pott for all sectors of the MMG and STG detectors.

src: A folder containing various tools used by the main script. It includes general tools as
well as OKS and XML-specific tools.

tools: A folder with various standalone tools designed for performing standalone actions
or debugging various parameters.

Figure 3.34 shows the diagram of the NswXmlGenerator tool.
The analytical steps of the NswXmlGenerator tool are as follows:

1.

2.

3.

User Execution:

* The user executes the generateXML. py script, providing input arguments for the de-
tector, side, and sector.

Input Processing:

e The generateXML.py script collects user input, parses JSON and YAML files to re-
trieve required directories, and obtains the FELIX/OPC host and port mapping.

SCA RX/TX Pair Collection:

* The tool gathers all SCA RX/TX paits corresponding to the provided detector, side, and
sectof.
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+ OKS Dir

+ XML Path
* SCA Template Dir
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User Input
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Side
Sector

» | generateXML.py

FELTX/OPC/Host/Port
Mapping

Figure 3.34: Block diagram of the NswXmlGenerator tool which is producing the SCA OPC UA
Server XML files for the NSW .

4. SCA Checks:

* Various checks are performed on the list of RX/TX SCAs, including duplication checks,
consistency checks ensuring fromSCA and toSCA refer to the same object, verification
that fromSCA and toSCA have the same number of parts divided by the separator ’/’,
and a check for a specific number of board types per sector.

5. Organizing SCA List:

* The tool organizes the SCA list with L1DDC sorting to display which boards are con-
nected to the specific LIDDC.

6. XML File Generation:

* The final SCA OPC UA XML file is produced by constructing various XML blocks.
These blocks include the SCA reference template directories, the Git hash commit ID
of the OKS lists, the log level, the ADC samples, and the list of SCA objects.

The final SCA OPC UA Server XML file name (as shown in Appendix C) contains the FELIX host
and the port which the corresponding detector side sector SCA server is running:

ScalpcUaServer_pc-tdq-flx-nsw-mm-00_48020_MMG_A1l.xml

3.11 GPIO Bit-Banger

A significant challenge encountered with the frontend electronics of the NSW was the inability to
read back the ROC’s registers via the SCA’s I2C. Despite the successful configuration of the ROC’s
registers via the SCA’s I2C, a solution needed to be devised using low-level software tools. The
resolution came from the Central DCS, primarily led by Paris Moschovakos, who leveraged the
corresponding GPIO interface connected to the SCL and SDA lines of the ROC chip. Essentially,
by employing a batch of grouped requests, a simulated 12C communication could be established,
leading to successful reading of the ROC registers.

The newly designed tool, called GPIO BitBanger[58], is a crucial component of the SCA OPC UA
server, enabling certain time-critical digital interfacing using GPIO. This module validates com-
mands, considering the allowed pins declared in the server’s configuration file. Upon invocation
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(through method call), it prepares a batch based on the requested pins, values, and directions, for-
warding it to the SCA while awaiting replies. The maximum number of requests in a batch is cur-
rently limited to 254 due to constraints imposed by ScaSoftware. The time-critical aspects of
GpioBitBanger result from sending all SCA requests as a batch, expecting them to be treated as
a block on their route via netI0, felixcore, DMA, up to the FLX card. It is important to note
that while this feature is anticipated to work with any chosen SCA connectivity method (i.e., HDLC
backend), its time-critical properties are expected to be available only with netI0 HDLC backend
and only from certain versions of felixcore and with specific versions of FLX firmware.

The first step involves declaring a BitBanger module in the server’s configuration XML file. The
only required attribute is a name. The GpioBitBanger element must be declared as a child element
of DigitalIOSystem. Following this, the pins that the BitBanger is allowed to use need to be
declared.

<GpioBitBanger name="bitBanger">
<allowedPins>
<value>17</value>
<value>18</value>
<value>19</value>
<value>20</value>
</allowedPins>
</GpioBitBanger>

With the BitBanger now set up in the server, upon server start-up, we should observe the BitBanger
providing information about the allowed pins, as illustrated below.

2019-11-19 10:40.01.189187 [DGpioBitBanger.cpp:77, INF, BitBanger] BitBanger: initializing!

2019-11-19 10:40.01.189225 [DGpioBitBanger.cpp:88, INF, BitBanger] BitBanger: Allowed GPIO pin 17
2019-11-19 10:40.01.189246 [DGpioBitBanger.cpp:88, INF, BitBanger] BitBanger: Allowed GPIO pin 18
2019-11-19 10:40.01.189271 [DGpioBitBanger.cpp:88, INF, BitBanger] BitBanger: Allowed GPIO pin 19
2019-11-19 10:40.01.189290 [DGpioBitBanger.cpp:88, INF, BitBanger] BitBanger: Allowed GPIO pin 20

The BitBanger interface is supported by the UaoClientForOpcUaSca. To leverage the BitBanger
in the client, one should utilize the ToBatch library, which streamlines the usage of the BitBanger.
Through IoBatch, all the fundamental operations required for bit banging can be executed:

void addSetPins( std::map<uint32_t, bool> pinValue, uint32_t delay = 0 );

void addGetPins( uint32_t delay = 0 );

void addSetPinsDirections( std::map<uint32_t, direction> pinDirection,
uint32_t delay = 0 );

std: :vector<OpcUa_UInt32> dispatch();

Upon dispatching, the server will gather all the replies corresponding to the addGetPins requests, if
any, and return them to the client. These replies contain the contents of the SCA GPIO data register,
which is a 32-bit mask of all IO values. The IoBatch API offers additional functionality, such as
sorting out the relevant pins from the collected replies. For example, to print out the values read for
pin #1:
std::vector<bool> pinValues = repliesToPinBits( interestingReplies, 1 );
std::for_each(

pinValues.begin(),

pinValues.end(),

[1( const bool & pinValue )

{ std::cout << "Pin Value: Ob" << pinValue; }
);

3.12 FreeVariable

Another challenge in the NSW front-end electronics, particulatly with the VMM, was the limitation of
having only one monitor output channel per VMM. The monitor output of each VMM is connected
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to the same SCA analog input port, serving the purposes of monitoring and calibration. To capture
the corresponding monitor output, the user must conFigure the VMM with the following registers:

e Pulser DAC: sm = 1 & scmx=0 & sbmx=1 & sbfp=1

Threshold DAC: sm = 2 & scmx=0 & sbmx=1 & sbfp=1

* Bandgap reference: sm = 3 & scmx=0 & sbmx=1 & sbfp=1

¢ Temperature sensor: sm = 4 & scmx=0 & sbmx=1 & sbfp=1

The challenge with the common SCA ADC channel was that the Detector Control System (DCS)
would be unaware of the configuration status of the VMM. Following discussions with the Central
DCS, a new feature was introduced in the SCA OPC UA Server known as ”FreeVariable.” The
FreeVariable is an OPC-UA variable that can be added anywhere in the address space. It is not
governed by the server Design, and the server cannot directly communicate with this variable. A
free variable can always be written to by any OPC-UA clients. The required attributes for a free
variable are the name and the type (Boolean, Byte, SByte, Ulnt16, Intl16, Ulnt32, Int32, Ulnt64,

Int64, Float, Double, String).

Thus, a new field in each front-end board VMM SCA’s XML template was introduced:

<SpiSlave autoSsMode="true" busSpeed="20000000" 1lsbToMsb="false" name="vmmO"

sampleAtFallingRxEdge="true" sampleAtFallingTxEdge="false"

sclkIdleHigh="false" slaveId="0" toggleSs="true" transmissionSize="96">
<FreeVariable name="configurationStatus" type="Boolean" initialValue="false" />

</SpiSlave>

3.13 SCA Operation

Following Figure 3.1, we can simplify the SCA operation in the following Figure 3.35 . The system

BT

RN U —

|
|
!

I DCS Back-End

—! Monitoring
| OPC UA Client
I DAQ Back-End
5! Configuration
| OPC UA Client

. Calibration
| OPCUAClent

Figure 3.35: Simplified schematic of the NSW Electronics SCA operation.

can be divided into three main parts:

| Calibration Back-End '

1. On/Off Detector: Illustrates the on/off electronics. The SCA embedded on the electronics
boards is directly connected to various ASICs such as VMM, ROC, and TDS. Subsequently, the
board is connected via a twinax cable to the L1IDDC, which also hosts an SCA directly connected to
the GBTX ASIC. The connections between the L1DDC and the other boatds are described by the

e-links.

2. FELIX: Represents the actual FELIX host. The L1DDC is directly connected to the FELIX,
specifically to the GBT Receiver FPGA via a fiber known as the GBT Link. Inside the FELIX,
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the netio/netio-star software stack establishes low-level communication between the SCAs and the
FELIX FPGA. The SCA OPC UA Server, initialized with the produced XML files describing various
SCA connections, exposes all SCA connections as OPC UA objects in the SCA OPC UA Server
address space.

3. Back-ends: Comprises the DCS, configuration, and calibration back-end, which can communi-
cate via the network with all the SCAs. Each back-end acts as a distinct OPC UA Client, capable of
subscribing to the common SCA OPC UA Server to control and monitor the various SCA connec-
tions.

In summary, when all NSW DCS connections are available, we have the following parameters:

¢ DCS: Monitoring of over 100 000 parameters
* Configuration: Configuration of over 2 million registers

* Calibration: Calibration of over 10 000 parameters

The utilization of the various back-ends will be described in the next subsections.

3.13.1 FELIX/OPC Granularity

In the NSW project, the allocation of 7488 electronics boards is distributed across 28 FELIX ma-
chines. Specifically, 12 of these machines are designated for Micromegas, while the remaining 16 are
assigned to sTGC. Figure 3.36 provides an illustrative example of the MTP connections for NSW
Side A and outlines the allocation of SCA OPC UA Servers.

Micromegas sTGC
sector MTP OPC FELIX server MTP OPC FELIX server
A A
1 L 3 seo:/(;r L EF OPC sserver| FELIX
E OPC s?rbz(r E, F Server
2 -tdq-flx-nsw-stgc-00
20s 5 | server | petdg-flxnsw-mm-00 s g OPCserver pctdarflcnsw.stec
A OPC A
3 L £ server L EF OPC server| FELIX
z orc i server
4l s FELIX 3 . OPC server] pc-tdg-flx-nsw-stgc-01
B server B
m opC server A
c-tdg-flx-nsw-mm-01
5 L : server pc-tdg L EF OPCserver| FELIX
: opC (Wi server
61 s 3 . OPCserver] pc-tdg-flx-nsw-stgc-02
B server B
A A
7 L QIFE 1AL L OPC server| FELIX
E server server E F server
c-tdg-flx-nsw-mm-02
gl s E OPC | Pctdq s 50 OPC server] pc-tdg-fix-nsw-stgc-03
B server B
A A
9 L : seo:lir L 3 OPCserver| FELIX
3 FELIX SEN— E, F server
0] s OPC S s " loPCserver pc-tdg-flx-nsw-stgc-04
B server | pc-tdg-flx-nsw-mm-03 B
A | orc A
11 L 3 server L EF OPC server| FELIX
2 ohC e server
i c-tdg-flx-nsw-stgc-05
12 | s B server FELIX S B OPCserver) pc-tdq &
A opC server A
13 L pc-tdg-flx-nsw-mm-04 L OPC server| FELIX
E server EF
3 opC e Rt server
1| s 3 4 OPC server{ pc-tdg-flx-nsw-stgc-06
B server B
A | orc FELIX A
Bt E server server t E F OPCserver sFeErbZ(r
E pc-tdg-flx-nsw-mm-05 E F
6| s OPC s OPCserver] pc-tdg-fix-nsw-stgc-07
B server B

Figure 3.36: The FELIX/OPC mapping granularity of the NSW Side A.

For the SCA OPC UA Servers, a decision was made to adopt a detector sector granularity approach.
Consequently, each detector sector is associated with a dedicated SCA OPC UA Server. In total,
there are 32 SCA OPC UA Setvers, each running within a dedicated FELIX machine, interfacing
with the corresponding sector SCAs. The initialization of SCA OPC UA Servers, along with the



3.13. SCA Operation 109

felix-star processes, occurs during the boot of the FELIX host and is managed by corresponding
supervisor applications.

This sector-specific allocation of SCA OPC UA Servers has been chosen for reasons of performance
and maintainability, supported by extensive performance testing conducted over several years by
FELIX and SCA OPC UA Server experts.

A simplified representation of the FELIX/OPC mapping is provided in Figure 3.37. Using this table,
users can retrieve information on which FELIX host and port the SCA OPC UA Server for a specific
sector is running.

Sector FELIX_ host OPCUA_port

Al pe-tdg-fix-nsw-mm-00 48020
A2 pe-tdg-fix-nsw-mm-00 48021
—————— A3 pc-tdg-fix-nsw-mm-00 48022

i | DCSBack-End Ad tdg-f 01 48021
! -fIX-nsw-mm-|
: —— | Monioing | peca
| | OPCUACent | A5 pe-tdg-fix-nsw-mm-01 48020
L — 4
| AB pc-tdg-flx-nsw-mm-02 48022
| | | | A7 pe-tdg-fix-nsw-mm-02 48020
DAQ Back-End
! — | %ﬁm : AB  po-tdg-fix-nsw-mm-02 48021
I \ 1
( | AO2SCAOPC x - "
: ‘ _ L , A8 potdgfix-nsw-mm-03 48020
I ‘ —————— | A10  pe-tdg-fix-nsw-mm-03 48021
| Tt )
I ool Calibration Back E“‘, AN petdg-fix-nsw-mm-03 48022
I = — |
| | OPC UA Client | A12 pe-tdg-fix-nsw-mm-04 48021
N .- === J A13  poddg-fix-nsw-mm-04 48020

Al4 pe-tdg-fix-nsw-mm-05 48022
A15 pc-tdg-fix-nsw-mm-05 48020
A16 pe-tdg-fix-nsw-mm-05 48021

Figure 3.37: Simplified illustration of the FELIX/OPC mapping.

3.13.2 Performance Tests
Multiple concurrent component usage

Extensive tests were carried out to validate the performance of the SCA OPC UA Server and the
associated hardware, particularly under the scenario of multiple concurrent component usage. A test
program, implemented in Bash and utilizing the Uao client in C++, was deployed to expose and
quantify potential issues.

The primary objectives of the test were to saturate the SCA by performing the following operations:

* Calling the ”getConsecutiveSamples” method with N=10 k
* Reading GPIO

¢ Calling JTAG programming

* Reading a random register via SPI

This testing tool played a crucial role during each iteration of new FELIX firmware and software
releases, as well as updates to the OPC software. Its usage ensured a comprehensive evaluation
of the system’s robustness and performance under diverse operational conditions. The systematic
application of these tests has contributed to the refinement and optimization of the SCA OPC UA
Server, fostering its reliability in real-world scenarios.
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Micromegas Sector

The versatility of the SCA OPC UA Server is evident in its ability to cater to setups of varying sizes
and types, with a notable example being its deployment in the NSW upgrade project for ATLAS.
In this ambitious project, a total of 6976 SCAs are strategically distributed across different types of
front-end electronic boards. This extensive network of SCAs is efficiently managed by 30 FELIX
hosts, each equipped with 18 optical fiber connections, and a corresponding number of SCA OPC
UA servers.

During the early stages of integration, the SCA OPC UA server underwent rigorous testing against
a full sector slice of the NSW micromegas sub-system. This slice encompassed 8 detector layers,
each fully equipped with its front-end electronics, and served a total of 160 SCAs. Remarkably, a
single server successfully handled this comprehensive scenario, showcasing its adaptability and robust
performance.

The SCAs in the NSW project are categorized into three types, each featuring distinct functionality
and interfaces. The testing setup utilized a FELIX host powered by an Intel(R) Xeon(R) CPU E5-
1650 v4 @3.6 GHz. Within this host machine, the SCA OPC UA setrver seamlessly coexisted with
FELIX software.

In a constant-throughput scenario, a WinCC-OA SCADA application monitored the analog inputs
from a separate host. Simultaneously, three OPC UA clients were connected, providing essential
diagnostic capabilities. Transitioning to a burst traffic scenario, the server efficiently handled the load
imposed by an additional 128 configuration clients. These testing scenarios reflect the SCA OPC UA
Server’s resilience and efficiency in real-world applications, particularly in large-scale projects such
as the NSW upgrade for ATLAS. In scenarios where no configuration activities are actively pursued,

Board Name  MMFES ADDC L1DDC

Functionality ~ readout trigger data
aggregator ~ aggregator

SCA Numbers 128 16 16

ADC Inputs 15 10 9

Cal'culated 15 0 o

variables

I2C Master 2 6 >

I2C Slave 44+60 6 >

SPI Slave 8 ; .

GPIO 19 18 i

Figure 3.38: SCA channel usage in the ATLAS NSW micromegas full sector slice. The setup was

used to evaluate the performance of the server.

the SCA OPC UA Server continually serves the purpose of providing essential monitoring data from
the detector electronics. These monitoring data primarily involve analog inputs and represent the
baseline activity of the server. In a specific testing setup, the global request rate was measured to be
approximately 7800 requests per second for 2192 ADC inputs. Each analog input read involves two
SCA requests, resulting in an effective refresh rate of around 2 Hz per analog input. The CPU usage
of the server averaged at approximately 25%, and the utilized share of available physical memory
remained stable at 340 MB, showing consistency and independence from usage fluctuations.

The most demanding aspect, in terms of open sessions and process complexity, arises during the
configuration of the front-end boards. Emulating the cold start of the NSW micromegas detector,
a comprehensive sector configuration was executed alongside the constant-throughput monitoring
traffic. Throughout this process, up to 58 concurrent sessions were established from various OPC
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UA clients. The configuration clients engaged in programming the front-end electronics by inter-
leaving operations between GPIO, 12C, and SPI, accumulating approximately 2700 requests for each
SCA. The global request rate surged to around 35000 requests per second, and the instantaneous CPU
usage peaked at 218% (hyper-threading). Notably, the total time required to initialize all front-ends
was measured to be 10 seconds. This real-world testing scenario underscores the server’s capability
to handle high loads and complex configurations efficiently.

3.13.3 Monitoring

The monitoring back-end is integral to the DCS and the SCADA WinCC-OA project. This mon-
itoring system has been developed and will be comprehensively detailed in the subsequent chapter
under the ”Electronics” section. It is specifically designed to fulfill all the requirements for moni-
toring the extensive array of parameters, totaling over 100 000 in the NSW system. This monitoring
infrastructure is crucial for overseeing and managing the diverse aspects of the NSW setup, ensuring
robust and efficient performance.

3.13.4 Configuration

The NSW stands as a fully autonomous trigger and tracking detector system, equipped with a elec-
tronics setup, poised to tackle the challenges posed by increased instantaneous luminosity at the
High Luminosity LHC. Comprising over 60000 front-end ASICs and a few dozen FPGAs, the
NSW system requires efficient and rapid configuration before each experimental run. This frequent
configuration necessity, occurring multiple times a day, particularly pertains to the VMM, the primary
ASIC responsible for front-end signal pre-processing across 64 channels.

The configuration process involves handling a few kilobytes of data, encompassing channel-specific
thresholds, as well as global registers defining parameters such as gain and time-to-amplitude conver-
sion. To execute this configuration, the SCA’s SPI master comes into play, establishing communica-
tion with the eight SPI slaves within the VMMs. Additionally, the SCA’s GPIO interface functions
as an essential enable signal. A parallel scheme utilizes the SCA’s 12C interface for configuring the
TDS chip, responsible for timing and triggering, and the ROC chip, serving as a data buffer and
FIFO.

To streamline and organize the configuration of various elements within the NSW electronics, a
collaborative effort has led to the development of the NSWConfiguration software. This software,
implemented in both C++ and Python, serves as the official tool for configuration within the NSW
DAQ software. The entry point for NSWConfiguration is the NSWConfiguration class, where the
configuration objects’ structure is represented using boost: :property_tree or ptree.

The NSWConfiguration package boasts the capability to parse input JSON files, incorporating cor-
rection mechanisms for comments and handling pootly formatted JSON. This parsing process results
in an in-memory representation of the per-chip register configuration, facilitating the subsequent
steps in the configuration workflow.

For the configuration of the NSW electronics using the NSWConfiguration software, the config
JSON file must include three common configurations that are applicable to all front ends. These
common configurations are:

1. vmm_common_config: This configuration pertains to common settings for the VMM ASICs.

It encompasses parameters such as thresholds, gain, and other characteristics relevant to the
VMM functionality.

2. roc_common_config: The roc_common_config focuses on common configurations for
the ROC ASICs. This includes settings related to data buffering and acting as a FIFO (First-
In-First-Out) mechanism.
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3. tds_common_config: This configuration category, tds_common_config, is associated with
common settings for the TDS chip. The TDS chip is utilized for timing and triggering pur-
poses within the NSW electronics.

Each of these common configurations must provide essential information such as the OPC server
IP address and the OPC node ID associated with the specific front-end element. The structure of
these common configurations ensures consistency and coherence in the configuration process across
all front ends within the NSW system.

"MM-A/V0/SCA/Strip/S0/LO/RO" :{
"OpcServerIp": "pc-tdgq-flx-nsw-mm-00:48020",
"OpcNodeId": "MM-A/VO/SCA/Strip/S0/LO/RO"

¥,

The NSWConfiguration software comprises several components, and the main idea revolves around
the following key elements:

¢ ConfigReader: This component reads the configuration database and returns property tree
(ptree) objects. It serves as the entry point for reading a configuration database and dumping
its contents into ptree objects. The ConfigReader class is exposed to the user and is designed
not to depend on any other component.

¢ ConfigReaderApi: ConfigReaderApi is the base class for any reader API. It defines the in-
terface for various reader APIs and provides a set of methods that should be implemented.

* Frontend Specific Configuration Classes: These classes take ptree objects, manipulate
them if necessary, and create the bit configurations that can be sent to frontends. Depending
on the frontend type, specific methods, such as readFEB(), combine common and frontend-
specific configurations to generate the final ptree for the frontend. Configuration classes, like
FEBConfig, act as containers for configuration registers and are initialized by a ptree returned
from ConfigReader::read(std::string element).

» ConfigSender: This component communicates with frontends using the OpcClient and frontend-
specific configuration classes. It is the main class exposed to the user and hides the implemen-
tation details of OpcClient.

* UaoClientForOpcUaSca: These classes are used to read/write from SCAs using OpcUa.
Generated by the OpcUa team, this module is added to the software as a git submodule.
Periodically, one may need to checkout a new version, especially if a new frontend element is

added.

* OpcClient: OpcClient utilizes classes and methods from UaoClientForOpcUaSca to per-

form read/write operations on frontends. It selectively uses relevant classes from UaoClient-
ForOpcUaSca.

In the following subsubsections, detailed descriptions will be provided for the tools and implemen-
tations contributed to the NSWConfiguration.
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SCA Online Status, ID and address

The functions in order to read the SCA online status, the SCA ID and the SCA address have been
implemented (as shown in Appendix C).

Furthermore, a dedicated executable application has been developed to empower users with a seam-
less tool within the NSWConfiguration framework, facilitating swift retrieval of essential information.
Aptly named “app/read_sca_info.cpp,” this application serves the purpose of parsing uset-input
JSON files and promptly delivering key details such as the SCA online status, address, and ID for all
boards specified within the JSON file. The widespread utilization of this application at integration
and commissioning sites for the Micromegas & sTGC detectors attests to its effectiveness and user-
friendly design. Its implementation stands as a testament to the commitment to providing practical
solutions within the NSWConfiguration suite.

MMFES PCB Location

Addressing one of the paramount challenges within the NSW electronics, the quest for accurate map-
ping—essential for determining the precise geographical location of each front-end board—unfolded
as a critical pursuit. In the expansive landscape of the NSW project, boasting 7488 electronic boards
and over 1 million physical connections encompassing cables, twinax, and fibers, obtaining compre-
hensive geographical information emerged as indispensable. This information proved instrumental
in diagnosing actual hardware mapping discrepancies effectively.

The breakthrough solution materialized during the Micromegas detector’s design phase, wherein
PCB information was ingeniously incorporated into the physical PCB strips. These strips, intricately
linked to the MMFES, facilitated data retrieval through the SCA GPIO interface. This enabled vali-
dation of critical parameters such as Eta/Stereo orientation, Large/Small classification, PCB number,
and left/right positioning. Specifically, eight dedicated readout strips were designated to ascertain
the geographical location of the MMFES board. The ingenious integration of PCB design schematic,
coupled with a Lookup Table (LUT) for position identification, is vividly depicted in Figure 3.39. This
innovative approach not only provides a visual representation of the PCB design but also underscores
the significance of utilizing LUTSs for accurate position determination in the hardware landscape.

MMEES binary cod
Bit #7 — Not used na codaes
Bit #6 — “0” potential
Bit #5 — Small(0)/Large(1) sector
Bit #4 — Eta(1)/Stereo(0) Fee =gt
Left Right ETA STEREO ETA STEREO
pcBg xd11111 | 3F | na01111 | 2F | w1111 | 1F | no01111 | oF
PCBS 0111110 | 36 | »101120 | 26 | 011120 | 1€ | 001120 | OF
PCB7| xx111101 30 xx10 1101 20 xx011101 | 10 xx00 1101 00
PCB7 x111100 | 3¢ | x101100 | 2c | 011100 | 1c | x001100 | oC
PcBE xd11011 | 38 | na01011 | 28 | n011011 | 18 | x001011 | 0B
PCa6 011100 | 3A | 101010 | 2A | x012010 | 1A | x001010 | oA
PcBS| xx111001 | 39 | xa01001 | 29 | x011001 | 19 | x001001 | 08
PCBS x111000 | 38 | x101000 | 28 | x011000 | 18 | x001000 | 08
pcBa watom1 | 37 | waoom1 | 27 | woto1m1 | 17 | wo00111 | o7
Bits #0-3 — MMFES position pcB 210110 | 36 | x00110 | 26 | 010110 | 16 000110 | 06
PCB3| xx110101 35 xx10 0101 25 xx01 0101 15 xx00 0101 05
pCB3 x110100 | 34 | xa00100 | 24 | x010100 | 14 | x000100 | 04
PCB2| xx110011 33 xx10 0011 23 xx01 0011 13 xx00 0011 03
PCB2 xx11 0010 32 xx10 0010 22 xx01 0010 12 xx00 0010 02
pcB1| xa10001 | 31 | xa00001 | 21 | x010001 | 11 | x000001 | o1
PCB1 x110000 | 30 | x010000 | 10 | w1000 | 10 | xo00000 | 00

Figure 3.39: Left: The Micromegas PCB design schematic. Right: The MMFES binary code LUT.

An actual example of the MMFES location and the strips binary identification is shown on Figure
3.40. The board is placed on Large Sector, PCB 2, Left side and Layer 1 (Eta). Someone can easily
read the strips identification and get the binary ”11000010” and verify that it is placed on the correct
position according to 3.39.
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D

Figure 3.40: The MMFES placed on Large Sector, PCB 2, Left side and Layer 1 (Eta).

Since the PCB strips are directly connected to the MMFES8’s SCA, we had to add the extra GPIO
part on the MMFES SCA template as:

<Digitall0 id="0" isInput="true" name="mmfe8Id0"/>
<DigitalI0 id="1" isInput="true" name="mmfe8Id1"/>
<DigitalI0 id="2" isInput="true" name="mmfe8Id2"/>
<DigitalI0 id="3" isInput="true" name="mmfe8Id3"/>

Moving forward, a pivotal stride involves the integration of a tool within NSWConfiguration, offering
users the capability to effortlessly extract the geographical location details of any MMFES boards.
This quest materialized through the development of an application named “read_mmfe8_pcb_lo-
cation.cpp,” situated within the /app directory of NSWConfiguration. Operating with a common
JSON file as its input, the application systematically traverses all MMFES instances—either within
the predefined set or as specified by the user through the -n argument.

The core functionality lies in the application’s ability to correlate MMFES locations utilizing the cur-
rent SCA name (e.g.,, MMFES8_L1P1_IPL) or an impending Logical ID. This correlation is achieved
by cross-referencing the SCA GPIO data connected to the PCB binary code—an established code al-
ready deciphered by the Lookup Table (LUT). The strategic alignment of these components ensures
a seamless and efficient process of extracting valuable information about the geographical location of
MMFES boards. The integration of this tool stands as a testament to the commitment to user conve-
nience and the optimization of hardware mapping processes within the NSW electronics landscape.
However, the outcomes for Micromegas sector A16 proved to be rather disheartening, with only
five out of the 128 MMFIES8s being accurately read. The depicted results, while indicative of a limited
success rate, underscore the ongoing challenges and intricacies associated with pinpointing the pre-
cise geographical locations of MMFES boards within the sector. As the pursuit of optimal hardware
mapping and accurate geographical information remains a continuous effort, these findings serve as
a catalyst for further refinement and enhancement of the tools and methodologies employed in the
NSW electronics landscape. The commitment to addressing challenges head-on and iterating upon
solutions is paramount in the pursuit of a robust and reliable configuration framework. Following
extensive hours of debugging and code scrutiny, a critical revelation came to light: the mapping of
VMMs was inverted between the MMFES board design and the corresponding PCB strips. Specif-
ically, VMMO occupied the slot designated for VMM7, leading to a sequence misalignment in the
GPIOs. This revelation brought forth two significant challenges:

* Loss of 1 Bit: A bit, connected to GND and unmonitored via GPI1O, was rendered inaccessi-
ble, resulting in a perpetual loss.

¢ 4-Bit MMFES PCB Location Loss: An additional bit of the 4-bit MMFES8 PCB location was
forfeited due to this mapping inversion.

Consequently, the tool’s assessment underscored the inherent challenge of reliably extracting the
geographical location of MMFESs. This newfound insight emphasizes the critical importance of ex-
ercising utmost caution during the integration and commissioning of boards. The need for attention
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to detail becomes paramount to circumvent potential discrepancies arising from mapping intricacies,
ensuring a seamless and accurate configuration process.

ROC Registers Readout

The implementation of the NSWConfiguration was significantly enhanced with the introduction of
a crucial feature: the capability to read ROC registers through the Bit-Banger tool. This tool, en-
capsulated within the ”roc_register_readout” application, operates within the NSWConfiguration
framework. It empowers users to effortlessly read ROC registers for selected MMFES8s defined in
the provided JSON file. The tool orchestrates a read I2C transaction, sampling the register values,
transmitting them, and subsequently clearing the transaction. To validate the robustness of the pro-
gram, a comprehensive set of ROC registers was systematically read, encompassing the following
parameters:

¢ Address 1: Elink Speed

¢ Address 2: SROCO VMM connections

Address 3: SROC1 VMM connections

Address 4: SROC2 VMM connections

¢ Address 5: SROC3 VMM connections

VMM Capture Status

The internal architecture of the VMM Capture channel is illustrated in Figure 3.41. The process
begins with the deserialization of the VMM3 serial data stream (serial data i), transforming it into 10-
bit wide words (enc_data bus validated by the data_valid_des signal). The Comma Alignh module plays
a crucial role in aligning the 8b10b stream correctly, resulting in 8b10b symbols (10-bit enc aligned
data bus validated by the aligned and data valid align signals). These symbols are then decoded and
forwarded to the Assembler module through the 8-bit dec_data bus and the associated comma signal,
both validated by the dec data valid signal.

The Assembler module performs protocol and data integrity checks, pushing the valid LO packets
into the FIFO through the 33-bit wide assemble data bus validated by the fifo wr signal. If the FIFO
has only one available address (indicated by FIFO almost full), the current packet is truncated. The
logic of the VMM Capture module is synchronized with internal RO clock signals. Additionally, the
VMM Capture FIFO transfers input data into the BC clock domain. The writing of the L.O data can
be disabled using the fake VMM failure signal (from Config). The parity check can be configured as
even or odd using the even parity signal (from Config).

160 MHz TMR RO 40 MHz TMR BC

From Con fake_vmm_failure clock domain clock domain
rom Confi
o even_parity 1 €--T-->
1 -
aata enc_aligned_data dec_data assembl_data ’ fifo_data_o

n
-z 7, 7 [}
’1 8 33 33

seri: " ] <
i coMmma | %o VMM |dec_data_valid fifo_wr fifo_empty o &
=) DESER  |data_vaiid_deg data_valid_align ASSEMBL FiFo > %

ALIGN DEC - 7 o
comma 2, fifo_rd_i = &

7
{fifo_full,
fifo_almost_full} : m
vmm_dec_input_valid H
fifo_full 1 busy_on_limit_i
|
I
1

1"
20¥S woy pue oy

N
misaligned_err  aligned ort_tlec coherency_err incr_parity busy_on_almost_full busy_off_limit_i

To Config via additional logic busy_off_almost_full From Config

Figure 3.41: The internal architecture of a VMM Capture channel showing the evolution of the main
data buses that link its components.

Following the successful read of the ROC registers via the tool described in the previous subsubsec-
tion, the next step was the deployment of the VMM capture status ROC registers. For that reason a
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new tool was implemented under /app of the NSWConfiguration in order to give the ability to the
users to read the 8 VMM capture status ROC registers of selected or all the MMFESs of the provided
JSON file. For the ROC registers upon a read 12C transaction, their value is sampled, transmitted
and then cleared but this is not the case for the VMM Capture’s aligned bit that indicates the current
state of alignment.

The tool was used massively during the integration of the Micromegas & sTGC electronics in order
to spot any problem during the data taking procedure and especially at the Micromegas BB5 cosmics
stand. Also, the tool used as a base for the various checks which take place before the NSW data
taking.

FreeVariable

Now that the FreeVariable has been implemented and the “configurationStatus” of each VMM is
accessible as an OPC-UA object in the OPC UA address space via the SCA OPC UA Server, the
next step involves implementing the logic within the NSWConfiguration (as shown in Appendix C).
The function is an integral part of the primary ConfigSender application within the NSWConfigu-
ration framework, invoked during each configuration process of the NSW electronics. In its initial
phase, the function retrieves the relevant VMM registers as defined in the corresponding API. Sub-
sequently, the program conducts a verification check to ensure the accuracy of the retrieved VMM
registers. Upon successful validation, the VMM’s configurationStatus is then updated as follows:

* 1: When scmx==0 & sbmx==1 & sbfp==1 & sm==4 & reset!=3

¢ 0: For all the other possible combinations

Therefore, with the implementation of FreeVariable, the DCS back-end client gains real-time insights
into the configuration status of each VMM. This includes crucial information such as whether a VMM
is operating in temperature monitoring mode, allowing the DCS back-end to take appropriate actions
based on this dynamic status. A comprehensive overview of the DCS back-end implementation will
be provided in the subsequent chapter, specifically within the ”Electronics” section.

3.13.5 Calibration

The calibration procedures for the NSW can be categorized into three types, as illustrated in Figure
3.42:

* Phase Alignments: This crucial operation involves shifting the clock phase in relation to the
data to ensure accurate decoding.

* SCA-Based Calibration: In this calibration type, L1A data is not utilized. Instead, itleverages
the ADC implemented in the SCA to sample the Monitor Output (MO) of the VMM.

¢ Data-driven calibration: Through this type of calibration, several parameters can be ex-
tracted which can be applied on the data taken. The sequence of this calibration type involves
the full data-taking with L1A data.

Phase alignments

The primary clock source in the NSW electronics is the Bunch Crossing (BC) clock, distributed by
the ATLAS Trigger and TTC system [34]. Various clocks required for the operation of the NSW
electronics are derived from this BC clock. Given that data generated on one board may not be
synchronized with the clock needed for decoding on another board, a clock-data alignment process
becomes essential.

The alignment is necessary for several components within the NSW electronics:
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Figure 3.42: Left: The schematic representation of the NSW electronics setup illustrates the path-
ways involved in the SCA-based calibration process. Commands are transmitted through the OPC
client-server and FELIX to the on-detector electronics. The SCA ADC is then instructed to sample
the analog output of the VMM. Subsequently, the acquired data is transmitted back to the custom
data handler software. Right: The schematic representation illustrates the data-taking path in the cal-
ibration procedure. The partition configures the system via the OPC client-server through FELIX.
The TTC system is configured to produce a sequence of test pulses along with L1A and LOA signals.
The data captured during this process is then handled by the swROD. This comprehensive setup
ensures effective calibration and data acquisition for the NSW system. [34]

* ROC TTC Reception: The ROC ASIC receives and distributes the TTC stream. As the
stream lacks clear start and end markers, the BC clock undergoes a shift to ensure correct
decoding of the serial stream bits.

¢ VMM-ROC Data Line: The VMM transmits data to the ROC using a 160 MHz clock. When
not actively transmitting data, the VMM sends K28.5 idle characters. Although the ROC
provides the data clock to the VMM, the received signal is shifted concerning the transmitted
clock. To compensate for this, the ROC generates an internal copy of the clock that can be
appropriately shifted, ensuring correct data decoding. Detected errors during decoding are
flagged in a status register, allowing for subsequent readout.

* VMM-TDS Serial Stream: The VMM transmits charge information serially (6 bits after a
flag) to the TDS using a 160 MHz clock provided by the TDS. Similar to the VMM-ROC
scenario, the TDS maintains an internal copy of the provided clock, adjusted to correctly
decode the received data.

* VMM-ART Serial Stream: In this case, the ART receives the 6-bit address after a flag,
with the clock to generate the data provided by the ROC ASIC. Despite this, the ART ASIC
generates its clock. Leveraging a Phase Aligner, the data can be decoded by synchronizing
with the generated clock.

* GBTx: To deserialize the input data stream from, for example, the ROC ASIC, the GBTx
clock requires phase adjustment. To ensure accurate sampling of e-link data, GBTx features
phase aligner circuits, one per e-group with eight adjustable channels. The phase aligner op-
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erates in three modes: static, automatic phase tracking, and initial training with learned static
phase selection [32].

These alignment procedures ensure the proper functioning of the NSW electronics, enabling syn-
chronized and error-free communication among various components.

SCA-based Calibration

This type of calibration, known as SCA-based calibration, does not involve the L1A data [34]. In-
stead, it utilizes the ADC implemented in the SCA to sample the MO of the VMM. The MO is
physically routed on a connector on the front-end boards. The VMM is configured to copy the MO
to the Peak Distribution Output (PDO), which is then routed through a voltage divider to the SCA’s
ADC multiplexer.

The voltage divider is necessary since the MO output has a range up to 1.2 V, while the ADC of the
SCA has a 1 V range. The measured parameters obtained through this calibration are crucial for the
optimal configuration of the NSW electronics to acquire data efficiently.

The schematic in Figure 3.42 illustrates the involved components in this calibration procedure. The
configuration software transmits commands through the OPC client to the OPC server. Through
FELIX, these commands reach the front-end ASICs. Subsequently, the SCA is instructed to sample
the ADC line, and the data are made available through the OPC server to a custom data handler.
This calibration procedure enables the following types of measurements:

* Baseline Measurement and ENC Estimation: The Slow Control Adapter’s ADC employs
a single-slope Wilkinson architecture. The slow ramp is ideal for slowly varying parameters
but underestimates fast ones. To correct this, a correction factor is applied to establish the
real noise level on the detector.

* Measurement of Pulser and Threshold DAC Conversion: This measurement allows for
the conversion from DAC counts to millivolts. It helps apply the correct threshold to the
electronics, enabling the calculation of input charge.

* Channel Trimmers: This measurement enables the setting of individual 5-bit trimmers of
VMM channels. The goal is to equalize the amount of charge from baseline to the discrimi-
nation level across channels.

External measurements via the SCA can be made for each VMM channel’s analog output when
no signals are present at the channel input. These measurements provide insights into the channel
baseline (ambient level when no signal is present) and fluctuations about the baseline, offering a
measurement of inherent channel noise. Knowledge of both the absolute baseline and noise levels
allows for optimal threshold setting for the VMMs. Setting the threshold just above the baseline is
essential, defining the effective zero-level of an observable signal. In practice, the VMM threshold is
set a few times the magnitude of the measured noise above the baseline (typically six to nine times the
noise standard deviations). The SCA samples each channel’s baseline, and the noise level is obtained
from the width of the distribution of these measurements.

Data-driven calibration

Through the process of this calibration type, as outlined by [34], a multitude of parameters can be
extracted, enriching the dataset with refined insights applicable to subsequent data analysis. The
intricate sequence of this calibration involves comprehensive data-taking synchronized with L1A
data. The data generation is orchestrated through the internal VMM pulser, driven by a dedicated
TTC bit, ensuring synchronous operation across the entire system.
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Figure 3.43: Left: A typical plot produced during the SCA-based VMM calibration procedure. Right:
Baseline rms per strip for one layer of the Micromegas Small Sector C08. The layer used for the plot
is of the stereo type (with the strips orthogonal to the longitudinal axis of the double wedge). The
baseline rms values are indicative of the detector noise and depend on the input capacitance to each
electronic channel. As expected, the rms value is increasing as a function of the strip number and
the corresponding strip length. The dotted lines define the MMFES boards (16 in total), while bold
dotted lines define the PCBs (eight in total) of the layer. The noisy channels are defined as all the
channels above the red limits (1.4 times the board median), the dead channels are defined as all
channels below the blue limits (0.6 times the board median), while the channels between these limits
are defined as normal. Also, in each sector type, there are some standard unconnected channels that
are omitted in this plot. Furthermore, the effect of the decreasing length of the strips at the beginning
and at the end of the modules in the stereo layers can be observed in these areas.

For the seamless execution of this sequence, a dedicated partition is generated, encompassing the
configuration procedure facilitated by the OPC client-server. The pivotal role played by the TTC
system in this calibration is noteworthy, as it orchestrates the production of specific time sequences
of signals. These signals are instrumental in driving the VMM pulser, generating essential L1A and
LOA signals that facilitate the subsequent data readback process. The captured data are channelled
through an instance of the swROD, strategically decoupled from the ATLAS High-Level Trigger for
streamlined calibration.

This comprehensive calibration procedure unfolds various possibilities and avenues for in-depth
analysis, including:

¢ VMM gain calibration: This involves injecting varying amounts of charge into the VMM and
storing the resulting PDO. The gain of the electronics can be precisely established through this
process, offering valuable insights that can be leveraged to correct charge measurements. Ad-
ditionally, the calibration procedure presents an opportunity to measure time-walk phenomena
using the TDO data.

* TAC calibration: The VMM records, as TDO, a voltage level representing the amplitude of
the TAC. This calibration process initiates either at the peak or threshold and concludes at the
falling edge of the CKBC. The injected charge, guided by a specific time sequence through the
TTC, ensures synchronization with the system and the CKBC. To account for any skew in time
units introduced by the ROC ASIC, a series of steps are performed during this procedure. The
resulting TAC ramp measurements are invaluable, serving as a crucial reference to translate
ADC counts into meaningful time units.
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3.14. Contributions

3.14 Contributions

The electronic unit VMM was developed within the framework of the NSW upgrade and processes

the primary signals generated by the detectors during the muon detection, which include Micromegas
and sTGC. The doctoral candidate:

Participated in the characterization of the unit by performing tests and collecting data from
hundreds of units. Specifically, using prototype boards that integrate VMM and FPGA capable
of connecting to detection chambers and acquiring measurements from them, and that can also
be used without detection media, they checked the proper functioning of the VMM unit and
calibrated its different parameters.

The results obtained contributed to the improvement of the existing unit as well as the creation
of a new electronic unit.

Actively participated in 2 test beam periods at the Demokritos National Center for Scientific
Research, aimed at investigating the functionality of the unit under neutron beam irradiation
conditions and specifically the occurrence of SEU (Single Event Upset).

The data acquisition system of the NSW consists of many components, most of which are electronic

units responsible for transferring/extracting/receiving data from the detector to the storage systems
of the ATLAS experiment. The doctoral candidate:

Actively participated in the electronic system test weeks (integration weeks).

Developed tools for the parameterization of electronic system parameters and additionally
conducted studies for the parallel calibration of the electronic units acquiring the detection
signals using the VMM unit.

Parts of the detection system were exposed to cosmic rays in the BB5 building to verify their
proper functioning before installation in ATLAS. Within this project, the candidate developed
a variety of tools that supported the data extraction system of the detectors.

Supported the FELIX system, which manages data coming from the detector’s electronics
via optical fiber interfaces. Specifically, they developed tools for configuring the system’s
parameters and tested new versions with the support of the Central DAQ team of ATLAS.

Supported the GBT-SCA system responsible for the parameterization and monitoring of var-
ious units and parameters of the electronic boards. Additionally, they served as a mediator
between NSW and the Central DCS team of ATLAS for the development and optimization
of the SCA Ecosystem.

Developed tools for the recognition of the geographical location of electronic boards (MMFES)
in the Micromegas chamber.

Developed central tools for the acquisition and control of data and parameters of all electronic
boards in the context of communication through GBT-SCA and FELIX via the SCA OPC
UA Server.

Played a key role in defining the architecture of the data acquisition system for all electronics
and integrating them into the central data acquisition system of ATLAS.

In addition, the doctoral candidate contributed to the following published papers:
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* “Electronics Performance of the ATLAS New Small Wheel Micromegas Wedges at
CERN?”
DOI: 10.1088/1748-0221/15/07/C07002

* “Development of the Configuration, Calibration and Monitoring System of the New
Small Wheel Electronics for the ATLAS experiment”
DOI: 10.22323/1.397.0170

¢ “The New Small Wheel electronics”
DOI: 10.1088/1748-0221/18/05/P05012


https://iopscience.iop.org/article/10.1088/1748-0221/15/07/C07002
https://pos.sissa.it/397/170/
https://iopscience.iop.org/article/10.1088/1748-0221/18/05/P05012
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Chapter

Detector Control System

Due to its complexity and long-term operation, the ATLAS detector requires the development of a
sophisticated detector control system or otherwise DCS. The use of such a system is necessary to
allow the detector to function consistently and safely as well as to function as a seamless interface
to all sub-detectors and the technical infrastructure of the experiment. The central system handles
the transition between the probe’s possible operating states while ensuring continuous monitoring
and archiving of the system’s operating parameters. Any abnormality in any subsystem of the detec-
tor triggers a signal or alert (alarm), which alerts the user and either adapts to automatic processes
or allows manual actions to reset the system to function properly. In fact, it is a SCADA (Super-
visory Control and Data Acquisition) system that describes a class of industrial automatic control
and telemetry systems. The chapter includes a brief introduction to the ATLAS DCS, the SCADA
application which is used in order to create the various control stations and the OPC UA Servers
which are used for the hardware connectivity. A detailed description of the control stations, which
were developed for the needs of the the NSW integration and commissioning, will be presented. A
big part of the chapter consists of the description of the architecture and design concepts of the the
NSW Production Control System. The hardware infrastructure, the projects allocation and the OPC
UA Servers connectivity will be presented. A detailed presentation will be given for the Electronics
project which were developed for the needs of the MMG &STG electronics in order to achieve the
monitoring of more than 100 000 parameters. Lastly, the DSS project for the NSW safety will be
presented along with other NSW projects and the SCS overview project.
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4.1 ATLAS DCS

The ATLAS DCS (Detector Control System), as outlined in the references [40] and [63], was de-
veloped within the collaborative framework of the Joint COntrols Project (JCOP). This innovative
project is a joint effort between the CERN and DCS groups of LHC experiments, establishing uni-
fied standards for the deployment of DCS hardware. The foundation of this endeavor is the SCADA
system Siemens, WinCC Open Architecture [64], also recognized by its previous name PVSS. This
system serves as the cornerstone for all DCS applications within JCOP.

Ilustrated in Figure 4.1, the architecture of the DCS [65] [29] can be dissected into two primary com-
ponents: the Front-End (FE) equipment and the Back-End (BE) system. The FE encompasses DCS
equipment, including custom made electronic systems and associated services such as high-voltage
power supplies and cooling circuits. On the other hand, the BE system leverages the WinCC-OA
software, seamlessly integrating front-end control systems into the JCOP framework. This inte-
gration facilitates the installation of standard hardware devices and the implementation of uniform
control applications.

Communication between the two ends of the DCS primarily transpires through the industrial proto-
col bus CAN, with the OPC communication standard serving as a crucial software protocol. The BE
system operates hierarchically across three levels: Local Control Stations (LCS), Sub-detector Con-
trol Stations (SCS), and Central Control Stations (Global Control Stations (GCS)). In its entirety,
the BE comprises over a hundred computer stations interconnected within a distributed system.
WinCC-OA manages communication between subsystems via a local area network.

A distributed Finite State Machine (FSM) serves as the comprehensive hierarchy of the BE system.
This FSM integrates more than 10 million data elements into a singular tree structure, ensuring the
proper operation and efficient handling of errors at each operational layer. The cornerstone of this
system is the datapoint (DP) structure, functioning as the global variable network. Fach element
within this structure possesses a unique name and configurability. Special DPs facilitate the extraction
of data from hardware components, updated through the OPC client-server communication interface
[66].

The collaborative efforts within the JCOP framework, coupled with the advanced architecture of the
ATLAS DCS, underscore the commitment to excellence in the realm of detector control systems for
cutting-edge scientific endeavors.

4.1.1 Building Blocks
Front-End

The DCS FE equipment had to meet common requirements such as low cost, low power consump-
tion, and high I/O channel density. For equipment interconnection, the CAN industrial field-bus
and the CANopen protocol is used wherever possible and appropriate. Electronics in the detector
cavern had to allow for remote firmware upgrades, be insensitive to magnetic fields, and be tolerant
to radiation exposure expected during the experiment lifetime.

* ELMB: A low-cost custom-built I/O concentrator, the Embedded Local Monitoring Board
(ELMB) was developed as a common solution for interfacing custom designs to the DCS.
The ELMB board (50 x 67 mm?) features a 8-bit 4 MHz micro-controller with 64 analog, 32
digital channels and a CAN bus interface. The board is tolerant to strong magnetic fields and
radiation hard for integrated doses up to 50 Gy. Furthermore, the ELMB can be embedded
within custom designs and has a modular, remotely extendable firmware with a general purpose
CANopen I/O application. More than 10 000 ELMBs ate in use within all LHC expetiments
and over 5000 alone within ATLAS.
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Figure 4.1: Graphical representation of the DCS architecture of the experiment ATLAS divided into
three levels: GCS, SCS and LCS.

¢ Standardized Commercial Equipment: The industrial standard Versa Module Europa (VME)

is used to house electronics. For all crates, monitoring is implemented for temperature and
general status information as well as power and reset control. The detector components are
powered by different types of industrial power supplies featuting control of voltages/ cutrents,
over-voltage/current protection, and thermal supetvision.

Back-End

* DCS Control Station PC: The hardware platform for the BE system are industrial, rack-

mounted server machines. Two different standard machine types, one for applications re-
quitring good I/O capability, a second for processing-intensive applications with I/O via Eth-
ernet connectivity. Both models feature redundant, hotswappable power supplies and disk
shadowing.

PVSS: The SCADA package PVSS (re-branded to SIMATIC WinCC-OA) is the main frame-
work for the BE applications. Four main concepts of PVSS make it suitable for a large scale
control system implementation.(1)Generic types of control process templates may be used de-
pending upon the type of the required application avoiding unnecessary overhead. (2) Each
PVSS application uses a local database for the storage of control parameters providing synchro-
nized access for all connected processes. Data processing is performed with an event-based
approach and data is made persistent by archiving selected DCS parameters to an external Or-
acle database. (3)Different control systems can be connected via LAN to form a Distributed
System allowing for highly scalable remote data access and event notification. (4)A generic Ap-
plication Programming Interface (API) allows to further extend the functionality of control
applications.

Front-end interface software: For interfacing the front-end devices with PVSS, the industry
standard OPC was chosen. Commercial equipment manufacturers as well as developers of
custom devices provide the OPC servers for which PVSS provides an OPC client. For the
ELMB CAN bus readout and control, a dedicated CANopen OPC server has been developed.
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Device types for which OPC could not be used due to maintenance or platform constraints
(OPC is limited to MS WindowsTM), custom readout applications were interfaced to PVSS
using the CERN standard middle-ware DIM PLCs are interfaced to PVSS via Mod-Bus.

* The Finite State Machine Toolkit: The JCOP FSM provides a generic, platform-independent,
and object oriented implementation of a state machine toolkit for a highly distributed environ-
ment, interfaced to a PVSS control application. The attributes of an FSM object instance are
made persistent within the associated PVSS application database. This allows for archiving
of the FSM states and transitions, and integration of the FSM functionality into PVSS user
interfaces.

4.1.2 Control Hierarchy

The complete DCS BE is mapped onto a hierarchy of FSM elements using the FSM toolkit. State
changes are propagated upwards and commands downwards in the hierarchy, allowing the operation
of the complete detector by a single FSM object at the top level. A fixed state model (see Figure 4.2)
has been applied, reflecting detector conditions for which physics data taking is optimal (READY)
or compromised (NOT READY), or the detector has been turned off (SHUTDOWN). A special
STANDBY state is reserved for detectors with intermittent stage for unstable beam conditions. The
state UNKINOWN is used when the actual condition cannot be verified. TRANSITION signals a
transient state, e.g. ongoing voltage ramps. The actual state of these logical objects is determined by
the states of the associated lower level objects (children) via state rules. The lower level objects may
follow a more sub-system-specific state model for which guidelines exist. For each critical parameter,
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Figure 4.2: State & status model of the ATLLAS DCS high level objects.

alarms can be configured and are classified into one of the severity Warning, Error, or Fatal. To
avold the accumulation of a large number of alarms on the user interface, a masking functionality
has been added to hide past occurrences e.g. after a follow-up has been initiated. Each FSM object
in the lowest hierarchy level has an attribute called Status which assumes the highest severity of
alarms active for the respective device. The Status is then propagated up in the FSM hierarchy and
thus allows for error recognition within the top layers of the detector tree and permits to identify
problematic devices by following the propagation path downwards. The DCS is operated from two
primary, remotely accessible user interfaces — the FSM Screen for operation of the detector Finite
State Machine hierarchy and the Alarm Screen for alarm recognition and acknowledgment. Static
status monitoring is provided by web pages on a dedicated web server allowing to quickly visualize all
high level FSM user interface panels world-wide and without additional load of BE control stations.

413 FSM

Each FSM node within the ATLAS DCS is assigned a unique name, derived from the subsystem
name and its designated functionality, aligning with the established conventions of ATLAS DCS. The
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specification of the state of each node is determined by a corresponding internal DP. The type of
FSM object, showcasing the fundamental functionality of the node and its components, is contingent
upon the functional purpose and position of the element within the hierarchical architecture of the
DCS.

The primary graphical user interface of ATLAS DCS, encapsulating all subsystems in a comprehen-
sive hierarchical FSM structure, is displayed in Figure 4.3. This FSM adheres to a stringent hierarchi-
cal framework, establishing parent-child relationships. In this construct, commands traverse from
parents to children, while feedback and statuses flow from children to parents. This hierarchical ap-
proach ensures exceptional efficiency when issuing commands that belong to all children; a command
directed at a higher node inherently summarizes the status of all nodes within any generation.

Each node within this framework is initialized in a predefined state and exclusively accepts predefined
commands in accordance with the FSM type to which it belongs. This systematic approach not only
streamlines command transmission but also enhances the overall coherence of the DCS, contributing
to a robust and reliable control system for the intricate components of the ATLAS experiment.
The fusion of unique naming conventions, precise hierarchical structuring, and predefined states
manifests a complex control architecture that is fundamental to the success and precision of the
ATLAS DCS.
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4.1.4 Panels

The fundamental principle guiding the design of the ultimate Operator Interface (OI) for the ATLAS
DCS is the consolidation of all relevant information into a single, easily navigable window. The
intention is to enhance human-machine performance by eliminating the need to scout information
across multiple windows within the process control system.

To achieve seamless navigation through the diverse levels of the FSM hierarchy, a comprehensive
user interface has been developed. This interface comprises a singular frame, divided into five con-
stituent parts, as illustrated in Figure 4.4. This design ensures that all DCS information is readily
available in parallel, fostering a holistic and efficient user experience.

The operator screens are composed of two distinct segments: the FSM screen and the Alarm screen,
each boasting a resolution of 1280 x 1024. The FSM screen is embodied by a WinCC-OA panel
with fixed dimensions spanning the entirety of the screen. Within this panel, numerous modules
are incorporated, presenting the behavior of the system and enabling control at various levels of the
DCS hierarchy.

The FSM Module takes center stage, displaying the STATE and STATUS of a FSM node along with
its offspring, encapsulating all FSM functionality within a limited space. In instances where numer-
ous FSM children exist, a scroll bar dynamically appears, facilitating smooth navigation through the
expansive hierarchy. This strategic design choice ensures that the wealth of DCS data is efficiently
accommodated within a single display, fostering a user-friendly and comprehensive overview of the
intricate control system governing the ATLAS experiment.
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Figure 4.4: FSM operator screen components.

The FSM operator screen consists of the following modules:

* Main Module: Its dimensions are 859 X 866. This is the main panel for the selected FSM

node, this can be a SCS, a HV (High Voltage) system, etc. Two dollar parameters are passed
from the FSM Module to the Main Panel ($node and $obj).

* Secondary Module: Its dimensions are 381 X 390. The purpose of this is to keep a main view
of a certain sub-detector while studying more in detail a problem that triggers deeper in the
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hierarchy. Thus, it is needed to create an additional panel with a summary of the information
presented for each main panel. Two dollar parameters are passed from the Main Panel to
the Secondary Panel ($node and $obj). Optionally, the secondary module is used to display a
3-dimensional view of the detector DCS objects.

In both Main and Secondary module, the developer has full FSM functionality (i.e. one can send FSM
commands, change the partitioning mode, etc.). This also means that within a certain workspace (i.e.
a HV system) information related to any other workspace (i.e. cooling) could be displayed. Using the
navigation functionality the operator can jump from one workspace to another using any of both,
main and secondary modules.

4.1.5 Alarm Screen

The Alarm Screen, exemplified in Figure 4.5, serves as a real-time display presenting a dynamic list
of active alarms within the designated ATLLAS DCS system. These alarms are triggered in response
to malfunctions in one or multiple hardware or software components, with severity categorizations
ranging from WARNING to ERROR and FATAL. Importantly, the occurrence of an alarm is im-
mediately reflected in the status of the corresponding FSM node.

This alarm scheme is crucial for swift detection by shifters and facilitates the efficient response of
experts to potential issues that may arise during routine operation. Alarms are classified based on
severity, enabling prioritized attention to critical events. The Alarm Screen user interface is designed
with features that permit filtering based on various attributes, such as the corresponding system,
description, severity, and time. Additionally, it provides the capability to query the alarm history of
a specific system, encompassing all the aforementioned features.

This tool proves to be indispensable for the safe and efficient operation of the ATLLAS detector. It not
only empowers shifters with real-time awareness of potential issues but also offers a comprehensive
history and filtering options that enable experts to conduct in-depth analyses and investigations.
The Alarm Screen stands as a pivotal component in the variety of tools ensuring the robustness
and reliability of the ATLLAS DCS, emphasizing its significance in maintaining the high-performance
standards of this complex scientific experiment.

4.2  WinCC Open Architecture

WinCC-OA stands out as a versatile software package designed primarily for the supervision and
control of technical installations, employing a comprehensive graphical interface to visualize and
simulate diverse modules. The software plays a pivotal role in implementing and managing intricate
processes, offering an interactive communication environment that interfaces with hardware. This
interaction enables real-time monitoring, seamless command transmission, efficient alarm handling,
and the storage of operational history.

The selection of WinCC-OA by the JCOP committee was a strategic decision driven by its widespread
adoption and proven efficacy in constructing automated control systems within the development and
experimental domains at CERN. The tool’s established track record and familiarity among develop-
ers and experimenters within the CERN community underscored its suitability for the ambitious
requirements of the JCOP.

By leveraging the capabilities of WinCC-OA, the ATLLAS DCS benefits from a robust platform that
not only streamlines the visualization and control of technical installations but also facilitates seam-
less integration with the wider framework of the JCOP. This strategic alignment with a widely used
and trusted tool exemplifies the commitment to efficiency, reliability, and interoperability within the
landscape of CERN’s experimental endeavors.
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Figure 4.5: The alarm screen of the ATLAS DCS.

4.2.1 Architecture

The underlying philosophy of a WinCC-OA system revolves around its core components, which
are managers, engaged in communication through a dedicated WinCC-OA protocol, TCP/IP. Ad-
ministrators play a key role in shaping the data and only transmit it for modification to the Event
Manager, which stands as the central hub of the system. Additionally, guides can be configured to
transmit data to the event handler whenever a significant change occurs. Consequently, in a propetly
configured system, there is virtually no data traffic impediment during steady-state conditions, i.e.,
when the process variables remain unchanged.

In essence, the architecture ensures a seamless flow of information by centralizing the modification
process through the Event Manager. This design minimizes data traffic during stable operating
conditions, enhancing the overall efficiency and responsiveness of the WinCC-OA system.

A typical WinCC-OA application encompasses several managers, each fulfilling specific roles, con-
tributing to the robustness and effectiveness of the system. The graphical representation of these
managers provides a visual overview of their interplay and reinforces the comprehensive nature of
the WinCC-OA system’s architecture. This thoughtful integration of components aligns with the
commitment to optimal performance and reliability in the dynamic realm of process control and
monitoring.

* Event Manager (EVM):

— Responsibility: Central processing center of WinCC-OA, handling all communications.

— Functions:
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Sends/receives data from drivers.

Transfers data to Database Managers for storage.

*
*

* Distributes data to relevant Managers.

* Maintains the process image in memory (current values of all data).
*

Manages system alerts and alarms.
* Drivers:

— Responsibility: Implements communication protocols with hardware.
— Functions:

* Provides connections to external devices using templates like OPC, ModBus, etc.
* Allows instant editing and modification during operation.
* Streamlines data flow, performs value conversion, and communicates with drivers.

* Provides an application programming interface (API) for creating new interfaces.
* Database Manager (DBM):

— Responsibility: Links WinCC-OA to the database.
— Functions:

* Records latest system values and alerts.

* Stores historical data.

* Accesses the database using SQL language.

* Supports optimized versions of RAIMA and Oracle.

* User Interface Managers (UIM):

— Responsibility: Visualizes messages from the Event Manager.
— Functions:

% Retrieves or sends hardware data to/from the database.
* Runs in a deployable state (PARA) for configuring DPTs/DPs.
* Uses GEDI for the graphic editor to design panels.

* Includes libraries, allows adding plugins and panels, and provides a script editor for
code writing.

* Control Manager (CTRL):
— Responsibility: Allows development of algorithms for graphic design, decision making,
command generation, and data processing.
— Programming Language: CTRL (based on ANSI-C syntax with modifications).
— Features:

* Algorithm development with a vast library of functions.

* Unique syntax features like absence of pointers and special processing strings.
¢ API Managers:

— Responsibility: Enables users to build a library of algorithms in CTRL and integrate
them into the system.
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¢ Archive Managers:

— Functions: Allow users to archive data for later retrieval and examination. Configura-

tion options are available for selecting which data to store.

¢ ASCII Managers:

— Functions: Facilitates exporting/importing project configurations (DPTs/DPs) to/from
an ASCII file. Users can selectively exportitems, making integration into existing projects

more user-friendly.

In WinCC-OA a system is an application containing a Event Manager, a Data Manager as well as a
number of other managers, user interfaces and other things that run only when they are called. This
allows the system to be easily adapted to each usetr’s needs and managers to open or close without
having to restart the entire software. This specific structure and communication through a common
protocol TCP/IP enables distributed systems to be created on a single computer network by shating
the burden on multiple computers and separating functions by creating a distributed system.
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Figure 4.6: The architecture of a typical WinCC-OA system and the set of managers it consists of.

4.2.2 Basic tools of WinCC-OA

Database

Data processing and communication among managers within WinCC-OA adheres to an object-
oriented paradigm, where the cornerstone of the system is formed by datapoints. At the apex of
this hierarchical structure are Datapoint Types (DPT), serving a role analogous to classes in a radial
terminology. These DPT's correspond to either a mechanical system or an integrated assembly of
their sub-units. Objects within the system possess Datapoints (DP) that reference a collection of

properties or devices within the control system.
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The repository of all Datapoint information resides in Datapoint Elements (DPE), with each DPE
representing a specific value or state. Through Datapoint Attributes (DPA), valuable information
can be extracted to either modify a state or alter various variables. This modular and hierarchical
approach allows for a highly flexible and customizable structure, empowering users to define, modify,
and create their own configurations through the intuitive PARA Database Editor of WinCC-OA.
Moreover, users have the privilege of specifying diverse settings for notifications or establishing con-
nectivity with various devices or archives. This is achieved by seamlessly incorporating configuration
files (configs) into the respective DPEs. The adaptability and extensibility of this structure underscore
the user-centric design philosophy, allowing for the seamless integration of tailored configurations
and facilitating a dynamic and responsive control environment.

To visualize this intricate structure, Figure 4.7 provides a glimpse of the PARA tool, offering an
insightful depiction of its interface. Additionally, it includes an example showcasing the structured
hierarchy of a Datapoint Type (DPT), highlighting the practical implementation and organization of
this versatile and powerful data processing system. The FieldPoint is DPT, which consists of four
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Figure 4.7: The PARA Database Editor of WinCC-OA and an example of a DPT’s structure.

Structure Elements (Modules). Each of the Modules consists of eight Structure Elements (Channels),
which then include each of the two Datapoint Elements type float, as well as a DPE where type
boolean. In addition, each DPE may contain some configuration files (configs).

Graphical Editor Environment

WinCC-OA empowers users to develop personalized panels using a specialized User Interface Man-
ager known as GEDI (Graphical EDItor). Within GEDI, users can construct custom user inter-
faces, referred to as panels. The versatile object-oriented framework of WinCC-OA allows users to
incorporate various elements, including buttons, tables, text fields, lists, and more, into their pan-
els. These objects can be manipulated through scripts, offering developers the flexibility to define
processes such as initialization, button click actions, closure behavior, and more, according to their
specific requirements.

While the software provides fundamental commands through dialogs, creating intricate processes
demands the development of scripts. In this way, developers can implement complex algorithms
tailored to their unique needs. Figure 4.8 provides a visual representation of the Graphical Editor
of WinCC-OA, showcasing the various toolbars, panels, and the Property Editor. The Property
Editor is particularly noteworthy as it serves as the interface where developers align the functions of
different objects with Datapoint Elements, establishing a crucial link between the user interface and
the underlying data processing structure.
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This user-centric approach not only facilitates the creation of aesthetically pleasing and functional
panels but also ensures a seamless integration with the underlying Datapoint hierarchy. GEDI, with
its scriptable functionalities, emerges as a powerful tool for developers to design intuitive and efficient
interfaces that align with the specific needs of their control systems.
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Figure 4.8: Graphical Editor Environment tool of WinCC-OA.

Programming in Control

As highlighted previously, programmers have the autonomy to design and implement their own
algorithms, dictating the behavior of objects within their panels and enabling dynamic manipulation
of graphical elements alongside technical processing. WinCC-OA boasts an extensive library of
methods and functions designed to streamline data management, graphics rendering, and external
communications. This versatility empowers developers to tailor their applications with precision.
The programming language at the core of this customization is Control, a language built upon the
foundations of C but introducing certain variations. Notably, Control introduces new variable types
and supports dynamic size tables. This strategic enhancement allows for efficient and flexible pro-
gramming, providing developers with the tools necessary to create intricate and responsive control
systems. The amalgamation of Control with WinCC-OA’s comprehensive library equips developers
with a robust environment to express their creativity and address the unique requirements of their
projects.

Hardware Connectivity

The linkage between the Event Manager and hardware components within WinCC-OA is facilitated
through drivers. Consequently, WinCC-OA incorporates a diverse array of drivers, each tailored
to specific communication protocols. These protocols encompass a variety of industry standards,
ensuring compatibility with a wide range of hardware. Some notable drivers include:

* OPC: Facilitates communication with devices supporting the OPC(OLE for Process Control)
standard, fostering interoperability in process control systems.

* ProfiBus: Enables seamless communication with devices utilizing the ProfiBus protocol, a
widely used fieldbus standard in industrial automation.
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¢ CanBus: Supports communication over the CanBus protocol, commonly employed in auto-
motive and industrial applications for reliable data exchange.

* DIM: Establishes communication with devices compatible with the DIM protocol, enhancing
the connectivity options within the WinCC-OA framework.

These drivers play a pivotal role in ensuring the interoperability and connectivity of WinCC-OA with
a diverse range of hardware components. By supporting various communication protocols, WinCC-
OA provides a versatile and adaptable platform for integrating with different devices, contributing
to the system’s flexibility and broad applicability in diverse industrial settings.

Archiving

The WinCC-OA system employs an automated archiving mechanism for the database, ensuring that
the various values stored in DPEs are systematically archived. This archival process serves a crucial
purpose, allowing users to retrieve historical data from different user interfaces. The archived data
becomes accessible for display, editing, and any other user-specific requirements.

This feature enhances the system’s capability to provide a comprehensive historical record, enabling
users to analyze and visualize past states, trends, and events. Whether for troubleshooting, trend
analysis, or performance evaluation, the archived data in the database offers a valuable resource for

users to interact with and derive insights from, contributing to the overall efficiency and effectiveness
of the WinCC-OA system.

Alarm generation and handling

The Alert Screen in WinCC-OA serves as a powerful tool for users to investigate and manage alarms
generated within the system. Users can gain insights into the various alarms, examining the reasons
behind their triggering and the specific locations where they originated. This information is stored
in a dedicated database, allowing users to selectively display and analyze alarms through the alert
presentation.

The Alert Screen not only provides a real-time overview of active alarms but also offers a historical
perspective by retrieving and presenting stored alarm data. This selective display capability enhances
the user’s ability to focus on specific alarms, facilitating a more efficient investigation process. Users
can leverage this feature to identify patterns, troubleshoot issues, and ensure the smooth operation
of the WinCC-OA system.

By centralizing alarm information and providing a user-friendly interface for investigation, the Alert
Screen contributes to the system’s overall robustness and empowers users to maintain a proactive
approach to system monitoring and management.

4.2.3 Joint COntrols Project Framework (JCOP)

The incentive to create the JCOP Framework package was to facilitate the development of the control
system in CERN experiments. It consists of a set of instructions, parts and tools designed to facilitate
the user in the implementation of automatic control applications. The Framework instructions define
a convention-based name for Datapoints, the functions and files of WinCC-OA, and also cover the
look and feel of the control system’s graphical interfaces. Therefore, JCOP provides the user with
an easy-to-use interface for composing their system and offering common features across a range of
time and labor saving systems. As shown in Figure 4.9, JCOP framework occupies the first level of
the hierarchy associated with hardware.

Some of the key tools of the JCOP Framework are:
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Figure 4.9: The system architecture and the location of JCOPFw in the core of DCS.

* Installation Component: Necessary for the installation of the various components, the re-
moval or renewal of the existing components and the supervision of the operation of the
various components. Installation of this component is required to install the various compo-
nents.

¢ Core Component: It provides the basic functions of various components such as configura-
tion, hierarchy, hardware connectivity and alerts.

* Access Control Component: Necessary tool for controlling and accessing users.

¢ CAEN Power Supplies Component: Allows WinCC-OA to connect to CAEN high-voltage
power supplies via an OPC server and their supply channels.

¢ Configuration Database: Required for storing and retrieving control system data in an Or-
acle external database to automate the handling of configuration data required at runtime.

* Trending Tool: It allows the graphical representation of DPEs value differences by generat-
ing graphs.

Figure 4.10 depicts a panel for managing components. The partial approach followed by the Frame-
work promotes standardization within control applications and allows code reuse, significantly re-
ducing development and maintenance efforts.

JCOP Framework Installation tool: MainPanel (System1 - ATLNSWMMGTSBBS; #2)

Figure 4.10: The panel to install components of the JCOPFw.
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Finite State Machine (FSM)

Ensuring the secure operation of the ATLAS detector control system, managed by a small shift
crew, necessitates well-defined transitions between operational states and the swift identification and
response to potential error conditions. The operational framework of the ATLAS detector relies on
a FSM, seamlessly integrated with the JCOP toolkit and the PVSS alarm screen. Employing an FSM
to represent all probe controls is imperative for maintaining uniform control over a diverse array
of Front-End (FE) probe systems. The proposed system behavior model entails a finite number of
states, transitions between these states, and associated actions. This model is crucial for orchestrating
the operation of subsystem detectors within the LHC. The adopted mechanism involves structuring
the subsystem detectors in a parent/child hierarchical arrangement, comprising three distinct types
of nodes:

¢ Device Units
¢ Logical Units
¢ Control Units

This hierarchical FSM structure, with parent and child nodes, offers a systematic and comprehensive
approach to modeling and managing the complex interactions within the ATLAS detector control
system. It ensures not only the safety of operations but also enables the quick identification and re-
sponse to potential error conditions, aligning with the stringent requirements of high-energy physics
experiments.

The concluding segment of the FSM hierarchy on the back-end side is represented by the L.CSs.
This layer plays a pivotal role in providing low-level control and monitoring services for the SCSs.
The LCSs execute commands received from the SCSs and, concurrently, have the capability to au-
tonomously trigger predefined actions when necessary. Each LCS is specifically assigned to manage
a particular system within the sub-detector, such as High Voltage (HV), Low Voltage (LV), Racks,
gas, cooling, and more.

At the lowest level of the hierarchy are the Device Units (DU), serving as the interface layer between
the FSM and the hardware. These DUs define the granularity of the system, establishing a boundary
that restricts access beyond this point through the FSM. Essentially, everything below these bound-
aries is not accessible through the FSM.

The hierarchical structure of the FSM is succinctly summarized in Figure 4.11, providing an illustra-
tive example of the FSM hierarchy. This visual representation elucidates the organized and layered
approach adopted in managing the control and monitoring aspects within the ATLAS detector con-
trol system. Each layer in this hierarchy contributes to the overall efficiency and reliability of the
system, ensuring seamless integration and effective control of the myriad subsystems and compo-
nents.

4.2.4 OPC UA Servers

In the ATLAS DCS, one of the widely employed communication protocols for establishing connec-
tivity between various devices and WinCC-OA is the OPC UA Server.

The OPC Setrver serves as the cornerstone of OPC communication, acting as software that imple-
ments the OPC standard and provides standardized interfaces to the external environment. Inter-
nally, it incorporates the proprietary communication protocol specific to the manufacturer’s control
system. OPC Servers are developed and offered by different entities. The fundamental concept of
OPC revolves around hardware manufacturers providing an OPC Server for their systems, enabling
standardized access. Manufacturers can deliver the OPC Server as stand-alone software or embed it
directly into the device or machine controller.
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Figure 4.11: Modeling control system using FSM.

The OPC Client serves as the logical counterpart to the OPC Server. It establishes a connection to
the OPC Server and retrieves the data made available by the Server. As OPC Servers adhere to the
predefined interfaces of the OPC standard, any OPC Client can access any OPC Server, facilitating
seamless data exchange between the client and server. Common applications for OPC Clients include
systems that depend on exchanging data with industrial processes, such as visualization and SCADA
systems (like WinCC-OA) or Manufacturing Execution Systems (MES).

The OPC Router, equipped with its OPC UA Client Plug-in, functions as both a client and a gateway,
as depicted in Figure 4.12. This configuration allows the OPC Router to connect to OPC Servers,
retrieve data, and serve as an intermediary for data exchange between different systems. This versa-
tile setup enhances the interoperability and flexibility of the ATLAS DCS by enabling standardized
communication between diverse devices and WinCC-OA through the OPC UA protocol.

BloPC Client I oPC :Iient I oPC glient I oPC gliem

FOUNDATION

B OPC Server BB OPC Server B8 O0PC Server il OPC)((:"“—‘"t

B PLCA HiPLCB Eircc  EPLCD

B System X E OPC Server E OPC Server E OPC Server

Figure 4.12: The OPC Router with its OPC UA Client Plug-in is also a client with a gateway function.

The current standard in the OPC specification is OPC UA, succeeding the older OPC Classic stan-
dard. While many installations still utilize Classic OPC Servers, OPC UA represents a significant
advancement. The original OPC Classic standard effectively addressed the challenge of achieving
data exchange in automation, providing a solution that transcended manufacturer dependencies and
defined essential interfaces. However, a notable drawback of OPC Classic was its lack of platform
independence. Built on Microsoft technologies COM and DCOM, OPC Classic limited installations
of OPC Servers and OPC Clients to Microsoft Windows operating systems and networks.
Recognizing the evolving landscape of technologies with the rise of platforms like Linux, web archi-
tectures, Cloud, IoT devices, and Cyber-Physical Systems (CPS), the OPC Foundation responded
by introducing OPC UA. OPC UA prioritizes platform independence and interoperability. Techni-
cally, OPC UA is constructed on fundamental web technologies such as TCP/IP and http/SOAP.
The OPC UA standard comprises individual specifications, each delineating a specific function and
stipulating the server and client interfaces necessary to support that function.

Crucially, OPC servers and clients are not obligated to support all specifications. Depending on
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the application, developers often implement only the necessary specifications. Consequently, when
utilizing an OPC server and clients, careful consideration is required to determine the specifications
essential for the given scenario and ensure that both the server and client appropriately implement
them. OPC UA’s emphasis on platform independence enhances its adaptability to diverse techno-
logical environments, making it a key enabler for modern and heterogeneous automation systems.
OPC UA consists of these specifications:

* Models: Using models, OPC UA specifies basic rules for exposing data to any application
or device that wants to consume it. OPC UA itself is an information-centric data model. It
comprises a generic object model with an extensible type system with built-in models for data
access. These built-in models specify functions such as alarms and events information, infor-
mation about historic data, data access details, device descriptions, and to execute programs.

* Data flow and connections: OPC UA supports communication between components on
five levels in industrial organizations: enterprise, management, operations, control, and field
(vendor-specific devices). Devices expose their data through OPC UA, which enables the
transport of this information over a network to a consuming application using standard web
services. Data is transported using IP-based protocols and SOAP whereby low-end servers
may use UA TCP. Using standard SOAP web services over HT'TP allows non-OPC UA clients
to request data published by an OPC UA server. Bridging and gateway software known as OPC
UA wrappers enable the flow of data on vendor-specific hardware between OPC UA levels.
OPC UA wrappers can also be used to migrate from OPC Classic to OPC UA, or when an
OPC server supports UA but an OPC client does not.

* Nodes: A node is the basic unit of data in the OPC UA address space, which provides a
standard way for OPC UA servers to represent objects to OPC UA clients. Nodes are pieces
of information (for example, a unique temperature) and consist of attributes, the actual data
value, and one or more references to other nodes, each in its own address space. A unique
temperature will therefore take up multiple addresses in an address space. Nodes are refer-
enced by a unique node ID: a namespace URI (unique resource identifier), a data type, and the
identifier itself. Each node belongs to a specific namespace. The namespace URI is located in
a separate namespace table on the OPC UA server. The namespace table stores separate URIs
for information models used by individual organizations that have their own requirements
for how data should look and behave. This allows OPC UA to extend its services without
changing the underlying design of the standard. In OPC UA, nodes have multiple classes that
enable the creation of variants on the basic node. There are eight core node classes in OPC
UA, including objects (physical entities), methods (functions that store data when queried),
and variables (actual data). Object node classes in OPC UA are the key to how it can create
complex data and distinguish between similar but different entities, for example a temperature
sensor for an air conditioner and a temperature sensor for a boiler.

* Data Access: The Data Access specification describes the classic exchange of current data. The
OPC Classic Standard already specifies that the data exchange is data point-oriented. A value
can be read and written for each data point. A data point value is described by the actual value,
the time stamp at which the value was current and by the quality, which describes whether the
value is valid or whether, for example, the connection to the controller was interrupted and the
value is therefore not valid. This specification alone makes it possible to obtain and process
data independently of the underlying system.

* Historical Access: Using the Historical Access specification, it is possible not only to read
data with the current value, but also to query historical values. An OPC server that imple-
ments this specification must have an internal data memory in order to provide the values of
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the data points for possible historical accesses. A client that reads historical data points via
Historical Access also transfers the desired time span to the server in addition to the data point
information.

» Alarms and Conditions: The Alarms and Conditions specification defines a standardized
model for alarm messages and alarm logic as part of OPC UA. For OPC client applications
this simplifies the task of generating alarms from data point values because the logic can be
implemented by the OPC server and not by the manufacturer of the client software.

* Service-oriented architecture (SOA): OPC UA is based on the SOA client-server communica-
tion framework. In OPC UA, there are OPC UA servers and OPC UA clients. An OPC UA
server provides an OPC UA client with applications and control systems, for example MES
and SCADA, and with secure access to industrial automation data using OPC UA information
models that specify the way data is organized, stored, and collected. The term OPC UA server
refers to the OPC UA software standard on the machine, not the hardware itself, which could
be a virtual server. An OPC UA client is a client that can support an OPC UA information
model. OPC UA clients request data from and write data to components in a system via OPC
UA servers. SOA systems like OPC UA integrate disparate applications over a network and
connect devices on different network nodes.

4.3 Integration Control Systems

This section delves into the diverse experimental setups and control stations that were deployed and
extensively utilized by hundreds of users for the integration and commissioning of the New Small
Wheel detectors and electronics. The comprehensive design and implementation of the system are
scrutinized, providing insights into the intricacies of its architecture. Finally, a detailed account of the
communication with the sensors is presented, emphasizing the utilization of the OPC communication
protocol.

The experimental setups and control stations served as pivotal components in the integration and
commissioning processes, providing users with a robust framework for effective management and
monitoring. The design considerations, coupled with the implementation strategies, are explored
to elucidate the decision-making processes that contributed to the successful deployment of these
critical components.

A key focus of this section is the communication infrastructure, particularly the adoption of the
OPC protocol. The OPC protocol plays a central role in facilitating seamless communication with
the sensors, ensuring a standardized and interoperable approach. The report delves into the nuances
of this communication protocol, shedding light on its implementation intricacies and the benefits it
brings to the overall efficiency and reliability of the system.

By presenting a detailed analysis of the experimental setups, control stations, and the communication
protocols employed, this section provides valuable insights into the technological underpinnings of
the integration and commissioning processes for the New Small Wheel detectors and electronics.

4.3.1 Gas Tightness Station

The mass production of Micromegas Modules (MM) for the NSW upgrade in the ATLAS muon
spectrometer demands a robust system for independent Quality Assurance and Quality Control
(QA/QC). Among the critical aspects of control, ensuring chamber leakage (gas tightness) is paramount
for the smooth operation and optimal performance of Micromegas detectors. These gas detectors
operate based on the ionization of gas when a charged particle traverses the detector, leading to



4.3. Integration Control Systems 141

the collection of electrons in the amplification region and subsequent pulse shaping in the reading
electronics.

Maintaining gas tightness is crucial, as any gas leakage compromises the detector’s ability to propagate
electrons in the amplification region. The presence of air, particularly oxygen, inside the detector can
capture electrons resulting a quantitative drop of of the gas gain. As per the NSW specifications,
the general criterion for the accepted gas leakage rate in various Micromegas Modules is defined as
107° x V per minute, where V' represents the volume of each module. The leakage limits vary due
to differences in module volumes.

For this system, the NTUA group has taken responsibility [67]. In particular, we have studied the
independent methods for the sensitivity and instrumentation of the basic stage-1 which is the basis
of the Gas Sealing Control Station (GSCS) at the BB5 laboratory at CERN. In particular, two inde-
pendent control methods (essentially leakage rate measurements) have been adopted as a baseline:
the classical pressure decay method’ (PDR) and a proposed innovative and dedicated ’flow rate loss’
(FRL) method. It should be noted that the GSCS device should measure the actual gas leakage rate
(volume loss per unit time, typically in st//h) under a pressure difference inside and outside the de-
tectors of 3 mbar (as conventionally defined). For these pressure differential levels the gas leakage
rate is proportional (to a good approximation for small pressure differences) to the square root of
the pressure difference. Therefore, there is a pressure dependence, which requires a determination
of the measuring pressure. The classical PDR method, under these circumstances, needed to be
extended in terms of its working principle. When the detector volume is isolated to start recording
the pressure drop, two phenomena occur simultaneously: a) pressure drop due to gas mass loss (ac-
cording to the end gas law) and b) change in leakage rate due to change in through-channel pressure
loss of viscosity (in general). Consequently, a pressure-dependent leakage rate occurs. However,
this function is unknown. This problem is essentially unsolvable, with model uncertainty, since the
leakage channel is of unknown geometric shape (unknown length and cross-sectional shape along its
length) and possibly coexists with others during measurement, which means that the superposition
of individual leakage rates must be taken into account. The only possible solution is an approximate
optimal solution based on so-called ’leak models’. These are essentially three leakage mechanism
assumptions, laminar flow, turbulent flow and a combination of the two. During the data analysis
(pressure as a function of time with an initial value of 3 mbar) the best fit of the data is sought by
testing the three models using the minimum 2 /ndf criterion. The results obtained from the three
models, as has been shown theoretically, may differ from each other by a factor of two. In fact, a
possibility of upgrading stage-2 by applying noise suppression through the specially designed Mod-
ern Dual Amplifier technique(Dual Phase - Double Synchronous Chopping Lock-in Amplifier in the
proposed FRL method) has been foreseen.

To address this need, an automatic gas leakage control system has been designed using WinCC-OA
software. This system offers a user-friendly interface for automation, enhancing efficiency and op-
timizing measurements. It provides the capability to measure gas leakage in Micromegas Modules,
ensuring a streamlined and reliable process for quality assurance and control in the mass production
of these critical components for the ATLAS experiment. Subsequent sections will delve into a de-
tailed analysis of this automated control system, shedding light on its functionalities and contributions
to the overall QA/QC process.

Theoretical Setup

For the gas leakage control of Micromegas Modules (MM QPs), an experimental setup is proposed,
illustrated in Figure 4.13. This setup is designed for the simultaneous measurement of four MM QPs
using the FRL method as baseline and the PDR alternative method.

The proposed method, FRL, boasts advantages outlined, simplicity, speed, and direct measurement
of gas leakage, emphasizing to its capability to accurate even in variable volumes, as the MM Quadru-
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plets. The critical factor in this method is the internal pressure of the chamber under investigation.
In contrast, the PDR method necessitates recording both temperature and atmospheric pressure
throughout the measurement to accurately determines the final result. An essential advantage of
the FRL method over PDR is its speed. In less than one hour, sufficient conclusions can be drawn
regarding the chamber’s leakage. In contrast, the PDR method takes several hours to reach a conclu-
sion, during which the final result may be influenced by changes in both temperature and atmospheric
pressure. These changes could lead to potential underestimation or overestimation of the gas leakage
during the extended measurement period.

The proposed experimental setup offers efficiency and expediency in assessing gas leakage, making it
a valuable tool for quality control in the production of Micromegas Modules for the ATLAS experi-
ment. The subsequent sections will provide a detailed analysis of this experimental setup, elucidating
its components, functionalities, and the role of the WinCC-OA software in automating and optimiz-
ing the gas leakage control process.

Gaslnlet _W Gas Outlet

ADC
) ' Power

Figure 4.13: The experimental gauge for measuring gas leakage four Micromegas QPs in the labora-
tory BB5 of CERN.

The experimental device for measuring the gas leakage of 4-QPs consists of four nodes. The layout
is an overlay of a node and for simplicity and description can be represented in the layout of Figure
4.14 in the form of a node where 1 < n < 4. The setup consists of the following items:

* Gas bottle (air or mixture Ar + 7%CO,)
* 3 high tightness valves, Va,, V), and Vg,

* 2 mass flow sensors, MFS,; and MFS,,

2 differential pressure sensors , DPS,,, DPS,
* 1 temperature sensor, TS,¢

* 1 Analog-to-Digital Converter (ADC)
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Figure 4.14: The simplified form of the experimental gas leakage measuring device 4 MM QPs in the
BB5 laboratory of CERN.

* 1 power Supply
* Micromegas quadruplet

This system can support the measurement of the gas leakage of the detectors MM QP using both
methods FRL and PDR with the support of the appropriate sensors respectively. As the gas flows
through the device, the various sensors will produce an analog output voltage V,,,; which will be
converted by the appropriate coefficient into a mass flow () or the differential pressure P, this analog
the voltage V,,; will be recorded via a ADC connected to a computer. In the following subsections
we will analyze the measurement process with the two methods and how to utilize the device.

FRL method

In the flow loss method FRL [68], the gas leakage rate from the detector MM QP is expressed by
the difference in flow loss between the inlet and outlet chamber gas pressure equals 3 mbar from the
following relation:

Qv =3 (A~ AVY) @41)
where b is the conversion factor of the analogue output signal of the probe to mass flow, AVOA is the
differential analog signal of class A and AV,P is the class B differential analog signal. Branch A is the
gauge of the gas leakage of the chamber while Branch B is the gauge of ter/offset of the two sensors.
The method of measuring the proportional voltage of branches A and B will then be analyzed.

The primary step before measuring the ter of the sensors is to check the flow pressure equal to 3 mbar
using the differential pressure sensor DPS,,.

The sensors ter are measured by bypassing the chamber MM QP n and passing the gas only through
the two mass flow sensors, MES,; and MFS,;,, by closing the valves Vx,, V), , and opening the valve
Vg, As illustrated in Figure 4.15, this procedure allows the gas to pass through the sensors and
bypass the chamber MM QP n. By stabilizing the flow, the differential signal AV,? is recorded.
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Figure 4.15: The measurement of the tare branch of the device sensors.
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The leakage of the chamber MM QP n is measured by bypassing Class B and passing the gas only
through the two mass flow sensors, MES,; and MFS,,, and the chamber by opening the valves
Van, Vi, and closing the valve Vg,. As illustrated in Figure 4.16, this procedure allows the gas to

pass through the sensors and the chamber MM QP n. By stabilizing the flow, the differential signal
AVt is recorded.

DPSn ®
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Gaslnlet MESH [ \9%0 obn l;l;] W MFSms o GasOutlet
= VA V’An

n

VBn

Figure 4.16: The leakage measurement of MM QP n of the device.

PDR method

Measuring the leakage rate using the PDR method first requires the chamber MM QP n to be supplied
with a pressure gas such as 5 mbar, by activating the valves Va,, V!, and valve closure Vg, that does
not affect our layout, as illustrated in Figure 4.17. It then takes time for the so-called flashing of the
detector and its complete filling with gas. The achievement of flushing is reflected in the stabilization
of the output flow signal by the sensor MFS,,. From the moment of stabilization, the next step is

DPSn °

MM
Gaslnlet MFSm [;2} A % MFSm o GasOutlet
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Figure 4.17: Filling of MM QP n with a specified pressure gas.

to isolate the chamber MM QP n by closing the valves V,, V), and recording the pressure drop
through the sensor DPS,, as well as atmospheric pressure through the sensor DPS,.¢ and ambient
temperature TS, as illustrated in Figure 4.18.

DPSn °

GasInlet - ’_{%%}‘ g‘;"n [:'V'A':]n - Gas Outlet

Figure 4.18: Isolation of MM QP n to measure pressure drop.
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Experimental Setup

The design of the Gas Tightness Station has reached completion, marking a significant milestone in
establishing an experimental gauge for assessing gas leakage in the BB5 laboratory at CERN. The
final layout of the measurements is depicted in Figure 4.19, illustrating the flow of gas through the
gas mixture bottle Ar 4+ 7%CO, regulated by a flow regulator. The gas then enters four branches
(nodes), each equipped with an input flow sensor MFS;,,.

Within each node, the gas is further divided into leakage and bypass branches, both controlled by
high-tightness valves. Upon entering the leakage branch, the gas passes through a pressure sensor
before reaching the Micromegas Quadruplet (MM QP), where it exits and is measured by the outlet
flow sensor MFS,,;. Concurrently, atmospheric pressure and temperature values are recorded by
sensors DPS,..; and TS,.y, respectively. All sensors generate analog voltage signals that are trans-
mitted to FieldPoint, where the data is digitized.

Finally, the digitized data is transferred to the computer via Ethernet. Using the OPC communication
protocol, the Gas Tightness Station checks, records, and analyzes the data. This automated system
streamlines the process of gas leakage assessment, providing efficiency and accuracy in the quality
control of Micromegas Modules for the ATLAS experiment. Subsequent sections will delve into the
detailed analysis of the Gas Tightness Station, elucidating its components, functionalities, and the
role of WinCC-OA software in automating and optimizing the gas leakage control process.

MFSout

% DPSrer
* TSrer

Gas
Tightness
Station

Figure 4.19: The final version of the MM QP gas leakage control system in BB5. The setup consists
of input and output mass flow sensors, MEFS;y and MFSqyr, atmospheric pressure and temperature
values are recorded by sensors DPS,..r and TS, . All sensors generate analog voltage signals that
are transmitted to FieldPoint where the data are digitized and are transmitted to the Gas Tightness
Station for monitor and control.

As mentioned in this chapter, the input and output mass flow sensors, MES;y and MFSqyr, show
some variation of some mV for this it is necessaty to measure the offset/tare of the sensor pairs of
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each node. To perform the measurement of the offset of the sensors we adjust the valves so that
the gas bypasses the chamber MM QP as shown in Figure 4.15. The offset can be measured via the
GTS, in particular the Mass Flow Sensors Offset button in the Tab Settings area and in the Mass
Flow Sensor Offset as shown in Figure 4.20. Selecting this button gives the user a new window

Gas
Tightness| =
Station

Enable/Disable OPC DA Client
Module Communi ication

Setup

Set Pressure Limit Set Gas Leak Limits

E-Logbook
Archived
Data

NSWQA/QC 2. et Channel Al s
Database

Auto Archive Time Delete Archive List

Set Auto Archive Time Delete Archive List

................

Reset Counter Send Email

() Lock to prevent further changes Advance Gas Leak Analysis

Figure 4.20: Measurement of offset of the input and output mass flow sensors, MES;y and MFSqour
of the experimental device.

as shown in Figure 4.21. Through it, the user in real time can control the proportional voltage of
the input and output flow sensors for each node and their difference through the DV frame. In
the available boxes on the right, the user specifies offset in units of mV for each node. It should
be noted that the voltages reported for the sensors for each node are the statistical average of 60
measurements per second. The determination of offset can be performed for the first time when
measuring the experimental device. However, it should be noted that if the test MM QP has a very
low leakage therefore some tens of mV voltage differential signal, the offset should be set equal to 0
and study the behavior of offset in order to be removed after the result of the leak. Once the offset
setting for each node is set, the user presses the Save Offsets button to save their settings. It should
be emphasized again that if the user wants to measure or restart the system there is no need to reset
the offset because the values are stored permanently until the user is reset.
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Figure 4.21: Measurement of offset of the input and output mass flow sensors, MFS;y and MFSour
of the experimental device.

One of the most important steps is to calibrate all the sensors of the experimental device. That is, the
transformation of the proportional output order of the flow, pressure and temperature sensors must
be determined for each node separately and for each type of gas to be used as air and mixture Ar +
7%CO,. The calibration of the sensors will be done by the specifications set by the manufacturers
as well as by artificial leakage using a medical needle as depicted in Figure 4.22. Without the proper
calibration of the sensors, the producedflow or pressure values will be incorrect as a result of the
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MM QP leakage effect.

w
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Figure 4.22: Experimental device for mass flow sensor calibration using hypodermic medical needles.

Gas leak measurement with FRL method

By completing the steps mentioned in the previous sections, the user is now able to measure the gas
leak using the FRL method. The first step is to adjust the valves so that the gas enters the leakage
branch and yes it passes through the detector MM QP for each node as shown in Figure 4.16. The
next step is to set up the experimental layout through the GTS panel. The user prepares the system
through the Tab Setup where he/she is given the choice between FRL and PDR method. Pressing
the FRLL method makes it possible to select the gas to be used for the measurement, the options
given are for air, argon and Ar + 7%CO, as shown in Figure 4.23 .

Gas
Tightness|
Station | | ChooseMethod: = FRL PDR

=

Figure 4.23: Choice of method and gas to be used to measure leakage of MM QP.

By selecting the gas, the user FRL is made visible to the user comprising four sub-frames each for a
node of the experimental layout, which include the information of each node respectively.
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The configuration of a node method FRL is divided into the following

frames:
Nodel .
D] * Blue frame: Enable the corresponding node.
L~Eimlble Node: m
- Chiamber )
SM2 | LM1 | LM2 * Red frame: Select the type of MM QP found in the correspond-
MTF Batch 1D : | 000000000000 ing node and enter the 14-digit code MTT Batch ID that is the
DGSS ENTWSEN3OTS identifier of the detector.
Alias Channel
N1/ME-IN | Modulel.Channel0 . .
N1/ME-OUT| Modulel.Channell * Green frame: Includes information on mass flow sensors MFS
P S . . .
;:is::"e e"m(r,?m"el and pressure DPS for channels with FieldPoint. Sensor panels
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Figure 4.24: ConFigurethe settings for each node to measure gas leakage using the FRL method.

After completing the nodes setting for the available detectors MM QP under review, the user is
ready to press the Save Settings button to start the final setting of the automatic control system for
the number of nodes selected, as shown in Figure 4.24. It should be noted that the fact that GTS
enables the measurement of one to four node simultaneously and depends on the user activating
nodes. The Delete Settings button deletes the settings from a pre-set setting to restart the creation
of a new experimental layout.

Upon completion of the nodes setup, the user will notice that the Overview and Node 1-Node 4
buttons on the right side of the gray bar (depending on the number of nodes selected). Through
these buttons the user can have a general overview of the experimental layout with simultaneous
control of the 4 4-Node Mode he has selected (Overview button) as well as detailed control of each
node (1-Node Mode) and hence each MM QP separately (Node X button, where X = 1-4), as shown
in Figure 4.25. The functions of the two types of buttons will be discussed in greater detail in the
following subsections. The user by pressing one of the Node X buttons enters the 1-Node control,
that is, the control and recording of the data of all the sensors of a Node. At the moment the button
is pressed, a new user interface appears, as shown in Figure 4.26, which contains all the information
for each node and is divided into four information boxes:

* Checking the values of node sensors and checking leakage directly through alarm.
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Figure 4.25: The control options of nodes, 1-Node Mode and 4-Node Overview Mode.
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* Graphical representation of sensor behavior and leakage over time.
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Figure 4.26: Check the sensors and MM QP of each node with 1-Node Mode.

Monitor

Through the Monitor box, as shown in Figure 4.27, the user can monitor in real time the value of the
mass flow sensor (MFS) in and out of units V' and L/h, as well as the leakage Q;, of MM QP in the
same units where the leakage is actually the difference between the sensor MF-OUT and MF-IN. The
user has the ability to monitor in real time the value of the pressure sensor DM in V' and mbar units.
In addition, alarm enables the user to be notified whether the detector is over or within the leakage
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threshold as well as the pressure inside the detector set in accordance with the procedure described in
previous sections. All sensor values listed are the average of 60 measurements per second recorded
by FieldPoint.

hada‘é'sli‘ﬂfow Sensors Pressure Sensor
[ ME-IN [0.4984 v -0.0053 L/h [[DM-1 [0.6917 v 0.0000 mbar| D

[ME-OUT|0.4832 v -0.0550 L/h

[[QL [314 mv0.0100 L/n] ACCEPTED |

Figure 4.27: Checking the values of the sensors and the MM QP of each node with 1-Node Mode
in the FRL method.

Plots

It enables the user to monitor the behavior of the various sensors over time through the plots frame,
in particular it can monitor the inlet and outlet mass flow sensor, the gas leakage of the detector as
well as the pressure inside the node, as shown in Figure 4.28 .
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Figure 4.28: Check the sensors and MM QP of each node with 1-Node Mode in the FRL method.

Node Info
Node Info
Chamber :SM1 Node : Nodel This box provides the user with information about the type,
Method : FRL Gas : Air leakage limits and MTF Batch ID of the detector MM QP as
Ui;:}: -:i';‘k . QL=0.0233 L/h well as what node is present and what gas or method is used

R—— : to measure the gas leak, as illustrated in the Figure 4.28 .
atch 1D :  XXXXXXXXXXXXX

Archive/Export

Through this frame, the user is able to store and export node’s sensor data. As the user initiates the
data logging process using the Start button, the Status box changes to Archiving mode while the circle
shows the status of the logging system or not. With the Stop button, the user stops recording the data
and the Export button becomes available to export the data. After the specified time in Auto or when
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Figure 4.29: Frame for storing and extracting experimental data sensor data.

the user presses Stop, the data logging stops and the Export button becomes available to the user.
In the Path box via the folder icon it can specify the location on the computer where the data will be
exported. GTS enables exporting data to data or plots either to two. When the user selects the export
format data, an ASCII file is exported named run_X.dat, where X is the number of measurement
(Run) in the path specified. The ASCII file that is created has a specific structure and consists of a
line that contains the information of node, the type of the detector, the method, the gas, the offset of
the sensors as well as the Batch ID of the detector. It then includes a column of measurement time,
the input and output mass flow sensor columns L/h, the gas leak in units L/h, and the pressure in
units mbar. The second option for the user is to export the data in graphs for easier investigation

*run_15.dat 3¢
Node: Nodel | Chamber: SM1 | Method : FRL | Gas : Air | offset : 0.039L/h BatchID : SMSMSMSMSMSMSM

Time MF-IN(L/h) MF-0UT(L/h) QL(L/h) Pressure(mbar)
11/10/2017 10:21:38 4.93776 3.28720 1.68992 0.00000
11/16/2017 10:21:39 4.93802 3.28720 1.69017 0.00000
11/10/2017 10:21:40 4.93802 3.28642 1.69096 0.00000
11/10/2017 10:21:41 4.95077 3.28798 1.70215 0.00000
11/10/2017 10:21:42 4.94557 3.28746 1.69746 0.00000
11/10/2017 10:21:43 4.93854 3.28590 1.69200 0.00000
11/10/2017 10:21:44 4.93854 3.28737 1.69053 0.00000
11/16/2017 10:21:45 4.93854 3.28746 1.69044 0.00000

Figure 4.30: The structure of the export file ASCII with the sensor data and node data measured by
the FRL method.

of the results. The graphs were created using the ROOT Data Analysis Framework [69] of CERN
where an algorithm can be run in the background via the shell script and generate the graphs from
the data of the detectors. The export file is a png image named run x_plot.png, where X is the
number of the measurement (Run), and stored in the path specified by the user. An example of
the generated graph file is given below in Figure 4.31 . The graph of the inlet and outlet mass flow
sensors, the inlet and outlet flow distribution histograms, the pressure graph and finally the gas leak
are produced. In addition, all histograms give the measurement information (Entries), that is, how
many seconds the measurement took and the mean of the measurements along with the standard
deviation RMS in L/h. Finally, a table is provided that provides the measurement information, such
as the type and Batch ID of MM QP, the gas used, the method, the date, the final leak of the detector
as well and the measuring pressure. The user by selecting the Overview button on the left side of
GTS has the ability to overview the experimental layout in a common graphical environment. This
new environment, as shown in Figure 4.32, enables the control of gas leakage in all nodes activated
by the user. The user can control inlet/outlet flows, pressure and gas leakage simultaneously for all
MM MPs available. In addition, a graphical representation of the gas leak is provided to control the
leakage over time. The different colors of the detectors shown represent the alert (alarm) whether
the detector is within or six of the leakage limits set. Additionally, there is Archiving indicating where
the record is node when data is recorded through 1-Node Mode. In the 4-Node Mode control, the
user has the ability to archive the sensor’s data of all MM QPs simultaneously by pressing the Start or
Auto button, where the duration of the auto test is common with that one for the 1-Node Mode. By
pressing the Stop button, user has the ability to finish the data acquisition. When, the data acquisition
procedure is completed, the Export Data and Export Plots buttons are becoming available, and the
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Figure 4.31: The exported plots using the ROOT Data Analysis Framework [69].

user can export the data and plots accordingly. The structure of the ASCII file and the data plot
which are produced has exactly the same form with that one that described in the 1-Node Mode,
with the difference that the final data contains the 1-Node Mode file for every node, as shown in
Figure 4.30, and also different plot files are produced for the different nodes with the same structure
of 1-Node Mode, as shown in Figure 4.31 .

Advanced Analysis

As mentioned above, the gas leakage rate is equal to the difference of the mass flow sensor (MES)
differential signal with the offset of these sensors. In the case of a very small gas leak of some mV/, it
is necessary to study the behavior of the sensors offset by recording the data in the branch offset. In
the event of a minor leak, GTS provides detailed leak analysis using the Advanced Analysis button of
Tab Settings. To perform the measurement, the user must collect two different sets of measurements
with the value offset of the corresponding node equal to 0, one set will consist of the data of the two
sensors for the offset of the sensors and a set of measurements by measuring the leakage of MM
QP according to the procedure Selecting the two files will provide a detailed analysis of the leak and
the end result will consist of a bar chart containing the offset and leak distributions along with the
characteristics of the two partitions and the final leakage of the resulting from the difference between
these two distributions, as shown in Figure 4.33 .

NSW QA/QC Database

In addition to storing the measurement data in the local disk of the computer, it is necessary to
secure the measurement results in a central Database. For the purpose of validating the results of
the QA/QC measurements, i.e. measuring the leakage of detectors MM QP, the central Logistics
Database was built by the University of Freiburg ATLAS _MUON _NSW _MM _LOG. Includes
ID (ID) and handling of all NSW equipment such as components and lots regardless of whether
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Figure 4.32: Check the sensors and MM QP of each node with 4-Node Mode in the FRL method.
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Figure 4.33: Use advanced analysis to determine the gas leakage of MM QP by additionally calculating
the offset distribution of mass flow sensors in the FRL method.

it is Micromegas, sTGC or electronic equipment as well as the history of various values that have
been saved. Below the central Logistics Database ATLAS_MUON_NSW_MM_LOG are 3 sub
databases containing detailed information about Micromegas, sTGC, Electronics and are ATLAS
_MUON _NSW _MM _QAQC, ATLAS _MUON _NSW _STGC _QAQC and ATLAS _MUON
_NSW _ELEC _QAQC, respectively. The databases include the saved settings as well as the type of
measurements, as illustrated in Figure 4.34 below. In addition, Figure 4.35 depicts the structure of
Database Logistics (left) and the structure of MM QA/QC (right). The databases consist of several
tables, for example MM QA QC consists of central CENTRALMEAS where it contains the list
of metrics with result information, exact time and shifter, MEASCOMMENTS which includes the
uset’s comments on the measurement they made, MEASDOCUMENTS which contains the metrics
data files where the user can finally add MEASDOCLINK containing the metering link to the files
the user added.

Results

As an integral facet of the quality control measures employed during the integration of MM QPs
in Lab BB5 at CERN, an assessment was conducted on a total of 136 Quads [67]. The focus of
the evaluation centered on their gas tightness performance, utilizing air sourced from a dedicated
bottle. The key parameter under scrutiny was the leak rate (QL), expressed in mL/h, which was
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Figure 4.34: The structure of the NSW QA/QC Database.

Figure 4.35: The structure of the NSW QA/QC Database.

normalized at a static pressure of 3 mbar and subsequently converted to the nominal gas composition
Ar+7%CO, in accordance with established literature. Each testing session spanned 45 to 60 minutes,
contingent on the convergence of the differential signal in the FRL method.

Throughout the testing phase, minor issues in the gas fittings were identified and promptly addressed.
A select few Quads exhibited heightened levels of internal leakage, necessitating their return to con-
struction sites for targeted repairs. The acceptance limit for the leak rate, a critical criterion in these
assessments, was specified as a fraction of the volume of the detector under examination per unit
time. Specifically, this criterion was set at 107°V per minute or 6 X 1074V per hour, where V rep-
resents the detector volume. Individual acceptance limits were calculated for each type of module,
resulting in values of 23.3 mL/h for SM1, 25.9 mL/h for SM2, 38.2 mL/h for LM1, and 37.0 mI./h
for LM2.

Upon the completion of the gas tightness validation process, a comprehensive summary was com-
piled [67], detailing the obtained data for the gas leak rate as well as their normalized values concerning
the ATLAS limit. The mean leak rate was determined to be 58.3 mL/h (1.96 times the Acceptance
Limit, A.L.), with a root mean square (rms) of 69.9 mL/h (2.04 times A.L.). The visual represen-
tation of the results in Figure 4.36 illustrates that the majority of Quads exhibited leak rate values
within the allowed range specified at a 2-rms deviation. While one Quad can be considered an outlier,
its expected operational performance in its final position, integrated within a wedge configuration,
instills confidence in its overall functionality.
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Figure 4.36: The histogram of the overall leak rate results, with respect to the ATLAS Limit (green
horizontal dashed line), of 136 MM Quads during their gas tightness validation since January 2019.
[67]
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4.3.2 High Voltage Station

As outlined in previous chapters, the New Small Wheel will incorporate Micromegas detectors as a
fundamental component. The operational principle of Micromegas detectors relies on the ionization
of gas when traversed by muon particles. Following ionization, a positive high voltage is applied
to the cathode to collect the generated electrons. These electrons constitute the signal or pulse,”
produced as they traverse the readout strips connected to the electronics boards. Therefore, to ensure
optimal performance of the Micromegas detector, it is imperative to validate both gas tightness and
high voltage operation, aiming for a flawless 100% performance rate.

As previously discussed, the gas tightness measurement is executed through the Gas Tightness Soft-
ware at BB5. To complement this, an experimental setup and corresponding software need to be
developed for the concurrent validation of high voltage. The overarching concept involves moni-
toring the voltage and current applied to different high voltage sections of the Micromegas detector
through the CAEN mainframe and HV boards. An illustrative example of these devices is presented
in Figure 4.37.

[CAEN svasar)

Figure 4.37: The CAEN mainframe SY4527 and CAEN HV boards A7038 with 32 channels which
are commonly used for the Micromegas HV validation.

A Micromegas detector is segmented into distinct HV sections, and the validation procedure focuses
on each of these individual HV sections. The numbering of these HV sections is specific to the type
of chamber. For the Micromegas detectors slated for integration into the New Small Wheel, there
are two distinct types:

* Type 1: These ate the SM1/LM1 modules which include 5 PCBs or 40 readout strips and 4
drift channels.

* Type 2: These are the SM2/LM2 modules which include 3 PCBs or 24 readout strips and 4
drift channels.

The two types of Micromegas detectors are visually represented in Figure 4.38. In the figure, one can
discern the varying number of PCBs per detector type. Additionally, the HV sections are highlighted
in yellow. As an illustrative example, the L11.1 section is identified as the HV section at PCB 1, Layer
1, and the Left side of a Micromegas detector of Type 1. This sectional breakdown provides a clear
delineation of the distinct HV regions within each detector type. Thus, the HV validation consists
of the validation of all HV sections per module and the experimental setups which developed will be
described in the next section.
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Figure 4.38: The Micromegas high voltage PCB sections mapping.

Experimental Setup

For the high voltage validation of the Micromegas (MM) modules, two distinct setups have been
developed in different locations to test the high voltage under various conditions. These setups are
as follows:

* BBS5 setup: This setup is designed for the validation of the modules after their reception from
different construction sites.

* Gamma Irradiation Facility (GIF++) setup: This setup is tailored for the validation of

the modules under high radiation environments, conducted prior to their installation in the
hazardous ATLAS cavern.

Certainly, the upcoming subsections will provide a comprehensive description of the distinct setups,
outlining their specific configurations and functionalities.
BB5

The experimental setup at BB5 is configured with four parallel nodes or test stands, enabling the
simultaneous execution of gas and high voltage validation procedures for the Micromegas detectors.
A visual representation of the experimental setup is presented in Figure 4.39.

Figure 4.39: The Micromegas high voltage validation experimental setup at BB5.

The image above provides a visual representation of the BB5 experimental setup, featuring four
parallel nodes, each equipped with independent HV and gas channels capable of simultaneous oper-
ation. The HV validation process at BB5 is organized into three distinctive sub-stations, enhancing
the efficiency and precision of the validation procedures:



4.3. Integration Control Systems 157

* HYV Station: This sub-station comprises two CAEN SY4527 Mainframes, each supplied with
7 A7038STP CAEN boards, resulting in a total of 224 HV channels. The well-structured HV
Station serves as a crucial component for the high voltage validation process.

* Gas Station: Fach node is equipped with a dedicated Gas Station, featuring a mass flow,
humidity, and pressure sensor interconnected with an Arduino and a Raspberry Pi for com-
prehensive gas monitoring during the validation procedures.

* Environmental Station: The BB5 setup includes an Environmental Station designed to mon-
itor external factors such as pressure, humidity, and temperature. This station is equipped with
sensors connected to an Arduino, contributing to the comprehensive environmental monitor-
ing aspect of the validation process.

In the subsequent sections, we will delve into the detailed functionalities and specifications of each
sub-station, providing a thorough understanding of their roles in the BB5 experimental setup.

An overview schematic of the Micromegas high voltage validation experimental setup at BB5 is
shown below in Figure 4.40.

N
Gas Station
4 Pressure Sensor

4 Hum Sensor .
4 Mass Flow Sensor HV Station
) OPC UA Server_ I OPC DA Server z 2XCAEN SY4527
- = 6 A7038ST
DCS Station I 1 A7038STN
OPC DA Server, :
A 4
Env Station ) %
T.P,H | ARDUINO
Sensor

Figure 4.40: The overview schematic of the Micromegas high voltage validation experimental setup
at BB5.

GIF++

The experimental setup at the GIF++ irradiation area is designed with the flexibility to concurrently
perform high voltage validation on multiple Micromegas detectors under elevated irradiation con-
ditions, as illustrated in Figure 4.39. Situated within the GIF++ irradiation area is a 14 TBq Cs'®"
source emitting 662 keV photons. Notably, this source generates a gamma field that is 30 times more
intense than that at GIF, enabling the accumulation of doses equivalent to the anticipated conditions
at the HL-LHC in a relatively short timeframe.

The GIF++ irradiation bunker spans 100 m? and encompasses two independent irradiation zones.
This design allows for the testing of detectors at their full size, reaching several square meters, as well
as the evaluation of a diverse array of smaller prototype detectors and electronic components. The
photon flux in each irradiation zone is controlled through a set of Lead filters, offering tunability to
suit specific testing requirements.

The comprehensive infrastructure of the GIF++ irradiation area includes electronic racks, gas sys-
tems, radiation and environmental monitoring systems, and a spacious preparation area. This infras-
tructure is strategically designed to facilitate the efficient installation of detectors, ensuring a stream-
lined and time-effective process. The availability of such resources positions GIF++ as a robust
and versatile environment for conducting high voltage validation under challenging irradiation con-
ditions.

The GIF++ experimental setup is ingeniously organized into three parallel nodes, with each node
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Figure 4.41: The Micromegas high voltage validation experimental setup at GIF++ irradiation setup.

housing independent high voltage (HV) and gas channels capable of simultaneous operation. This
design enhances efficiency and allows for concurrent testing. The GIF++ setup incorporates three
distinct sub-stations dedicated to HV validation:

* HV Station: This station is equipped with a CAEN SY4527 Mainframe, comprising two
A1821P CAEN boatds, seven A7030STP CAEN boards, one A1821N CAEN board and one
AT038STP CAEN board to accommodate a comprehensive array of HV channels.

* Gas Station: Each station in this category is furnished with a suite of sensors, including mass
flow, humidity, and pressure sensors, all seamlessly connected to an Arduino. This setup
ensures monitoring and control of gas parameters.

* GIF++ Station: The external GIF++ station is equipped with sensors for temperature, pres-
sure, humidity, and irradiator, establishing a robust connection via the DIP protocol. This
external station plays a pivotal role in providing critical environmental and irradiation data for
comprehensive testing.

Together, these sub-stations create a cohesive and versatile environment for HV validation at the
GIF++ irradiation area, allowing for the concurrent assessment of multiple Micromegas detectors
under the challenging conditions of heightened radiation exposure.

An overview schematic of the Micromegas high voltage validation experimental setup at BB5 is
shown below in Figure 4.42 .

Gas Station HV Station
8 Pressure Sensor OPC DA Server C:i?;‘;}{?f?
3 um sensor
3 Mass Flow Sensor 2 A1821P

1 A1821N

1A7038STP

GIF++ Station
T, P, H Sensor
Source sensors

Figure 4.42: The overview schematic of the Micromegas high voltage validation experimental setup
at BB5.

Control Station

The HV Station DCS has been developed to monitor and control the high voltage (HV) sections
of the Micromegas modules, facilitating comprehensive validation of their HV status. The software
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boasts various user-friendly functionalities, each contributing to the effective management of HV

validation.

HYV Mapping Setup

The initial phase for operating the HV involves the HV mapping configuration, also known as the
matching process between the Micromegas HV sections and the CAEN HV channels. This critical
procedure is seamlessly executed through the ”Setup” tab of the HV DCS, as illustrated in Figure

4.43 .
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Figure 4.43: The ”Setup” tab of the HV DCS where user can set the HV Mapping.

User via the button ”Settings” is opening the Settings panel and via the "HV Setup” is opening the
”HV Mapping setup” as shown in the Figure 4.44 . Within this ”Setup” panel (Figure 4.43), users
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i: Setup HV I
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Status

Cosmics (CH/S)

Set

Module: 1, Type: 1, Layer: L1

Selected

Close

Figure 4.44: The panel for the HV Mapping setup via the ”Settings” panel.

can choose the mode (”Validation” in our case, while the ”Cosmics” mode will be detailed in the
next section), the node or MM module (four parallel test stands/nodes), the module type ("Type 17
for SM1/LM1 ot "Type 2” for SM2/L.M2), and the layer of the MM module. Upon pressing “’Set,” a
secondary window appears at the bottom, presenting a graphical widget of the selected Node, Type,
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and Layer, with different HV sections highlighted. The green/red color indicates whether there are
HYV channel settings for the corresponding HV section.

To perform the HV mapping setup, the user needs to select one section (Figure 4.45), and the selec-
tion will be displayed near the ”Selected Sector” text field. In the ”"Set Channel Hardware” text field,
users must input the CAEN board and channel by choosing from the channel list that will appear.
After selecting the HV channel, users must click the ”green Tick” button and then the ”Configure”
button to save the settings for that specific HV section. This procedure needs to be repeated for all
HYV settings, ensuring each HV section is correctly mapped to the corresponding HV channel.

objects/setupHV.pnl x

HV Station Setup
‘ Select HV Station Mode: Cosmics (CH/L) Cosmics (CH/S)
Tidati
| Node: Node 2 Node 3 Node 4
Type: 2 (SM2/LM2)

Layer: Layer2 | | Layer3 | layer4

Set

Module: 1, Type: 1, Layer: L1

Selected Sector: | L1L4

Set Channel Hardware ;

Set Channel Alias :

Status

[ W vardware Matching (0FF/ON)

Close

Figure 4.45: User sets the HV board and channel of the selected HV section.

When user has complete the HV mapping of the nodes that he/she will use he can press ”Close”
button and return to the first "Setup” tab as shown in Figure 4.43 .

Node Setup

The subsequent step involves the node setup, an essential phase in configuring the high voltage
(HV) validation process. In the initial ”Setup” tab, depicted in 4.406, users are prompted to select the
desired "Mode” (”Validation” for our case, with the ”Cosmics” mode to be detailed in the following
section). Four windows corresponding to the modules under testing are presented, and users can
enable the relevant node, designate the type of chamber (SM1/SM2/1L.M1/LM2), input the 14-string
MTF Batch ID of the module, and select additional features in the ”Extra” frame.

Furthermore, users can monitor the pressure, mass flow, and humidity values of the gas line asso-
ciated with each node, ensuring optimal conditions for the subsequent HV validation process. This
comprehensive node setup ensures a streamlined and efficient configuration tailored to the specific
requirements of each testing module. The "Extra” frame includes all the extra sensors of the exper-
imental setup and these are:

* EnvStation: Environmental sensors for monitoring the temperature, pressure and humidity
of the environment

* Gas: Mass flow and pressure sensors of the node gas lines
* MM Humidity: Humidity sensors of the node gas lines

* GIF++: Various sensors provided by GIF++ infrastructure via DIP protocol
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Figure 4.46: User sets the HV board and channel of the selected HV section.

When user inputs the information of the node’s corresponding module under testing and also the
extra feature that he want to monitor, he should press the ”Save” button in order to save the node
settings, as shown in 4.46 .

And that’s it, users can continue with the Micromegas HV validation.

Operation

As outlined in the preceding section, once the user presses the ”Save” button within the ”Setup”
tab, the software automatically saves the configured settings for each node. This action triggers the
initialization of the enabled nodes, and the corresponding user-enabled nodes are then displayed in
the top bar of the HV DCS interface. The top bar, illustrated in Figure 4.47 below, showcases these
nodes as buttons, providing users with quick and convenient access to the individualized settings and
configurations of each node. This user-friendly feature enhances the overall efficiency and accessi-
bility of the high voltage (HV) validation process.

HV Station Setup Node1-SM2  Node2-SM2  Node3-SM1 | Node 4-SM1

Figure 4.47: When user is pressing the “Save” button, the HV DCS is saving the node settings and
the user enabled Nodes are appearing.

As depicted in Figure 4.47, the appearance of "Node X-Type” buttons signifies the user-defined
settings for each node. Each button corresponds to a specific module connected to the respective
node. Pressing a ’"Node” button allows the user to navigate through the settings and configurations
of the associated module. Additionally, an ”Overview” button is present, providing the capability to
monitor and control all nodes simultaneously. The subsequent sections will delve into the detailed
analysis of monitoring and controlling individual nodes. This comprehensive functionality enhances
the user’s ability to efficiently manage and navigate through the high voltage (HV) validation process.

Monitor

Upon pressing the "Node X-Type” button, users are directed to the main control and monitoring
window of the HV DCS software, as depicted in Figure 4.48. This window provides a wealth of
information and functionalities that warrant detailed explanation and exploration. Each component
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and feature within this window plays a crucial role in facilitating effective control and monitoring
during the high voltage (HV) validation process. Let’s delve into a comprehensive overview of the
various elements present in this monitoring interface.
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Figure 4.48: The main panel of HV DCS software for control and monitoring.

Let’s start analyzing the main panel Figure4.48, it is divided in different purpose windows:

* HV Channels: User can monitor the all the individual HV sections, he/she can monitor the
voltage value and the current value. The green color indication of the HV section label displays
the current status of the channel. The different states of the channel are: ”Green” for ON
channel, ”Grey” for OFF channel and ”Red-Grey” blinking for Tripped channel. There is
also an option, where user can right-click over the HV section label and a pop-up window will
open with the corresponding HV section graph of the voltage/current versus time. User also
can check the checkbox option in order to open the graph of the voltage/current versus time
in the "HV Plots” window.

* HV Plots: This is the regions where the checkboxed HV sections of the "HV Channels”
window graphs of the voltage/cutrent versus time are displayed.

. This is the region where user can monitor the sensors that are defined in the "Ex-
” frame of the ”Setup” tab. For example, user car monitor under the ’MM Gas” frame, the
mass flow, pressure and the humidity of the corresponding node. Also, under the ”EnvStaion”
frame, user can monitor the pressure, environment and humidity value of the environment.
Via the ”Env Plots” and ”Gas” Plots, user can open the corresponding plots. For the GIF++
mode, inside this ”Extra Info” window, the various GIF++’s sensors are displayed.

e HV Alarm: In this region, user can have a visually representation of the module under test-
ing. The user has the option to select between two modes, voltage or current representation
using the ”switch” button. The limits are user-defined and user can set them up though the
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”Settings” button and the ”Alarm Limits” button, procedure that will be described in the next
sub-sections.Near the ”switch” button, user can find the voltage or current limits and the color
representation for this limits. Also, users have the ability to monitor the Layer’s HV sections
by left-clicking on the ”Layer X button and the individual HV section by left-clicking in the
corresponding HV section in the graphical representation. In the bottom part, users can mon-
itor the status of the HV sections that are in the user defined “green (OK)” area pear Layer
and per full Module. By using the histogram, histogram can have a quick idea of the HV status
of the module.

User has the ability to monitor the HV efficiency per Layer and per Module
in total, in order to estimate and validate quickly the HV status of the Micromegas module
under testing. The HV efficiency is based on an experimental curve that collected during the
testbeam of a SM2 Micromegas module during summer of 2018 at H8 area of North area at
CERN. The experimental curve is

2= T (v
n=1 14e—=1(V-22)

n

Elayer(v) = (4‘2)
where n the number of the HV sections,V is the HV Section voltage and xg = 96.7336, ,x1 =
0.0626969, x, = 521.418

Archive /Export: In this region, user can archive and export the all the data which ate selected,
will be described under details in the next sub-sections.

Users can enable the auto-trip recovery mechanism and
set the V,p, value. By enabling this, it means that when a HV section will trip and is powering
off, the auto mechanism is powering on it and it sets the V¢, of this value into Vet — Viup.

Overview mode: In order to insert this mode, users must press the "Overview” button and
then he is navigating in the Overview mode display whete he/she can monitor all the modes
in parallel as shown in Figure4.49 . In this mode, users can easily validate the module by
monitoring the HV sections alarm-color limits, the histograms which show the sections are in
the good region and the gas info per node.

Control

User has several options to control the Micromegas’s HV sections. In principal, via the HV DCS
software user has the ability to control the following parameters of the CAEN boards hardware:

onOAf: This is the power on/off setting of the HV channel

vSet: This is the voltage setting of the HV channel

i0: This is the first current limit that the HV channel cannot exceed

il: This is the second current limit that the HV channel cannot exceed

tripTime: This is the time limit which if a HV channel’s current value is over i0/i1, it trips

vMax: This is the max voltage setting that user can insert for safety reasons in order to not
exceed it

tUp: This is the voltage ramping up step of the HV channel, for example 10V /s
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Figure 4.49: The overview panel of HV DCS software for control and monitoring all the nodes in
parallel.

* rDown: This is the voltage ramping down step of the HV channel, for example 10 V/s

In the following Figure 4.50, the different ways of HV controlling is shown and described.
User has multiple ways to control the HV sections, from module up to individual channel control,
and the ways are the following as shown also in Figure 4.50 :

* Node Control: User has the ability to control all the HV sections of the Micromegas module
by pressing the ”Configure”. He/she has the ability to select all or individual channel and
controls all the settings.

* Layer Control: Users has the ability to control all the HV sections of the Micromegas layer
by pressing the “Layer X” button.

¢ Channel Control: Users has the ability to control one individual HV section of the Mi-
cromegas module pressing a section object, "LL1L2” for example.

. Users has the ability to control the Module or Layer, strips or drift channel
in a quick compact way.

e Overview Control: Via the ”Overview” panel users have the ability to access all the control
function. He/She can control the the Module, Layer and individual channels by accessing the
Node, Layer, Channel and Quick Control ”functions”; as shown in Figure 4.51.

Archive/Export

The monitor and control of the HV channels is the first step of the HV validation. The second
step is the archiving,exporting and analyzing the data. The HV DCS software has the ability for
unstoppable archiving of all the data. In other words, all the HV channel, gas, environment, and
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Figure 4.50: The HV control options of HV DCS software.

GIF++ parameters are archived during the operation of the Micromegas module. As shown in
Figure 4.52, user has the ability to start and stop a Run by clicking the corresponding button. By
doing this, the time-slot between the start and the end of the run is autofilled and thus, user can press
the ”Export” button. By pressing the ”Export” button, user is exporting the HV and the ”Extra”
data which are selected to a user-defined directory specified under the ”Dir” text-field. Also, user has
the ability to manually select the ”Start” and ”End” time of the data that he wants to export manually
by filling the corresponding fields under the ”Timeslot” frame.

Archive DB

Via the ”Settings” button and the ”Archive DB” button as shown in Figure4.44, user has the ability
to access the history of the HV measurements which he took using the ”Start/Stop Run” mechanism
which described in the previous subsection. As you can see in the Figure 4.53, user has the ability
to search by the type of the chamber or the MTF Batch 1D, select the corresponding data time-slot
that he/she prefers and export all the HV data plus the ”Extra” data that he/she has already took
during this run.

Alarm Limits

Via the “Settings” button and the ”Alarm Limits” button as shown in Figure4.44, user can set the
voltage and current limits as shown in Figure 4.54, which are used for the "HV Alarm” as described
in previous section.

Features

The HV DCS software gives the ability for email notification for HV channel Trip, CAEN hardware
and Arduino lost communication. If something of the above cases is happened, user is notified via
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Figure 4.51: The Overview HV control options of HV DCS software.

Archive Run t———————————————————
mmms\mwmwz@un_nmr =

Runslntus:.
Start Export Data
¥ MM Humidity
e 7| GIFss
Start: 0111172019 10534115 9=
End: o1/11/2019 12:10:42 215 | Now

Figure 4.52: The archive/export options of the HV DCS software.

an email in order to investigate the problem more. The user can subscribe to this email notification
list by enabling the ”Email” switch, adding his/her email under the list and presses the ”’Set” button

via the ”Settings” panel as shown in the below Figure 4.55.
Also, user has the ability to monitor the hard disk space of the computer and also the CAEN and
Arduino hardware connectivity status via the ”Settings” panel as shown in the below Figure 4.55.

4.3.3 ArdEnvironment Station

This section provides detailed insights into the ArdEnvironment Station, a pivotal component in-
stalled across various critical setups, including the Gas Tightness Station, HV Validation Station,
Cosmics Test Stand at BB5, the NSW commissioning setup at B191, and the Vertical Slice (VS) lab-
oratory at 188. The ArdEnvironment Station serves as a multifunctional system designed to monitor
and control environmental conditions crucial for the optimal performance and safety of diverse ex-
perimental setups. Its integration within each of the mentioned stations ensures consistent data
acquisition and management across different testing environments.

Setup Wiring

The ArdEnvironment Station is a comprehensive system comprised of an Arduino Mega 2560 Board,
Wiznet W5500 Ethernet board, and the Adafruit BME 280 sensor designed for measuring pressure,
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Figure 4.53: The Run Archive DB of the HV DCS software.
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Figure 4.54: The Alarm Limit Settings of the HV DCS software.

temperature, and humidity. The diagram below illustrates the setup, featuring the Arduino-Wiznet
configuration, the BME280 sensor, and labeled wiring connections between the Arduino and the
sensor. Following the wiring connection, users can ensure the correct linkage by powering on the
Arduino and verifying the flashing blue LED indicator.

If the blue LED fails to flash, the user should inspect the wiring connections. Pressing the white
button for Arduino Soft Reset, located on the top right side of the red Wiznet board, is a correc-
tive measure. After performing the reset, users should recheck the blue LED to confirm proper
functioning, as illustrated below.

OPC DA Server Operation

If blue LED flushes, user can connect the Arduino to a computer via an ethernet cable. The IP of the
Arduino is 10.0.0.10, so for the right connection with the computer user must set computer’s static
ip under the same subnet (10.0.0.X). Also, user can test the connection with Arduino by executing
the following command via terminal and checking the output:
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Figure 4.55: The Settings panel of the HV DCS software.
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Figure 4.56: Left: The ArdEnvironment setup consists of the Arduino Mega 2560 and the Wiznet
5500 Ethernet Shield, Top Right: The BME280 sensor for pressure, humidity and temperature mea-
surements, Bottom Right: The wire connection between Arduino and BME280 sensor.

> ping 10.0.0.10

If ping is successful, the steps which user must follow to establish the Arduino OPC DA Server
operation are:

1. Open ”OPC Server for Arduino/Genuino” program as administrator under Windows

2. Press ”Arduino Ethernet” Tab and insert 10.0.0.10 in ”Arduino IP” field and 80 in ”Port”
field

3. Press ”Save Configuration” button and close the window by tapping "X’ icon
4. Run register.bat” file as administrator

5. Open ”OPC Server for Arduino/Genuino” program as administrator under Windows
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After the completion of these steps, the OPC DA server forwards the sensor’s values to WinCC-OA
software. Also, it is important to be mentioned that ”OPC Server for Arduino/Genuino” program
is initialized in minimized mode under the Notification area of Windows down right.

OPC UA Server Development

To enhance the maintainability and versatility of the ArdEnvironment Station, a new in-house OPC
UA server has been developed from scratch. The initial implementation is designed for an Arduino
equipped with a BME280 sensor (Pressure, Temperature, Humidity), utilizing I2C for communica-
tion and analog ports for monitoring various input sensors.

The first stage of development involved modifying the Arduino firmware to establish communication
with the BME280 sensors, both digital and analog embedded ports. The firmware was configured
to export parameter values through the Arduino’s serial port, with a refresh rate of 1000 ms and a
baud rate of 9600 bps.

Subsequently, the OPC UA Server, named PyOpcUaServer, was created as a Python executable
script. This server operates as a wrapper for the sensor data, utilizing serial port communication.
The primary purpose of the PyOpcUaServer is to aggregate data from various sensors and provide
accessibility through a TCP endpoint port. This functionality enables WinCC-OA to function as an
OPC UA client, subscribing to the PyOpcUaServer and efficiently collecting sensor data. The key
features of the PyOpcUaServer are outlined below:

* Development: Implemented in Python and built upon the FreeOpcUa API, ensuring flexi-
bility and compatibility.

* Deployment: Facilitates plug-and-play deployment, simplifying the integration of the server
into different environments.

* Sensor Compatibility: Supports a wide range of sensors, including analog, 12C, and digital,
making it versatile for diverse sensor setups.

¢ Scalability: Designed to scale with the number of parameters, allowing seamless integration
with systems of varying complexities.

* Platform Independence: Ensures Linux distribution independence, promoting compatibility
across different operating systems.

* Multi-Client Access: Accessible on a single endpoint by multiple OPC UA clients, enhancing
flexibility and usability.

Additionally, the project is openly accessible through a GitLab repository, serving as a valuable re-
source for the development of other OPC UA server solutions. The GitLab CI/CD pipeline has been
established to conduct static analysis, evaluate code quality, and run tests on the PyOpcUaServer ex-
ecutable. This CI/CD process is automatically triggered after each new Git commit, providing a
systematic approach to ensuring the reliability and effectiveness of the server.

ArdEnvironment Station

The ArdEnvironment Station is shown on Figure 4.58. The main panel consists of three plots and
values which displays the pressure, temperature and humidity values respectively as shown below.
The user has the capability to simultaneously archive pressure, temperature, and humidity values by
clicking the ”Start” button located in the ”Archive” area. The default sampling time is configured to
generate one mean value per minute, but users retain the flexibility to adjust sampling time settings
by selecting the ”Settings” icon within the ”Archive” section.
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Figure 4.57: ArdEnvironment Station main panel, user can monitor and archive/export the pressure,
temperature and humidity.

Under the “Export” area, users can export the archived data for a specific user-defined time slot
by indicating the start and end date/time. The softwate provides the option to export the data
either as a data file named ”ArdEnvStation_Start_TO_End.dat” or as a plots file named ”ArdEn-
vStation_Plots_Start_TO_End.png.” The output is stored in the default output directory within the
project folder ”ArdEnvStation_Data” or in a directory of the user’s choice by clicking the ”Folder”
icon. Examples of the exported data and plots are illustrated below. It’s essential to note that the
archive must always be turned on (indicated by a green indicator). If the indicator is not green, the
users need to press the ”Start” button to initiate archiving.
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Figure 4.58: Form of exported data and plots using ArdEnvironment Station.

Vertical Slice Setup

For the specific demands of the Vertical Slice (VS) lab, an advanced ArdEnvironment Station has
been developed to streamline the monitoring of crucial environmental parameters within the lab.
Additionally, it is designed to oversee the intricate network of cooling lines that play a pivotal role in
providing optimal cooling to the Micromegas/sTGC electronics setup, exemplified in Figure 4.59.
This enhanced station demonstrates a commitment to precision and efficiency, ensuring seamless
operations within the laboratory environment.
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Figure 4.59: The NSW electronics setup at the Vertical Slice laboratory.

The VS setup is composed of three cooling lines dedicated to the NSW electronics, monitored
through TMP36 Analog temperature sensors. The connection schematic between Arduino and these
sensors is illustrated in Figure 4.60. In this setup, the BME280 is intricately linked to the SDA/SCL
12C master of the Arduino, while the three TMP36 analog sensors establish direct connections to
the A1-3 analog interfaces of the Arduino. This configuration ensures a comprehensive monitoring
system for the temperature parameters critical to the efficient functioning of the NSW electronics
within the laboratory environment.
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Figure 4.60: The VS Arduino sensor connection schematic. The setup consists of one BME280
environmental sensor and 3 TMP36 analog sensors which are connected to the I2C and analog

Arduino’s interfaces accordingly.

The improved ArdEnvironment Station, as shown in Figure 4.61, includes the monitoring of one
BME280 environmental sensor(atmospheric pressure, temperature, humidity) and three TMP306 ana-
log temperature sensors. Although, it includes also the monitoring of the dewpoint temperature

which can be described by
100 — RH
Tdewpoint = Tem} - T (43)
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Another important feature for the safe and unattended operation of the NSW electronics , is the new
alarm handling notification system which sends email and SMS when the following conditions are
true:

* Cooling temperature sensor will be over the ERROR limit( WARNING: 30°C < T" < 35°C,
ERROR:T" > 35°C)

* Dewpoint measurement will be over the WARNING limit in order to prevent the liquefaction
of the cooling lines( WARNING: T yewpoint — Linput,i < 2°C)

The updated ArdEnvironment Station is showing in Figure 4.61 :
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Figure 4.61: Updated ArdEnvironment Station main panel. Users have now the ability to monitor
the dewpoint and the VS electronics setup’s cooling lines temperatures. In addition, he/she can
enable/disable the automatic alarm handling notification system and can manually input the SMS/e-
mails which he/she wants to get notification when the alarm conditions are satisfied.

In summary, the ArdEnvironment Station boasts a rich set of features tailored for comprehensive
environmental monitoring and management. Key functionalities include:

* Environmental Monitoring:

— Continuous monitoring and archival of environmental parameters, including tempera-
ture, humidity, and atmospheric pressure.

— Precise recording of the dewpoint temperature, providing critical insights into ambient
conditions.

* Cooling Lines Monitoring:

— Real-time monitoring and archival of temperatures in input cooling lines, ensuring a
thorough understanding of the thermal dynamics.
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¢ Alarm Handling System:

— Flexible configuration to enable or disable an automatic alarm handling notification sys-
tem.

— Customization options for users to input specific SMS or email preferences for receiving
timely notifications when alarm conditions are met.

This robust set of features empowers users with in-depth data on environmental and thermal condi-
tions, contributing to informed decision-making and effective management of experimental setups.
The ArdEnvironment Station’s adaptability and user-friendly interfaces make it a valuable asset for
a wide range of laboratory applications, ensuring optimal performance and reliability in diverse en-
vironments.

4.3.4 Electronics Station

This subsection details the software developed for the electronics validation of the NSW sectors
before their installation in the ATLAS experiment. The sector validation occurs at multiple CERN
buildings, including BB5, B180, and B191.

The Electronics Station boasts a streamlined and compact design, featuring a singular window, as de-
picted in Figure 4.62. Within this user-friendly interface, operators can seamlessly navigate between
different layers of the sector, providing comprehensive monitoring of temperature and power sensor
values. This software serves a crucial role in ensuring the robustness and functionality of the NSW
sectors before their integration into the ATLAS experiment.

Print ID-

Layer 1 Layer 2 Layer 3 Layer 4

Temper onttor
" © Analog @ Digital Alarm Limits ~—— Water Cooling

Board  LOLIREDR 1291 1 1272 HOLJI MMFES_12P2  12P3 | 1293 | _12P4_HOLJ| MMFES_12P4  12P5 1295 1 s 1276 HOLJ| MMFES_L2P6  12P7 ] 1297 ] 1278 HOLJ| MMFES_L2P8_HO!

Figure 4.62: The main SCA DCS panel for Micromegas electronics monitoring.

The Electronics Station offers a range of features designed to streamline the monitoring and valida-
tion process for the New Small Wheel sectors. These include:

* Wedge Side Selection: Users can seamlessly switch between the IP and HO wedges of the
sector, providing flexibility in monitoring specific components.
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Quick Display: Users have the ability to monitor the SCA connectivity status and a specific
board parameter. A left-click opens a pop-up plot of the parameter, while a right-click initiates
full board monitoring.

Layer Display: The system enables users to monitor the SCA connectivity status and param-
eters for all boards across different layers of the sector, facilitating comprehensive oversight.

Users can easily switch between different monitoring modes, includ-
ing board type, voltage, temperature, and SCA ID value. The “Settings” button allows users
to customize parameters for quick display based on the board type.

SCA OPC UA Status: The system provides a clear display of the SCA OPC UA connection

status via the main panel, ensuring users are informed about the communication status.

SCA ID Print: Users can export the SCA ID list per board, conveniently saving it in the
/Desktop area of their computer for reference.

Temperature Overview Monitor: Users can visualize all parameters for all boards within
the sector, seamlessly switching between layers and different board types (Analog - MMFES,
Digital - ADDC, L1DDC). The system employs color-coded alarms for quick identification of
values outside predefined limits, allowing users to adjust limits as needed within the interface.

These features collectively contribute to an efficient and user-friendly platform for validating and
monitoring the electronics of the New Small Wheel sectors.
The user via the ”Quick Display” which described in the previous section, has the ability to monitor

all the parameters of the board by right-clicking on the board. A window per board is opening, so
users have the ability to monitor in details all the parameters as shown in Figure 4.63.

Figure 4.63: The board SCA DCS panel for Micromegas electronics monitoring.

The monitoring parameters per board are:

Temperature sensors

Power sensors

On-chip temperatures

SCA online status

SCA ID

SCA OPC UA Server Board name

FELIX e-link
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4.3.5 Cosmics Station

This subsection details the experimental setup and software developed for the cosmics validation of
the Micromegas sectors before their installation into the New Small Wheels of the ATLAS experi-
ment. Cosmics validation represents the concluding phase of the Micromegas detectot’s validation
procedure, incorporating gas, high voltage (HV), and electronics validation processes.

The cosmics validation aims to ensure the comprehensive functionality of the Micromegas detec-
tor under realistic operating conditions. This validation step involves the integration of gas, HV,
and electronics validation, providing a holistic assessment of the detector’s performance. The ex-
perimental setup and software play crucial roles in orchestrating and monitoring these validation
processes, ensuring the successful integration and operation of the Micromegas sectors within the
ATLAS experiment.

Setup

The Cosmics Station setup is a crucial stage in preparing the Micromegas sector for integration into
the ATLAS cavern. This involves providing the sector with all the essential services, including high
voltage (HV), gas, cooling, alignment, and electronics, before its final installation. The complexity
of this system is evident, requiring significant attention and care from a team of experts over several
weeks for each Micromegas sector to be fully configured. An illustration of a real Micromegas sector
within the Cosmics Stand setup at BB5 CERN is presented in Figure 4.64.

Figure 4.64: A real Micromegas sector at the Cosmics Stand setup at BB5 CERN.

Due to the intricate nature of the Micromegas sector, the Cosmics Stand Station is a comprehensive
combination of various sub-stations, each serving a specific purpose:

* HYV Station: Responsible for the monitoring and control of the HV channels.

* LV Station: Focused on controlling the low voltage (LV) of the electronics boards installed
on the sector.
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* SCA Station: Dedicated to monitoring the temperature and power levels of the electronics

boards.

¢ MDM Station: Tasked with monitoring the temperature sensors installed on the surface of
the sector.

* Gas Station: Handles the monitoring of the gas sensors of the sector.
* Env Station: Manages the monitoring of environmental conditions during the cosmics runs.
¢ Safety Station: Deals with safety mechanisms in case of incidents.

An overview schematic is shown in the below Figure 4.65 .
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+Fire Sensor Supply

Figure 4.65: The overview schematic of the Cosmics Stand DCS Station

HYV Station

When a user presses the ”Sector X button, he/she is inserting to the main control/monitor window
of the HV DCS software as shown in Figure 4.66, and as you can see there is a lot of information
that should be described in details. Let’s start analyzing the main panel Figure 4.60, it is divided in
different purpose windows:

* HV Channels: Users can monitor all individual HV sections, he/she can monitor the voltage
value and the current value. The green color indication of the HV section label displays the
current status of the channel. The different states of the channel are: ”Green” for ON channel,
”Grey” for OFF channel and ”Red-Grey” blinking for Tripped channel. There is also an
option, where users can right-click over the HV section label and a pop-up window will open
with the corresponding HV section graph of the voltage/current versus time. Users can also
check the checkbox option in order to open the graph of the voltage/cutrent versus time in
the "HV Plots” window.

* HV Plots: This is the regions where the checkboxed HV sections of the "HV Channels”
window graphs of the voltage/current versus time are displayed.
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Figure 4.66: The main panel of HV DCS software for control and monitoring.

This is the region where user can monitor the sensors that are defined in the "Ex-
tra” frame of the ”Setup” tab. For example, user car monitor under the ’MM Gas” frame, the
mass flow, pressure and the humidity of the IP and HO wedge. Also, under the ”EnvStation”
frame, user can monitor the pressure, environment and humidity value of the environment.
Via the ”Env Plots” and ”Gas” Plots, user can open the corresponding plots.

HV Alarm: In this region, users can have a visual representation of the module under test-
ing. The user has the option to select between two modes, voltage or current representation
using the ’switch” button. The limits are user-defined and user can set them up though the
”Settings” button and the ”Alarm Limits” button, procedure that will be described in the next
sub-sections.Near the “switch” button, user can find the voltage or current limits and the color
representation for this limits. Also, user has the ability to monitor the Layer’s HV sections by
left-clicking on the ”Layer X button and the individual HV section by left-clicking in the cor-
responding HV section in the graphical representation. In the bottom part, user can monitor
the status of the HV sections that are in the user defined ”green (OK)” area pear Layer and
per full Module. By using the histogram, histogram can have a quick idea of the HV status of
the module.

Archive/Export: In this region, user can archive and export all data which are selected and
will be described under details in the next sub-sections.

Users can enable the auto-trip recovery mechanism and
set the V,p, value. By enabling this, it means that when a HV section will trip and is powering
off, the auto mechanism is powering on it and it sets the V¢, of this value into Vet — Viup.

Safety Light: User has the ability to power on-off the HV safety light indication in order to
inform lab users that HV is enabled.
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Control

User has several options to control the Micromegas’s HV sections. In principal, via the HV DCS
software user has the ability to control the following parameters of the CAEN boards hardware:

* onOff: This is the power on/off setting of the HV channel

* vSet: This is the voltage setting of the HV channel

* i0: This is the first current limit that the HV channel cannot exceed

* il: This is the second current limit that the HV channel cannot exceed

* tripTime: This is the time limit which if a HV channel’s current value is over i0/11, it trips

* vMax: This is the max voltage setting that user can insert for safety reasons in order to not
exceed it

* rUp: This is the voltage ramping up step of the HV channel, for example 10 V/s
* rDown: This is the voltage ramping down step of the HV channel, for example 10 V/s

User has multiple ways to control the HV sections, from module up to individual sector control, and
the ways are the following:

¢ Sector Control: User has the ability to control all the HV sections of the Micromegas sector
by pressing the ”Configure”. He/she has the ability to select all or individual channels and
control all the settings.

¢ Layer Control: Users has the ability to control one individual HV layer of the Micromegas
sector pressing a section object, "LL1S” for example.

* Quick Control: Users has the ability to control the Module or Layer, strips or drift channel
in a quick compact way.

Archive/Export

The monitor and control of the HV channels is the first step of the HV validation. The second
step is the archiving,exporting and analyzing the data. The HV DCS software has the ability for
unstoppable archiving of all the data. In other words, all the HV channel, gas, environment, and
GIF++ parameters are archived during the operation of the Micromegas module. User has the ability
to start and stop a Run by clicking the corresponding button. By doing this, the time-slot between the
start and the end of the run is auto-filled and thus, user can press the "Export” button. By pressing
the “Export” button, user is exporting the HV and the “Extra” data which are selected to a user-
defined directory specified under the ”Dir” text-field. Also, user has the ability to manually select
the ”Start” and ”"End” time of the data that he wants to export manually by filling the corresponding
fields under the ”Timeslot” frame.

LV Station

Via the LV button through the Cosmics DCS panel as shown in Figure 4.66, user has the abil-
ity to access the LV Station as shown in Figure 4.67. User has the ability to power on/off the
Analog(MMFES) and Digital(LIDDC,ADDC) boards via a trigger relay which is interconnected to
power supplies and an Arduino.
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Figure 4.67: The LV Station of the Cosmics Test Stand Station.

SCA Station

By clicking the ”SCA” button within the HV DCS panel, depicted in Figure 4.606, users can access the
SCA Station, as illustrated in Figure 4.68. This allows them to monitor the temperature and power
levels of all the electronics boards, utilizing the monitoring options detailed in the previous section.

Type Voltage Temp SCAID

0 (261 ]

Layer 4

~4—— Water Cooling

PYPTTRN s (2Pt oL v 12p1_HoRlvivrEs 12p2 HOLflMMFEs_12p2 HOREMMEES 12p3 HOLl MMFES_12p3 HORNMMFES_12ps_HOLMMFES 124 1Rl MMFEs_ 1275 HOL MmrEs 12p5 HoRfvmEEs 12p6 HOLfvmrEs 12p6_HORNMMFES 12P7_HoLl MyFES 12P7_HORIMMFES 1278 oL MMFES_12P8 HO!

Figure 4.68: The SCA Station of the Cosmics Test Stand Station.

MDM Station

By clicking the "ELMB” button within the HV DCS panel, as depicted in Figure 4.66, users can
access the MDM Station, shown in Figure 4.69. This station allows users to monitor the temperature
sensors installed on the surface of the sector. The MDM Station has been designed by my colleague
and friend, Christos Paraskevopoulos.

Gas Station

By selecting the ”Gas plots” button within the HV DCS panel, as illustrated in Figure 4.51, users can
access the Gas Station, depicted in Figure 4.70. In this station, users can monitor the pressure and
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Figure 4.69: The MDM Station of the Cosmics Test Stand Station.

humidity sensors installed in the gas lines of the Micromegas sector. The pressure sensor system has
been designed by my colleague and friend, Stamatios Tzanos.
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Figure 4.70: The Gas Station of the Cosmics Test Stand Station.

Env Station

By selecting the ”Env plots” button within the HV DCS panel, as depicted in Figure 4.66, users can
access the Env Station, illustrated in Figure 4.71. In this station, users can monitor the environmental
parameters, including pressure, humidity, and the dewpoint levels of the laboratory. The monitoring
options are described in detail in the previous section.

Safety Station

The Safety Station is a crucial component equipped with automated scripts that run continuously
to proactively prevent incidents related to various aspects, including electronics, gas, and cooling
systems. The system is designed to promptly respond to potential issues, ensuring a safe operating
environment. The active alarms, operational 24/7, ate as follows:
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Figure 4.71: The Env Station of the Cosmics Test Stand Station.

* Temperature Overlimit (LV Shutdown): If the input/output flow temperature surpasses
30 C, the LV is automatically powered off. Simultaneously, SMS and email notifications are
triggered, alerting safety personnel and enabling swift response.

* High Temperature Warning: When the input/output flow temperature exceeds 27 C, au-
tomated SMS and email notifications are promptly dispatched to safety personnel, ensuring
timely awareness of the elevated temperature conditions.

* Pressure Alert: In case the sector’s pressure exceeds 6 mbar, the Safety Station triggers auto-
mated SMS and email notifications. This immediate alerting mechanism helps in addressing
pressure-related issues promptly.

* Temperature-Dewpoint Differential Alert: If the temperature difference between the in-
put flow and dewpoint falls below 2 C, the Safety Station initiates automated SMS and email
notifications. This ensures a proactive response to conditions that might lead to potential
concerns.

This comprehensive safety setup plays a crucial role in maintaining a secure and stable operational
environment for the Micromegas sector during cosmics validation.

4.4 NSW Production Control System

A detailed description will be given for the New Small Wheel Detector Control System which de-
signed and developed for the smooth operation of the detector inside the ATLAS experiment.

4.4.1 System & Architecture Design

The NSW is a advanced component of the ATLAS experiment, demanding the implementation of
an equally complex DCS. The purpose of this system is paramount, ensuring the consistent and
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safe functioning of the detector, while seamlessly interfacing with all sub-detectors and the broader
technical infrastructure of the experiment. The NSW DCS serves as the central nervous system,
managing transitions between the detector’s operating states and providing continuous monitoring
and archival of crucial operational parameters.

The inherent complexity and extended operational periods of the NSW underscore the necessity for a
robust DCS. This system becomes indispensable, not only for maintaining the detector’s functionality
but also for serving as a bridge to facilitate communication with various sub-detectors and the broader
technical framework of the experiment. It acts as the linchpin in orchestrating the detector’s intricate
dance of functionalities.

The central system is designed to vigilantly handle transitions between different operational states
of the probe. This adaptability is crucial for accommodating the diverse requirements of exper-
imental conditions, seamlessly switching between modes, and ensuring optimal performance. Si-
multaneously, the NSW DCS continuously monitors and archives essential parameters, providing a
comprehensive record of the system’s operational history.

The NSW DCS incorporates a robust alarm system that reacts promptly to any abnormalities de-
tected in the detector’s subsystems. In the event of a deviation from normal operating conditions,
the system triggers signals or alerts (alarms) that notify operators. These alerts serve as eatly warn-
ings, allowing for swift intervention to rectify issues. The system is designed to adapt to automatic
processes whenever possible or facilitate manual actions to reset the detector, ensuring its proper
functioning.

The control room for the ATLAS experiment is a central hub where skilled shifters operate around
the clock, 24 hours a day and seven days a week. These dedicated personnel play a crucial role
in preparing the ATLAS detector for data acquisition, ensuring its readiness to capture valuable
experimental data. The control room serves as the nerve center, overseeing the intricate operations
of the ATLAS experiment and responding to any alerts or events detected by the NSW DCS.

In essence, the NSW DCS stands as a testament to the engineering required to manage a complex
and long-running experiments like the ATLAS. It acts as the vigilant guardian, overseeing the de-
tector’s health, adapting to changing conditions, and enabling the sustained success of the ATLAS
experiment. The NSW DCS design is conceived to seamlessly integrate within the broader ATLAS
DCS, providing continuous monitoring and a robust interface for all NSW hardware components.
Given that Micromegas (MMG) and small-strip Thin Gap Chambers (sSTGC) serve as muon detec-
tors within the NSW, they are included in the Muon DCS system. The Muon DCS encompasses
several sub-detectors, such as Monitored Drift Tubes (MDT), Resistive Plate Chambers (RPC), Thin
Gap Chambers (TGC), and Cathode Strip Chambers (CSC).

Notably, due to the NSW Upgrade project, the CSC will be phased out, leading to the corresponding
removal of its DCS functionalities. For the specific requirements of the NSW, two new sub-detectors
will be incorporated under the Muon FSM tree, as illustrated in Figure 4.72 :

* MMG for Micromegas
* STG for sTGC

Within the Muon DCS, a typical configuration involves a total of three FSM nodes, as depicted in
Figure 4.73. Following this established pattern, the MMG&STG sub-system adheres to the following

structure:

¢ Side A: Comprising projects dedicated to servicing the hardware and associated services on

Side A.

* Side C: Encompassing projects dedicated to servicing the hardware and associated services
on Side C.
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Figure 4.72: The structure of the MUO FSM DCS. Due to the NSW Upgrade, the CSC will be
removed and MMG&STG DCS will be added as new sub-detectors.

* Infrastructure (INF): Involving projects catering to common hardware, services, and infras-
tructure requirements.

Figure 4.73: The FSM node structure of the MMG&STG following the Muon DCS schema.

4.4.2 Hardware & Projects

Since the NSW is a significant project, its various hardware components must be organized into
categorties for a smooth architectural design. The NSW consists of the following hardware blocks:

* HV: This hardware block is responsible for providing high voltage to the detector, which is
crucial for the muon detector’s operation and functionality.

e LV: The LV hardware block supplies low voltage to the electronics, ensuring their proper
functioning.

* MDT-DCS-Module (MDM): This hardware interface hosts temperature and magnetic field
(BField) sensors, contributing to monitoring and control.

* Electronics (ELTX): The ELTX block encompasses electronics responsible for data acqui-
sition, triggering, and data transfer within the NSW.

* Gas: This hardware block manages the gas components of the detector, crucial for the normal
operation of the detectors.

¢ Cooling: The Cooling hardware block provides the necessary infrastructure for cooling the
electronics, preventing overheating.

* VME: VME serves as the hardware environment hosting modular electronics, ensuring their
efficient operation.
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* Advanced Telecommunications Computing Architecture (ATCA): This hardware block
utilizes the ATCA architecture to host modular electronics, providing advanced computing
capabilities.

* Detector Safety System (IDSS): DSS is the hardware interface responsible for ensuring the
safety of the detector system, triggering safety protocols in case of abnormalities.

* Beam Interlock System (BIS): The BIS interface provides beam interlock flags, crucial for
safe physics runs and LHC operation.

In the following subsubsections, a comprehensive description of the various hardware blocks will be

provided.
The next step in the architecture is to define the WinCC-OA projects where all the NSW hardware
will be distributed. A schematic of the proposed plan can be seen in Figure 4.74 below:

e
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~ ATLMMGSCS | . ATLSTGSCS | ATLMUONSWMDM
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Figure 4.74: The propesed MMG&STG WinCC-OA projects allocation between the sub-detector.

The division of the various projects is based on the following criteria:

1. Project type: The Supervisor Control Station (SCS) project will serve as the overarching
control station that encompasses all projects and functionalities.

2. Detector: Projects are categorized based on the detector they will serve (e.g.,, MMG, STG).

3. Side of NSW: Projects are organized according to the side of the NSW they will serve (e.g.,
A, C).

4. Hardware: Projects are classified based on the hardware they will serve (e.g., HV, LV, ELTX,
MDM, and INF, which are used for the common infrastructure).

4.4.3 Projects Allocation

The next crucial step involves defining and inventorying the computer that will host the WinCC-OA
projects. After extensive consultation with the ATLAS Central DCS team, the selected server is the
PowerEdge R440 Server 1U. The PowerEdge R440 offers value in a compact form factor, providing
platform flexibility and maximizing performance with dual 2nd Generation Intel® Xeon® Scalable
processors, up to 16 DIMMs, and scalable storage that allows for a mix of SSDs and NVMe PCle
SSDs. Embedded diagnostics and SupportAssist contribute to the R440’s ability to deliver maximum
uptime in a worry-free environment. For the NSW, the decision was made to purchase a total of
12 servers, with 10 intended for active use and two acquired as backups. Subsequently, the project
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Figure 4.75: The WinCC-OA projects allocation between the various server machines.

allocation per hostname had to be defined, following the logic illustrated in Figure 4.75 below: The
information derived from Figure 4.75 provides insights into the project, hostname, and the specific
detector part running on a given server. Distinct color deviations signify the Side FSM, Project FSM,
Project name, and hostname. The allocation of projects adhered to the following criteria:

* Number of Monitored Parameters: Projects were organized based on the quantity of moni-
tored parameters, ensuring efficient management.

* Arrangement by Side: Projects were grouped by Side to enhance maintainability and organi-
zation.

¢ Functional Grouping: Projects sharing the same hostname were grouped based on function-
ality. For instance, all common infrastructure projects were placed under the pcatlmuo03
machine.

Consequently, a total of 18 WinCC-OA projects are distributed across 10 machines, establishing a
scalar distributed system within the ATCN network of ATLAS. The 10 DCS machines are strategi-
cally located on the Y.26-16.A1 rack in the USA15 service area of ATLAS, connected to the ATCN

network, with access exclusively granted via the ATLAS gateway.
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4.4.4 Gitlab Repository Structure

The NSW DCS projects are archived under the Central DCS GitlLab repository https://gitlab.
cern.ch/atlas-dcs-subsystems/atlas_dcs_xyz, where xyz cotresponds to mmg, stg, or
muo. An essential prerequisite before initiating developments is the definition of the project struc-
ture. The GitLab repository has been organized to adhere to Central DCS requirements and adopt
the common Muon naming convention. This involves the creation of dedicated folder directories for

individual projects, incorporating naming conventions that clearly indicate the scope of both folders
and files.

4.4.5 OPC UA Servers

For communication with most NSW hardware, the well-known OPC UA Server and corresponding
WinCC-OA OPC UA clients are employed. The following list enumerates the OPC UA Servers
developed by the Central DCS and the BE-ICS in the quasar framework, serving the needs of NSW:

1. SCA OPC UA Server: Establishes communication between the FELIX and the SCA embed-
ded across all NSW electronics.

2. MDM CanOpen OPC UA Server: Establishes communication between the MDM and the
connected temperature and magnetic field (BField) sensors.

3. CAEN OPC UA Setrver: Facilitates communication for the CAEN and NGPS infrastructure
used in the HV and LV projects.

4. ATCA OPC UA Server: Manages communication for the ATCA crates.

5. VME OPC UA Server: Handles communication for the VME crates.

The allocation of OPC UA Servers among the NSW DCS projects is illustrated in Figure 4.76. This
diagram provides information on the rack and area position of the hardware, as well as the connec-
tions of OPC UA clients between various projects.

4.4.6 Electronics

In this subsection, a comprehensive overview of the Electronics DCS project will be provided. This
will include a detailed description of the project’s components, functionalities, and the integration
steps involved. Additionally, the various techniques employed in WinCC-OA for seamless integra-
tion will be thoroughly explored.

Introduction

The FElectronics project is tasked with monitoring all parameters connected to the Slow Control
Adapter (SCA) of all NSW electronics. The schematic of the SCA operation has been illustrated in
Figure 3.35. The SCA OPC UA Server, facilitated by the FELIX, establishes communication with
the SCA and its associated connections.

As the SCA OPC UA Server is accessible on the network, the DCS Back-End, represented by the
WinCC-OA project in our context, can act as an OPC UA client. This allows it to subscribe to the
server and read all the values associated with the SCA.

The primary goal of the Electronics DCS project is to provide users with the capability to safely
monitor the values of 7488 electronics boards, encompassing over 100 000 parameters.

The DCS ELTX projects responsible for monitoring are as follows:


https://gitlab.cern.ch/atlas-dcs-subsystems/atlas_dcs_xyz
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Figure 4.76: Overview of the OPC UA schematic.

1. ATLMMGELTXA: Monitors the parameters of MMG-A.
2. ATLMMGELTXC: Monitors the parameters of MMG-C.
3. ATLSTGELTXA: Monitors the parameters of STG-A.

4. ATLSTGELTXC: Monitors the parameters of STG-C.

Framework Component - fwSca

The installation of the corresponding framework component is crucial for project deployment. To
meet the requirements of the SCA ELTX project, the fwSca component has been developed. It
can be installed using the JCOP Framework, particularly through the Installation Tool. The fwSca
component comprises libraries and functions specific to SCA needs, particularly used to create the
appropriate data points (DP). Upon installing fwSca, the following data point types (DPT) are gen-
erated through the .postinstall script:

1. fwScaSCA: Corresponds to one physical SCA chip.
(a) .address (string): The address of the given SCA in an ScaSoftware convention. (e.g.,
netio-next://£id/0x10100000007£0000)

(b) .online (bool): True if the SCA responds to periodic ping requests from the SCA
Supervisor; otherwise, false.

(c) .id (uint): Stores the unique ID number of the SCA queried from the hardware during
initialization.
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(d) .lastReplySecondsAgo (ulong): Number of seconds since the last reply from this
SCA has been received.

(e) .lostRepliesRate (ulong): Rate of lost replies expressed in requests per second.
(f) .numberLostReplies (float): Total number of lost replies.

(2) .numberReplies (ulong): Number of SCA replies received from this SCA since ini-
tialization.
(h) .numberRequests (ulong): Number of SCA requests sent to this SCA since initializa-

ton.

(i) .requestRate (float): Request rate sent to this SCA expressed in requests per second.

2. fwScaGlobalStatistician: Corresponds to one global statistician per SCA OPC UA
server.

(a) .totalNumberLostReplies (float): Total number of lost replies per SCA OPC UA
Server.

(b) .requestRate (float): Request rate sent to this SCA expressed in requests per second.
3. fwScaScaSupervisor: Corresponds to one supervisor per SCA OPC UA server.

(a) .number0ffline (unit): Stores the number of SCAs in deferred initialization (’not yet
online”) plus those initialized but currently offline.

4. fwScaMeta: Needs to be created manually and corresponds to the server version per SCA
OPC UA Server.

(a) .versionString (string): Contains versions of the server, SCA-SW, and relevant de-
pendent libs (FELIX SW, etc.).

The final step involves creating the corresponding DPs by pressing the corresponding buttons in the
4.77 panel.

OPC UA Client connection

The installation of the ‘fwSca‘ component also includes an OPC UA Client with the number 65,
which is visible on the Console of the corresponding project (referred to as ‘startConsole). The
next crucial step involves creating the necessary connections and subscriptions. To achieve this,
the ‘fwAtlasOpcUa® JCOP framework component is essential and can be installed using the JCOP
Installation Tool.

The ‘fwAtlasOpcUa‘ component provides the following functions for creating connections and sub-
scriptions:

» fwAtlasOpcUa_createConnection(unsigned managerNumber, string connectionName,
string endpointUrl);
— managerNumber: Driver number (e.g., 65)

— connectionName: Connection name of the SCA OPC UA Server (e.g., SCA_OPC_UA_
MMG_ Sector_A019)

— endpointUrl: The endpoint URL of the SCA OPC UA Server, typically running inside
the FELIX machines (e.g., “opc.tcp:/ /pe-tdg-flx-nsw-mm-00:480207).

» fwAtlasOpcUa_createSubscription(string connectionName, string subscriptionName) ;
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— managerNumber: Driver number (e.g., 65)

— subscriptionName: Subscription name of the SCA OPC UA Server (e.g., SCA_OPC_UA_
MMG_ Sector_A01_subscription®)

By pressing the ”Create Connection Subsctiption” button in the panel ATLAS_DCS_MMG/panels/mmgEltx_
tools/mmgEltx_fwsca_dpCreation.pnl, as depicted in Figure 4.77, the corresponding 16 SCA
OPC UA connections and subscriptions are created under the _OPCUAServer and _OPCUASubscription

DPTs within each project.
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Figure 4.77: The panel "mmgEltx_fwsca_dpCreation.pnl” which creates the corresponding 16 SCA
OPC UA connections and subscriptions under each project.

Datapoints Creation

If the corresponding SCA OPC UA Server is connected, the Data Processing Element (DPE) SCA_0OPC_UA_MMG_Se
will be set to TRUE. This indicates that the SCA OPC UA items are available in the OPC UA address
space, allowing for subscription. Consequently, all SCA datapoints can be created and subscribed to
their respective SCA OPC UA items.

For the creation of datapoints, the same panel used for the SCA OPC UA Connection Subscription
is employed, as illustrated in Figure 4.77. Users can open the corresponding XML file and press the
”Display SCA boards” button to review its contents. Subsequently, pressing the ”Create” button
generates the fwScaSCA datapoints and connects them to the corresponding OPC UA objects.

It is noteworthy that the fwSca component does not handle the calculated parameters in the SCA
OPC UA Server XML files, which contain actual temperature and power values for various SCA
connections. The classic fwScaAnalogInput Data Processing Type (DPT) includes:

* value (OpcUa_Float): Stores the most recent voltage of the given channel, expressed in
volts. Will be NULL if conversion isn’t successful.

» rawValue (OpcUa_UInt16): Stores the most recent conversion result of the given channel,
expressed in ADC counts. Will be NULL if conversion isn’t successful.

To address this, a new DPT named AnalogInputCalculatedVariables is introduced, encom-
passing the following parameters:

* .temperature (float): The corresponding temperature value after conversion.
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» .power (float): The cotresponding power value after conversion.

Users can press the designated button in Figure 4.77 to create and connect the corresponding data-
points for the specific sector using the loaded XML file.

Internal Mapping & Board Settings

One of the crucial steps in a DCS project is the internal mapping configuration, which involves
mapping the physical SCA object to geographical objects. This process ensures that information
about the location of an SCA object can be obtained.

To facilitate this mapping, the "MMG_ELTX_Board” Data Point Type (DPT) has been designed,
as illustrated in Figure 4.78. The structure of this DPT includes the following components:

* Sector Division: This corresponds to the sector folder structure. In each of the four ELTX
projects, there are 16 sectors, each identified by a specific name (e.g., MMG_ELTX_AO01).

* Layer Division: This encompasses the layer folder structure. While MMG contains a total
of eight layers, STG has an additional layer for Rim Electronics (e.g., Layer9).

* Board Division: This involves the board folder structure. For MMG, there are 24 or 16
boards depending on the layer. In the case of STG, there are eight boards for each layer, but
for Rim Layer 9, there are a total of 11 boards.

Each of the Board consists the following DPT structure:
* info:

— JogicalName: Includes the SCA name which is specified in the SCA OPC UA Serve
XML file (e.g. /MM-A/SCA/L1DDC/S0/L0/E);

— .type: Includes the board type (e.g MMFES, L1DDC, ADDC, SFEBS, SFEB6, PFEB,
Router, PadTrigger, RimLL1DDC1, RimLL1DDC2).

¢ power: It consists of the power folder structure.

— .channel: Includes the LV channel from the corresponding LV project which provides
the LV power to this specific SCA board.

* state: It consists of the state structure which is an internal datapoint which is used for summary
information;

— .temperature: Includes a sum up of all the temperature values of the corresponding
SCA boards. It consists of 3 severity levels (1: OK, 22WARNING, 3:ERROR) and it’s
functionality will be described in the next subsubsection;

— .power: Includes a sum up of all the power values of the corresponding SCA boards. It
consists of 3 severity levels (1: OK, 22WARNING) and its functionality will be described
in the next subsubsection.

* .cnabled: Included the information if the corresponding SCA board is enabled or disabled. A
description will be given in the next subsubsection.

In order to create the DPT and DPs of the project, users can do it by pressing the corresponding
buttons under the panel "mmgEltx_Fsm_Dpe_Creation.pnl”.

Another crucial Data Point Type (DPT) is the one containing board settings for each board type.
The Board Settings DPT, depicted in Figure 4.80, is structured as follows:
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Figure 4.78: The structure of the internal mapping DPT.

* Board_Settings: Consists of the settings folder structure, encompassing all detector board
types (MMG: MMFES, L1DDC, ADDC, and STG: SFEBS8, SFEB6, PFEB, Router, PadTrig-
ger, RimL.1IDDC1, RimLL.1DDC2).

* Board(MMFES): Represents the board type folder structure.
* parameter(vinmPdo): Encompasses the board parameter folder structure.

— downLimit: The default lower alert limit for the corresponding parameter.
— upLimit: The default higher alert limit for the corresponding parameter.

— description: The descriptive text used for description handling.

Description Handling

The next crucial step in the project integration is description handling, which is employed to utilize
more user-friendly names for the datapoints. In the ELTX projects, all datapoints and parameters
have descriptions, and for each datapoint element, the following schema is employed:

* Description: It contains the geographical location according to the internal mapping and the
parameter description specified under the Board_Settings DPT (e.g.,, MMG ELTX A 01 L1
B11 SCA Temp).
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Figure 4.79: The panel which is used for the creation of the internal mapping and the board settings.
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Figure 4.80: The structure of the board settings DPT.

¢ Alias: It contains the geographical location according to the DAQ convention, the board type,
and the parameter description specified under the Board_Settings DPT (e.g.,, MMG ELTX A
ADDC S0 LO SCA Temp).

To apply descriptions and aliases to all datapoints in the project, the user needs to press the corre-
sponding button in the panel mmgEltx_descriptionHandling.pnl, as shown in Figure 4.81.

Alarm Handling

One of the pivotal aspects of project development and operation is the handling of alarms. The alert
handling of continuous values becomes crucial when the entire value range needs to be covered with
specified intervals (limits). In WinCC-OA, the framework (FW) Alarm Screen is employed for this
purpose, designed to facilitate detailed problem tracking and acknowledgment.

It is highly advisable to conFigurealert handling for each Data Point (DP) corresponding to a specific
Data Unit (DU). This configuration involves different threshold limits, triggering corresponding
alarm severity levels when the value falls within predefined conditions. WinCC-OA defines four
levels of alarm severity:

* OK: Indicates that the system is functioning propetly.

* WARNING: Represents a low-severity alert. The system can continue operating, and the
issue should be addressed in the subsequent working hours.
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Figure 4.81: The panel is used for the description handling configuration for all project’s datapoints.

* ERROR: Signifies a high-severity alert, indicating a serious error affecting the system’s func-
tionality. Immediate attention is required to rectify the issue.

* FATAL: Denotes a very high-severity alert, indicating that the system cannot continue to
operate.

The alert handling configuration in WinCC-OA ensures that alarms are appropriately classified based
on severity levels, allowing for effective monitoring, quick identification, and prompt resolution of
issues.

The user has the capability to conFigurethe alarm limits for all datapoints in the project using the
panel "mmgEltx_alert_Configuration.pnl,” illustrated in Figure 4.82. Within the ELTX project, the
following alarms are defined:

* SCA OPC UA Server State: Alarm indicating the connection status.
* SCA OPC UA Supervisor: Alarm tracking the number of offline SCAs per server/sector.

* SCA Sector Online: Summary alert triggered when there are more than 10 offline SCAs per
server/sector.

¢ SCA Online Status: Alarm for the SCA online status, indicating whether the SCA is online
or offline.

* RDB Manager: Alarm associated with the database manager responsible for data archiving.
* VMM Configuration Status: Alarm related to the VMM configuration status.

¢ Temperature and Power Values: Specific alarms for temperature and power parameters,
indicating if the values fall within normal ranges.

The configuration panel allows users to set up precise limits for each alarm, ensuring effective mon-
itoring and timely response to deviations from expected values.

Archive Configuration

Another critical aspect of ensuring the safe operation of the ELTX DCS is the archival of data,
making it promptly available when new values are acquired. For the ELTX and, in general, the
ATLAS DCS Production systems, data is archived in a Production Oracle DB. Given the long-term
nature of the project, it is imperative to archive data at a nominal rate to prevent issues such as
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Figure 4.82: The panels is used for the alarm handling configuration for all project’s datapoints.

disk space exhaustion or data loss. To address this requirement, the well-established WinCC-OA
technique known as ”smoothing” is employed.

Smoothing plays a pivotal role in minimizing communication loads and reducing the volume of data
processed within a WinCC-OA system. This technique effectively mitigates the communication load
between drivers, managers, and other components, while simultaneously optimizing the amount of
data processed. By implementing smoothing, the ELTX DCS ensures efficient data archival practices
over an extended period, safeguarding against potential storage challenges and ensuring the integrity
of historical data.

In the archival process, smoothing values are archived only when they meet the specified smoothing
criteria. 'The WinCC-OA Data Manager is responsible for smoothing the values, comparing each
new system value with the last archived value before deciding whether to archive or apply smoothing.
Various smoothing types are available for both driver and archive smoothing, each serving specific
purposes and outlined below:

* Value-dependent smoothing: The value passes smoothing when itis defined as a percentage
(defined % smaller or larger) than the last valid value.

¢ Time-dependent smoothing: Values occurring within a set tolerance time after the last value
are discarded. After this time has elapsed, the next value change passes smoothing,.

* Value AND time-dependent smoothing: Discards values arriving within the tolerance time
AND within a specified tolerance range. The value passes smoothing after the time has elapsed
or when the set value (limit) is exceeded within the tolerance time.

* Value OR time-dependent smoothing: Values within the set tolerance time OR within
the set tolerance range after the tolerance time has elapsed are discarded. The value passes
smoothing after the time has elapsed or when the set value (limit) is exceeded.

* Old/new comparison: Values pass smoothing only if the value itself or one of the status
bits of the variables changes.

* Old/new AND time-dependent: Suppresses unchanged variable values within a tolerance
time. After a value change, unchanged values do not pass smoothing during the tolerance time
until the original value or one of the status bits changes. New values pass smoothing if the
value changes within the tolerance time.
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* Old/new OR time-dependent: Suppresses value changes or changes of status within the
tolerance time. After the tolerance time, only the old/new comparison is valid. Value changes
pass smoothing if the original value or a status bit changes.

Adhering to the outlined rules, the user can conFigurethe archive handling of specific datapoints
using the panel depicted in Figure 4.83. This interface enables the user to set, start, stop, or delete
the archive handling for the following datapoints:

* SCA Online Status: Controls the archiving behavior related to the online status of the SCA.

* Board Analog Variables: Manages the archive handling for the analog variables associated
with each board.

* Board VMM Configuration: Configures the archive handling for the VMM (Voltage Mode
Module) configuration of each board.

* SCA OPC UA Connection State: Determines the archiving strategy for the connection state
of the SCA OPC UA Setver.

* Number of Offline SCA per Server/Sector: Controls the archiving behavior concerning
the count of offline SCAs per server/sector.

* FSM State: Manages the archiving settings for the FSM state.

ATLAS MMG DCS --- ELTXPROJECT : Archive

1 & & £ 11 [englsh, Us len Usutfe) ~
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Figure 4.83: The panels is used for the archive handling configuration for all project’s datapoints.

Board states

As mentioned in the previous subsubsection, the internal mapping datapoint, depicted in Figure 4.78,
includes temperature and power datapoints for each SCA board. These datapoints provide a consol-
idated calculation of all parameters for a board, enabling quick identification of potential power or
temperature issues. The computation of these flags is facilitated by a control manager (number eight)
operating in the background, known asmmgEltx_calculateTemperaturePowerBoardStates.ctl,
illustrated in Figure 4.29.

In the process of calculating the state flag, instead of using the online value, the alert states per
parameter (OK, WARNING, ERROR) are utilized. Specifically, the control manager collects all the
alert states of the board’s parameters during runtime and sets the state flag based on the most severe
alert state.

The state flag schema is:

¢ .temperature:
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1. OK
2. WARNING
3. ERROR

* .power:

1. OK
2. WARNING

LV Connectivity

The subsequent step involves providing information about the LV channel that supplies power to

each SCA board, as illustrated in Figure 4.78. The internal mapping datapoint encompasses details

about the LV FSM node corresponding to the SCA board (e.g.,MMG_SIDE_A_LV|EIZ2A01_Digital_L1_L2).
Subsequently, a control manager (number 9) operates in the background and duplicates the LV

channel FSM node of the SCA board from the respective LV project into an internal DPT called
lvFsmState. This DPT comprises the following structure:

* General: The copy mechanism executed by the control manager checks the status (FSM and
project are running) of the remote LV FSM and sets the General .fsm.currentState ac-
cordingly (e.g., DEAD_NO_DISTCONN, DEAD_FSM_DOWN).

* LV channel: The copy mechanism via the control manager duplicates the remote LV channel
FSM’s fsm. currentState to the equivalentlocal datapoint (e.g., MMG_SIDE_A_LV|EIZ2A01 Digital L1

DDC - FreeVariable

As previously mentioned, the DCS, calibration, and configuration processes all utilize the common
SCA OPC UA Server path for the SCA. However, the front-end boards equipped with the VMM
use the same SCA ADC input channel for both monitoring and calibration purposes. During the
Physics run, the VMM monitor output corresponds to the VMM temperature. In contrast, during the
Calibration run, the VMM monitor output displays the baseline measurement, which is employed for
board noise calibration measurements. Consequently, during the Calibration run, the VMM presents
fictitious temperature values, necessitating the implementation of an interface plugin between DCS
and DAQ to prevent the triggering of numerous alarms and warnings by the DCS.

The proposed solution involves utilizing the common SCA OPC UA Server and the FreeVariable
status, primarily a user-defined OPC-UA item that can be controlled and monitored by both DCS
and DAQ back-end applications. Consequently, during the Calibration run, the DCS monitors the
configuration status for this specific VMM of the FEB, and the alarm corresponding to the FEB’s
VMM is disabled, as depicted in Figure 4.84 .

Users can effortlessly create and connect the VMM configuration Data Point Type (DPT) and Data
Points (DPs) by simply pressing the corresponding buttons, as illustrated in Figure 4.77. Following
this, a control manager (number 7) operates in the background, reading the configuration status for
each Front-End Board (FEB) VMM from the local DPT ”ScaSpiSlaveVMMConfiguration.” The
control manager then executes the following actions:

¢ Configuration Status =1: When scmx==0 & sbmx==1 & sbfp==1 & sm==4 & reset!=3,
the configuration status is set to 1. In this case, the control manager establishes the correct
alert limits on the corresponding VMM.
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* Configuration Status = 0: If the configuration status is 0, the control manager sets incorrect
alert limits on the corresponding VMM. This action is taken to ”mask” the incorrect VMM
monitor output, which does not correspond to the VMM temperature.
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Figure 4.84: A flow chart of the logic for the status and state definition based on the VMM temper-
ature and the configuration status.

FSM Hierarchy & Units

Each node FSM is uniquely named based on the subsystem name and its functionality, adhering to
the conventions of ATLAS DCS. The state of each FSM is specified by a corresponding internal
Data Point (DP). The type of FSM object, which defines the fundamental functionality of the node
and its components, depends on the functional purpose and position of the element in the DCS
architecture hierarchy.

The FSM operates on a strict hierarchical structure, establishing parent-child relationships. In this
structure, commands flow from parents to children, and status updates flow from children to parents.
This hierarchical approach ensures efficiency in commanding actions on multiple nodes, as a higher-
level node can command its children, and the status of the higher node summarizes the status of all
nodes within its hierarchy.

All nodes are initially in a predefined state and only accept predefined commands as specified by the
FSM type to which they belong.

For the ELTX projects, the FSM structure is as follows:

¢ Side-Control Unit (CU): There is one Side CU per actual side (e.g., A, C).
* Sector-Control Unit (CU): There are 16 Sector CU units per actual side (e.g., 1-16).

* Layer-Logical Unit (LU): For MMG, there are 8 Layer LU units (1-8), and for STG, there
are 9 Layer LU units (1-9).

* Board-Device Unit (DU): For MMG, there are 16 or 21 Board DU units, and for STG, there
are 8 or 11 Board DU units, depending on the layer they are placed.

The FSM hierarchy begins with the SCA board, which consists of a DU defining the FSM State &
Status at the SCA board level, as illustrated in Figure 4.86. The Board DU has the following states:

¢ OFFLINE: When the board’s SCA is disconnected or offline.

* DISABLED: When the alert configuration of the SCA board is disabled.
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Figure 4.85: The FSM Hierarchy of the ELTX projects.

¢ LV_OFF: When the LV channel of the SCA board is powered off.

e UNKNOWN: When the LV FSM or LV channel is in an unknown state, or the SCA OPC
UA Server for the specific SCA board is not running.

* OPERATIONAL: When everything is okay, and none of the above states have occurred.
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Figure 4.86: A flow chart of the logic Board SCA DU state calculation.

The Status of the Board DU is defined by the temperature and power alert limits using the command:

fwFsmAtlas_connectStatusWithDpeAlerts(domain, device, dpesForStatusCalculation)

The determination of alert states is based on temperature and power values, and the resulting severity
status is calculated using the function described in Figure 4.87. Various severity levels (STATUS)
guide the evaluation process:

* FATAL: This status is excluded from the overall status calculation and serves as a critical
indicator that does not directly contribute to the general evaluation.

* ERROR: Occurs when the temperature values exceed the defined upLimit. Specifically, for
VMM temperature values, an initialization check ensures that the VMM is configured in tem-
perature mode through the common FreeVariable parameter.

* WARNING: Triggered when the temperature value falls between the upLimit and downLimit.
For power values, a WARNING is registered when the value surpasses the upLimit or falls
below the downlLimit.

* OK: This status is assigned when both power and temperature parameters remain within ac-
ceptable ranges, causing no alarms or warnings.
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Figure 4.87: A flow chart of the logic Board SCA DU status calculation according to the temperature
and power alert limits.

Additionally, the DU introduces two FSM actions that users can execute:

1. REFRESH: This action is employed to refresh the state and status of the SCA Board DU. It
ensures that the latest information about the board is accurately reflected.

2. DISABLE/ENABLE: The DISABLE action is used to deactivate the SCA board, resulting
in the unsetting of power and power alarm limits by assigning large values and unsetting the
invalid bit. Conversely, the ENABLE action is employed to activate the SCA board, setting
appropriate power and power alarm limits and enabling the valid bit.

Following the sequence, the FSM structure, as depicted in Figure 4.85, includes the following FSM
units, each with its associated states:

e Layer - LU):

— NOT_READY: When any Board DU is in LV_OFF or OFFLINE state.

— SHUTDOWN: When all Board DUs are in LV_OFF or DISABLED state.
— UNKNOWN: When any Board DU is in UNKNOWN or DEAD state.

— READY: When all Board DUs are in OPERATIONAL or DISABLED state.

* Sector - Control Unit (CU):

— NOT_READY: When any Layer LU is in NOT_READY or SHUTDOWN state.
— SHUTDOWN: When all Layer LUs are in SHUTDOWN state.
— UNKNOWN: When any Layer LU is in UNKNOWN or DEAD state.
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— READY: When all Layer LUs are in READY state.
* Side - Control Unit (CU):

— NOT_READY: When any Sector CU is in NOT_READY or SHUTDOWN state.
SHUTDOWN: When all Sector CUs are in SHUTDOWN state.

— UNKNOWN: When any Sector CU is in UNKNOWN or DEAD state.

— READY: When all Sector CUs atre in READY state.

Moreover, all Control and Logical Units feature the FSM action ”REFRESH,” allowing users to
refresh the corresponding FSM state and status.

Panels

In this subsubsection, we will provide detailed descriptions of various operational panels, following
the FSM hierarchy starting from the board and progressing through the layers, sectors, and side
panels.

Starting from the bottom part of the ELTX FSM, we first encounter the board panel, which displays
all the essential information of the SCA Board. The Board View panel encompasses the following
features:

* Board Info: Contains the SCA’s name and FELIX address, which are defined in the SCA
OPC UA Server XML file.

¢ OPC Info: Provides information about the board’s SCA OPC UA Server, including the con-
nection endpoint info, connection status, and server state.

* SCA Info: Contains details about the board’s SCA, such as the ID, connection status, and the
time elapsed since the last reply in seconds.

* Board View: Displays all temperature and power parameters of the specific board. Users
can easily check if the values are within the correct alert limits using the color-coded fields.
Additionally, users can view the plot of the corresponding parameter by right-clicking on the
field.

* LV FSM Info: Provides information about the LV channel that supplies power to the board.
Specifically, it shows the LV channel, the LV FSM general state, and the LV FSM channel

state.

¢ Temperature & Power Plots: Displays corresponding parameter values as a function of
time.

* Board Overview: Shows summarized board states, including temperature, power, and LV
states. For temperature & power states, it considers all corresponding power & temperature
parameters.

* Board State & Status Color Code: Displays the FSM states and status using a color-coded
scheme.

Moving up the ELTX FSM hierarchy, the Layer View panel displays essential information about
the corresponding sector’s layer. This panel provides a comprehensive view of all boards physically
installed on the layer, allowing users to assess the layer’s status and state through an intuitive color-
coded scheme. For each board, the Layer View panel includes the following details:
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Figure 4.88: The operation panel for the FSM Board View.

* Type: Indicates the type of the board.

* State & Status: Displays the FSM state and status of the board.

LYV Channel Status: Provides the status of the LV channel associated with the board.

SCA Online Status: Ind