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“Course it’s a good idea!” — God

Monty Python
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Abstract

Faculty of Sciences

School of Applied Mathematical and Physical Sciences

Master’s Degree

by Savvas Petridis

This master’s thesis explores the field of particle physics, specifically focusing on the analysis
of the Higgs boson decay into four b-quarks. The research was conducted using data from the
Compact Muon Solenoid (CMS) detector at the Large Hadron Collider (LHC) at CERN. The
Standard Model of particle physics, which successfully describes three of the four fundamen-
tal forces (excluding gravity) and the elementary particles that interact through these forces,

serves as the theoretical foundation for this study.
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Avalvtun Hepiinypn Azmdopoatinng Epyaciog

Ewcaywyn

To avTireipevo TG CWHATIONNG PULOIKTG, ELVAL 1) HEAETT) TWV GTOLYELWOSDOV CWHATLOIWVY Kot
Jog xor Twv aAAniemidpdoewv petakd tovg. To otouyelddn copatidi amoteAobv Tovg
dopnovg Atdouvg tng GANG. OmdTe ko 1) PEAETT) TOVG, TTPOCTTOIEL VO OTTOLVTIOEL GE TTOLVALPYOLLOL
no viopELond epWTHATA, OTTWS atd TL aroTeleiTon To GOPTTAY, oL eival Ta facind Sopued

otolyelor TG UANG ko mwg awtd T ototxetor aAAnAemidpotv petafd Toug.

OL avoadOelg mov éyovv épdel amd ToV Topéd TV oTolElwd®V copatidiov !, éyovv
Sopopedoel TANPWS TNV avTiAnyn pag yopw otd Tov PixpOHOGHO KoL TOV HOKPOKOGHO.
Ou obyypoveg dewpieg, 6mwg to Kadiepopévo IIpodTumo, mapéyovv éva mAaiclo yio thnv

HATAVONGT] TOV CTOLXELWIDV COWUATLOLWVY KoL TV XAANAETLOPACEDOV TOVG.
Yoy e®on Topatidia

To oToLyElOdN cLpATISI KT YoplomolovVTol e Aemtovia ko xovapr.? To Aemtdviar efvon
T NAEXTPOVIOL T HUOVIXL XOL TO T, Poll pe Ta veTpiva Tovg. Ao TNV GAAN TAELPA T
rnovapx eivor Tar JepeAddn Sopd oToLyEla TV TPWTOVIKY AL Twv veTpoviov. To xovdpx
EVOVOVTOL PEOW TNG LoXLpoLg aAAnAenidpaons. Ta xovdpr cuvavTOVTOL 68 OPASES TWV
TPLOV 6Ty oxnpatifovv adpovia xow oe Levyn otav oynpatilovv pecovia. Ta pecdvia eivar

Ayotepo otadepd xol eppoavifovtal oe GLYHPOUCELS COHATIOIWY VYMATNG evEpYELOG.

To Aemtovia, amd v GAAN TAeLpd, elvol cwpaTidia Tov dev LPLOTAVTOL LOYVPES OAAT)-
Aemdphoelg. Ymdpyovv €L TOmOL AeTTOVIRVY, YVOOTA G NAEXTPOVIY, HLOVLR, TOL AETTOVIL
nol o avtiotolyo vetpiva Toug. To nAextpovia elval yvooTd ylo Ty Tapoucia Toug o€
QLTOHLUG XEADQPT), EVG TaL VETPLva eival cwpatidia pe eEopeTind puept) Palo xoL GTavio aAAn-

Aemdpovv pe TV OAN, omdTE KAl 1) aviyvevot] Toug aotedel éva TOAD dVGKOAO eyxeipnpa.

!0 omoiog GUVAVTATAL XalL WG TOPEAS LYIAGV EVEPYELOY
ta omola o8 GLVSIAGHO e Tor yrhovdvia oxnpotilovy To adpovia



Ot Téooeprg Oeperermderg Avvaperg

Ov oAAnAemidpioelc petad TV OTOLXELWOOV COHATIOWY TEpLypdpovTal atd TécoepLg

Baoutég Suvaperg:

HAextpoporyvntinn Advapn: Awpecorafeital amd ta gotdvie xot eivorl viteddovn yio Tig
NAextpuég nan poryvntinég duvaypelg. Exnpedlel ta poptiopéva cwpoatidio kot eivot vtedduvn
yLot TG SUVAELS TTOL XPATODY TA AEXTPOVIX YOP® QITO TOV TTUPTIVL TWV ATOHWV.

Ioxvpn HMupnvun Advopn: Awpecorafeitar amd tor yHAovdvio Ko XPaTd TAL HOLAPH EV-
wpéva yio va oxnpaticovv adpovia. Avtr n dbvopn eivar eEoupetind woxvpn oArd dpa o€
TOAD ppég amooToelg, TG TéEng Tov 10715 pétpwv, ko eivon vitebdovn yio T cuvoyt Tov
TUPTVOV TOV ATOHW®V.

Acdeviig Mupnvinn Abvopn: Awopecorafeiton amd to prrolovia W oxow Z non eivon vr-
evduvn yuo Stadwacisg 0mwg 1 Prita didomaon. Avtr 1 dOvaun eivar xpiowun yio tig di-
adwacieg mov dnpuiovpyovv T veTpiva.

Boapitnta: H mo acdevig amd tig Suvapels, diopecoraPeitar Jewpntued omd tor yupoPiLto-
via, av xou autd dev éxouvv axopo mapatnpndel. H Bapitnra ennpedlel O o o cwpatidia
pe palor xo eivor LILEVILVY YLK TV KIVNOT] TWV TAAVITOV KoL GAADV HEYAAWY OLPAVIKVY

COHATOV.

H nAextpoporyvntinn dOvaypn o 1 acdevig mopnvinr Sbvopn éxovv evoroindel oe pia eviaio
Jewpla yvooth wg niextpoacdevic dewpio. Autr 1 Jewpio meprypioel TOG T GOTOVLA, TA
prrolovia W xa Z odAnAemidpoiv pe o otoryelddn cwpatidio. H woxvpr) mopnvuer dOvapun
neprypdeton amd v kPfavinyg xpwpodvvopy (QC D), 1 ool e€nyel mog Ta yxhovdvia

aAANAeTIpODV pe Ta KOLAPX.

To Kadepopévo IIpotumo

To KII, propet va meprypdafel emituymg Tig Tpelg amd Tig téacepls depeleiddelg duvaperg. H
povn mov dev propel va meprypagei otd to KII, eivan n Papotnta. To KIT mepihopfaver ta

OWHATIOW PECcw TV 0TTolwV aorobVTaL OL JepeAlddelg aAANAeTLOpATELS, Ta ool elvat:

Pepurovio: Ta omola aroTeAOVV pLot HATIYOPLAL GTOLYELWOWDV COHATIOWY TNG DANG, OTTWG
TOL KOLALPH HOL TAL AETTTOVLA, TO OTTole VoAV KOV TTopamdvew. Ta geppLovia vtorovy GV

otatiotn Fermi Dirac nou otnv amoyopevtinr apyr) tov Pauli, n omoia pog Aéel mwg dev



prtopovv va Ppedotv moté dvo Peppiovia otnv idio evepyetaur] oTadpn).

M=nolovio: To omoiat eivol cwpatidia pécw TV omoiwv diopecoraBodv ot JepeAlddelg
duvaypelg. Avtd eivol Ta OTOVIOL Yo TNV NAEXTPOHOYVITIXT SOVOT), Tot YHAOLOVIAL YO TNV
woxvpn} Svvopun xaw ta W & Z ya tnv acdevr Sovopn. To proldvia vtonodv 6Tnv oTaTIoTIx
Bose Einstein.

Mrolovio Higgs:Eivow to cwpatidio mov “diver tnv palo” oto vmorowmo. Avtd mpay-

HoToTolelTol PHEG® TOL pnyovicpo Higgs.

To Kahepwpévo IIpotumo éxel emiPePfarndel metpapatind pEcw TOAVAPLIPWY TELPAHATWV KL
Jewpeltal og éva amd ta peyodbTeEpa eMITEVYHATO TNG FewpnTnng Quoinic. Evowpatovel
T1g Jewpieg NG uPavTinrg pnxavinng xaL TG eLOUNG OXETLOTITOS KO TIALPEYEL EVOL GUVEKTIHO

TAQLOLO YLt TNV HATOVONOT) TOV XAANAETOPAGEDY TWV OTOLYELWIOV COHATLOIWV.

Ilepropiopoi tov Kadepwpévou Ilpotimov

[Mopd v emtvyio Tov, To Kadepwpévo Ilpdtumo dev eivon mAfpeg. Aev propei va e€nyroet
QOLVOHEVO OTLMG 1) CHOTELVT] DAT) KO KATTOLEG GUYHEUPLUEVEG Sl Ttdaelg Tov proloviov Higgs.
Emniong, dev mepthopfaver tn Papitnta, n omoio meprypbdpetal omd tn dewpio tng Tevinrg
SxeTotnTog Tov Aivotduy®. Tlapoudte mapatidevron Tpio peyéla pouvopeve to omoiax To

KII 8ev eivon oe Béom va e€nynoet, avtd eivo:

Ixotewvn 'YAn xat Exotewvi Evépyera: To Kadepwpévo Ilpdtumo dev e€nyel tnv oxotewvr
OAN %ol TNV OXOTELV] EVEPYELA, OL OTOleG ATOTEAODV TO peyaAlTEPO PEPOG TNG MAlog no
EVEPYELAC TOV YVWOTOV £WC TOPX GUUTAVTOC. AToTEAOVV cuyxexpéva mepimov to 95%, av
no andpa Sev Exel mapatnpndel metpoapotind ) dmopkn Touvg, PEXpL TV OTLYRN TTOL YphpeTal
auth 1 epyacia.

Bapotnta: Aev mepihapfaver n Papdtnta, 1n omoia meptypdpeton amd TN Jewplo TG
TFevinnig ZxeTwedTNTAG TOL ATVOTALY KO OEV EVOWUATOVETOL EOXOAX GTO TAIoLO TNG KPav-
TIUNG PN OVIKTG.

Acvppetpn TOvdeon YAng-Avtiodng: To Kadepopévo IIpdtumo dev e€nyei mAnpwg tmv

TOPAT POVHEVT) Ao LHpETPio peTaED DANG Kot avTOANG 6TO GOHTAY.

o od SLépopeg véeg evalhouetinég dewpieg PapdTnTac, oL omoieg eivan TOAD ponpua artd To Fpa avTHg
™G epyaciog



Néa Pvown (puown wépa anod to KII)

INa va EemepacTtobdv oL meplopiopol tov Kadepwpévou IIpotimov, oL guokoi avalntovv véa
puowmy mépa artd awtd. Eva mapddetypar eivon to povtého 2H DM, 1o omoio avaddeton
extevéotepa péoa otny epyacio. H avalnnon ywa véeg dewpleg mepthapPfavel tn pelétn)
eEOTAOV dLdoTacewv Tov prroloviov Xiyuc, OTwg 1 SIAGTHGT) TOL 08 TEGGEPX KOLAPH TVITOV
b.

OL véeg DewpnTIHEG TPOEUTACELG TPOSTIATOVV VAL AVTLHETWOITLGOVY T KEVA HOIL TLG LVETTOPHELG
npoPAréyeig touv KII, mpocpépovtag véeg TPooeYYIGELG KO HOVTEAQ TTOV HTTOPOVY Vot EAey X JODV
HE TELPAPATA 1) £0TW VO dOGOLY GTOLYEL Yot HAADTEPES TELPAUATIHEG OVOADOELS o€ LYN-

AOTEPEG EVEPYELEG, O€ ETLTOYVVTES TTOV OEV £XOVV HOTAOHEVAOTEL AUOCL.

O MeydaArog Emttayvving Adpoviov LHC

O Meydhog Emtayvvrrig Adpovieov (LHC) eivon 0 peyohOTepog eMTOYLVTHG COUXTLOIWVY
otov xoopo. Bpionetow oto CERN nou éxel x0pLo otd)o T PeAéTn) TG TG NAERTpaodevolq
Sovopung xo TNV avaxdivyn véwv cwpatidiov. Me ) Bordeia tov LHC, propoidv vo emt-
TayLVIOVV TPWTOVLA, G€ TOYDTNTES OV TTPOCEYYLLOUV QUTH] TOV PWTOG KAL VX VX GUYKPOUG-
TOOV e eEaLpeTnd VYMAEG EVEPYELEG, ETILTPETOVTAG TN HEAETT] TV GTOLXELWODOV COHATLIWV

%ol TOV CAANAETUOPAGEDY TOVG GE VITOTOULIY] HALHOHCL.

O Aviyvevtng CM S

O aviyvevtigc CM S (Compact Muon Solenoid) eivon éva amd to téocepo peydho melpd-
pato tov AapPavovy xdpa oto LHC'. Txedikotnue yia va aviyvedeL ko va HeAETR CwHTidLo
TTOL TTAPAYOVTOL GE CLUYXPOVTELG PeTAED TpwTOoViy LYMANG evépyelag. O C'M S anoteleiton

QIO T TOPOUATEW VITOGVOTHHOTOL

Aviyvevtng T'racker: Xpnoyomolel mupitio yio va aviyveOoeL TIG TPOXLEG TOV COUATIOWV.
Avtr] 1 teyvoloyio emiTpénel TNV aupLPr] AVOUATAGHELT] TWV TPOXLOV TV POPTLOHEVOV
ocwpaTdiwV, foNIOVING GTNV AVaAYyVOPLOT] TOV 8OV TV COHATIOWV XaL TV LOLOTHTOV
TOUG.

HAextpopoyvntud Kadopiperpo (FCAL): Metpbel Tnv evépyela Tov nAextpovioy ot



tov pwtoviov. To ECAL eivan oxediaopévo, dote vo mapéyel oanpiPeig HeTPHOELS TNG
evépyelag xa NG YEong TV QoVopévey “oTolBddag” mov dnpiovpyolv Ta nAeXTPOVLIAL KoL
O PWOTOVLIAL.

Adpovind Karopiperpo (HCAL): Metphel nv evépyela Twv adpoviov.

Mayvitng TwAnvoeldoig: Tapéyel éva loyvpd poryvntind medio pe ouomd va HUITTEL TIG
TpoxLEG TwV cwpatdiwv. O payvitng tov CM S dnuovpyel éva poyvntind medio 3,8 Tesla,
TO OTTOLO ETLTPETEL TNV PPN TOV TPOXLOV TOV POPTICHEVOV COUATIOIWY, SlevroAvovTog
™) PETPTOT) TNG OPUNG TOUG.

Aviyvevtiig Mvoviov: EvromniCel puovia, to omoio eivor topOpoLa pe Toe nAentpovior oA e
peyodvtepn péloe. Tor podvia prropodv va Stamepdoouvy To VALKO TOU ALV VELTH KoL VL VEDOV-
o amd ednd oXeSLACHEVOL GUGTHIATO OVIXVELOTG HLOVIWVY TTOU TTEPLPAAAOLY TOV LITOAOLTTO

OLVLYVELTT).

Pvown Twv Tuyxpovoewv

Aopn tov IIpwroviov

To tpwtdVIo amoteleital otd Tpioe xovdpx (S0 top o éva bottom) mov cuyrpartodvTal otd
yrAovOVIX pHEG® TNG Loy LPG Tupnvirnig dvvapng. H xatavonen g doprg tov mpwrtoviov ei-
va xplon ya v avavomn tov dedopévev amd tig cvyrpovoelg oto LHC. Ot emiotripoveg
XPNOLHOTOLOOY T SeQOpHEV OTTO TIG GLYXPOUGELS YL VO HEAETHIGOLV TH) SOWT] TOVL TTPWTOVIOU
noL TG WLOTNTEG TV YrAOLOVIWY oL To cuyxpatovy. O aAAnAemidpdoelg petafd TV

HOLAPH HAL TOV YHAOVOVIWV ELVAL TEPLTAOKES KL ATTOTEAOVV OLVTIXELPUEVO EVTATIUIG EPELVAC.

Ixeddoeig Ilaproviov

Ot ovyxpovoelg tpwtoviov oto LHC maphyouvv midoxeg adpoviwv, oL omolot eivar opartol
otov aviyvevtry C M .S. Ou midoueg avtol amotehovvton amd cwpatidio Tov TopdyovTon oo
TIG OAANAETLOPAGELS TWV KOVAPH KOl TWV YHAOLOVIWV Hoil HATELTVVOVTOL TTPOG SLAPOPEG KX~
TeLIVVOELS autd TO onpeio oOyxpovong. H pedétn avtdv tov mdduwv eivor xpicun yo tnv
ratavonon twv dadwmaoiodv mov Aapfavovy yopa otig cuyrpoivoels. O diadwacieg avtég

elval ToAOITAOKEG ML atatToOY axpiPr) avaAvon yia v xatavondoov.



Avédvon ot Aviyvevon Sopatidiov

H avaivon tov dedopévav amd tov aviyvevtry CM S mepthopPdvel TNV ovorataouevy twv
YEYOVOT®V TV GUYXPOVGEMY KOL TNV OVOYVOPLOT] TV TOPayOHEVODY owpatidiny. O epevv-
NTEG XPNOLHOTTOLODV TTPOTYHEVO AOYLOpIKG KAl alyopidpoug yia va avalboovy Ta dedopéva
noL v eEytyouv XprjoLUot GUUITEPAOHOTO YIO TG AAANAETOPAOELS TWV COHATLOIWMY KoL TIG

116N TEG TOUG.

H avaxatoorevn) towv yeyovotwv meptiopfdvel tnv avdAvon towv onpdtov mou topdyovtal
amd ta Sipopa vtoovothpata Tov aviyvevty CMS. Ou mAnpogopieg amd ToVg AVLYVELTEG
LY VOV, TO KOAOPLHETPA HOLL TOVG VLY VELTEG HLOVIWV GUVELALOVTOL YL VA STIHLOVPYTICOLY L

TANPN eV TOV dAANAETISphcewY TTOL EAafoy XDpx oTo onpeio cOYrpovoNG.

AvdAvon

Awadwacisg Tnpatog xot Yrofddpov

H avaivon g Sidomacng tov proloviov Higgs oe téacepa b vovdpx mepihopPavel tn Stinp-
1on peto€d onparog xal vtoPadpov. Ot puoirég dradwacisg oL TAPAYOLY TO CHHX KA TO
vrtoPadpo radopilovral HEGK TNG XPTIOT) TPOCOHOLOCEWY KoL TELPOPATIHGOV dedopévwv. To
ONHO AVTLITPOCMITEVEL TOL YEYOVOTO TTOV AVTLGTOLYOVVY oTr didomact tov proloviov Higgs,
eved To LTTOPadpo avTiImpocwiedel dAleg Sladacieg TOL TAPAYOLY TAPOHOLOL YEYOVOTOL

aAAG Sev oyetilovtan pe tn didomact tov Higgs.

Kpiutnpla etthoyng yeyovotowv

Epappdoape wdmola xpLtnploe yio v emAoyn twv yeyovotwyv mov midavov va mepléxovv
0 onjpo. Avtd ta xpiripio Pacilovtal otig WLOTNTEG TV cWHATIOIWY oL TapdyovTal
OTLG CUYKPOVOELS KOl TTEPLAAUPAVOLY TTAPAPETPOVG OTIWG 1) EVEPYELDL, 1] YOVIO EXTPOTHG TWV
owpatdiev, ko 1 pala towv Tapayopevov copotidiov. Ta kpitipla emioyng fondovv ot
pelwon Tov 6yrov Twv dedopévev xot EmelTa TNV HEAETH YEYOVOT®Y TTOL €XOUV HEYUADTEPN)

mIovOTnTA VO elvol TO GTHCL.



INoAvpetafAntn Avédvon Agdopévaov

Xpnoomotobvtal Texvinég pnyavikig pédnong, 6nwg to Aévdpa Amopbdoewv (BDT), yw
oV Lo opLopd orjpatog xot vitofadpov. Ot TexVinég QLTEG ETLTPETOVY TNV AVAAVGT) TTOAADV
TOPAPETPOV TALTOY pova xal feAtidvouy Tnv axpifetx tng avéivong. Ot aiyopidpor MV A
extatdeovTo pe T YPrioT) TPOGOHOLDCEWDY TTOV TEPLEXOVV TOGO O 0G0 Kol LITOPadpo,
%O OTI oLVEXELX EPapHOlovTaL oTa TTPpaypHaTd dedopéva Y TNV eEaywyn TV YEYOVOT®wV

7OV TTLIOVOV VaL TTEPLEXOLY TO GTUAL.

O moAvpetofAntég pédodot avéivong Sedopévwv emTpémouy TNV eEUPETOANEVOT) TTOANATTAGDVY
TOUPAPETPWOV TOLTOYpOVA, PEATIOVOVTAG TNV wavOTNTO dLoupLong petaEd GHATOg KoL LIT-
ofadpov. Avtég oL pédodol meptAapPavovy TNV extaidevon HOVTEAWV PNYaVIXNG HadNong
XPNOHOTOLOVTOG SeSOUEVAL TTPOGOHOLWONG KoL £TTELTOL T EPOPHOLOLY OTA TTELPAPATING Se-

SOHEVOL YL TNV OVOLYVOPLOT) TV YEYOVOT®V TTOL TIAVOV elvarl GripaL.

Eayoyn Znparog

YroAoyilovtal ta branchingratios waw To Gve opLor TG amdd0onG GHHATOG XPT|CLLOTOLDV-
TOG TPOGAPHOYT] péYLoTng Tdavopavelag. Avtr 1 pédodog ovopdleton Bayesian upper
limit won eQoppoleTan 6TV cLYKEUPLPEV avAAvGoT péGw Tov alyopidpov Markov Chain
Monte Carlo. Ta amotedéopata deiyvouv ta kpioa branchingratios yio Siépopeg péleg
tov vmodetivod pmoloviov a. H Bayesian pédodog xproLLOTOLEITOL YIOL TOV LITOAOYLONO
TOV TIAVOTHTOV KAl TV EMLTESWV EPTLETOTVVNG, TAPEXOVTOGS L0t GUVEXTIKY Hol OELOTLOTN)

avaAuoT) TV dedopévav.

H Bayesian pédodog mapéxel éva mAaiolo yior TNV oloAOYNon TV OIOTEAEGUATOV TNG
AVOALONG, ETMLTPETOVTOG TOV VITOAOYLOHO TIaVOTATOV Ko emumédwv epmiotoctvng. Ot
TPOCUPHOYES HEYLOTNG TILIAVOPAVELAG X PTOLILOTTOLODVTOL LA T1) GUYKPLOT] TV dedopévav
e TG Jewpntinég mpoPAéPelg xou TNV e£QywYT) CUPTEPACHUATOV OYETIKA HE TNV TAPOLGLA 1)

TNV QITOVGIA CTJHATOC.

AnoteAéopata



To amoteAéoporta Tng avédvong delyvouv ta e€ng:

Branching Ratios: Yroloyioctnrov to dve oprocyia é€L dapopetnég vmodéoelg evog cwpatidiov
a xpnopomotdvtag Tov ahyopidpo Markov Chain Monte Carlo.

Bayesian p¢dodog: Xpnoipomoldnuay ylo Tov VIToAOYLOHO TV Ave opilwv Tov branching ratio.
Aoy opilopog Enpotog rot Yrofddpouv: Xpnopomodnray texvirnég pnyoviung padneng

ytoo T Sudepion peto€d orjpatog o vIToPadpou.

Ipocopoiw®oelg Movte &pho: Bodnocav otnv xatavonon g 6ToTioTINGG GUUTEPLPOPAS
TV dedopévav.

Méyrwotn IBavogdvero: Svyupidnrav n pundevinr] vddeon (povo draduwasieg tov Kadiep-
wpévou IIpotdmov) xou 1 evarlonetnr) vtddeon (Sradwacieg BSM).

Ernineda Epmictoocvvng: Iapovoidotnuav amotedéopato oe doupopetind emimedo eprmio-

toovvng 95% nan 86%.

To amoteléopato TG avdAvong vodewviouy OTL dev TOPATNPRUNUAY CTHAVTIHEG OITTOX-
AMoelg oo Tig mpoPréyelg Tov Kadiepwpévov Ilpotdmov. Ta dedopéva Seiyvouv 6TL oL Jew-
pnTwég mpoPAréPelg yio Tig dtadwaoieg diomaong tov prtoloviov Higgs eivan ovpPortég pe
o metpoapotind amotedéopata. Iapd tig mpoomddeleg va aviyvevdoiv evdeifelg yio véa
Quowr), Ta amoteAéopata dev VITESeEXY TNV DTTAPEN VEWY cwPaTdiwY 1 aAANAemdpiceny

épo td AT oL TTEpLypaovtol otd To Kadepwpévo Ilpodtumo.

Svpurepdopota

H avéhvon vatéAn€e oto cupmépaopa 6tL dev mopatnpridnroay amodeifelg véag puonnig mépa
amd to Kadepwpévo Ipdtumo 61o navdht Sikomaong tov Higgs oe téooepa b xovdpu. apd
TNV QITOTEAECUATUOTITO TWV X PNCLLOTOLOVHEVOV HeFOdWV Ko aVOADGEWY, TA ATTOTEAED-

pota Sev LITEdeLlEoy aTOKALTELS TTOV VA LITOSELKVDOLV TNV TAPOLGIX VEXG PUCIKTG.

To amotedéopata tng avédvong emiPePaidvooy Tig tpoPAéyeig Tov Kadepwpévou Ilpotdmov
HOUL TTOPEYXOUV QLTI PG OPLX GTLG TTOLPAPETPOLG TV VEWV Jewpldv. H éAderyn evdeiewv yia
véa QuoLrr] LITOdELKVDEL OTL OL Jewpieg mov emexteivouv to Kadepwpévo Ilpdtumo mpémel va

emove€etootoOv 1} va Pedtidodv yix va cupPadilovv pe ta metpopatind dedopéva.



EmuAéov Enpeia ot Badvtepn Avdivon

Avaoxromnon tng Topatidroxng Pvoinng

H cwpatidionr] guown mpoomodel va ammavtiioel oe FepeAlddn epOTHRATO OYETWMA e TN
@Uo1 oL oVpTavTog. O avoradldyelg 6Tov Topéa avtd £XoUV AAAREEL TNV HATAVONOT] HOG
Yl TOV HIXPOXOGHO xaL TOV Hoxpoxoopo. Ou odyxpoveg dewpiec, omwg o Kadepwpévo
[IpoTuTo, TapéXouV £va TAXUGLO YL TNV KATOVONGT] TWV GTOLXELWOIMOV COUATIIIWY KoL TOV

aAAnAemidphoedv Toug.

H npbodog ot copatidians euonn £xel 0dnyroeL 68 GTHAVTIHES TEXVOAOYKEG HOLL ETILOTI)-
HOVIEG vOoUAADYELS, OTTWG 1) ALVATTTUEN TNG TEXVOAOYIOG TWV ETLTAYVVTAOV HAL TWV QVLYVELTOV
oWHATLOLWV, ®ad DG Kot 1) BEATIOOT) TV LITOAOYLOTIHOV PEFOSWV KOl TWV TEXVIUOV AVAALGTG

dedopévov.
Oecwpnrtnég [Ipoentdoserg

O dewpieg mépa arrd to Kadiepwpévo Ipdtumo, 6mwg to povtého 2H DM (+scalar), npooma-
Jolv va amavtijoouv o gpwtipoto mov dev xaAdmrovron and 1o Kadiepwpévo Ilpdtumo.
Avtég oL Jewplieg Tpoopépouv véeg TPoPAEPELG TTOL PITOPODV VO SOUIPAGTOVV TTetpapaTind. Ot
JewpnTIHEG TTPOEUTAGCELG TPOGTTALIOVY VAL AVTLUETMOITIOOUV TAL KEVA KOL TIG OVETTALPUELS TTPOP-

Aéerg tov Kadepwpévou Ilpotinov, mpocpépovtag véeg TPoceyyLoELg Ko HOVTEAQL.
Texvoloywég Ilporinoerg

H xataouevn xouw 1 Aertovpyia aviyvevtov 6mwg o CM .S amoutodv tepdotior TeEXVOAOYLKN
p60do ko cvvepyacio. H avaivon tov dedopévwv outd avtég TG GUOKEVEG OITOULTEL TTPOTY-
HEVEG LITOAOYLOTIHEG TEXVINEG HoiL eEELOLKEVPEVO AOYLOHIKG. OL TeEXVOAOYIHES TTPOUATITELG TTOV
OXETILOVTAL [E TNV HATAUGHELT] HOL AELTOVPYIO TWV AVLYVELTOV, HOTDG KAL TNV OVAAVGT] TGOV

dedopévwv, artaltovy cvvexn PeATIWOT HoL XOUVOTOPIOL GTOV TOHEQ TNG TEXVOAOYLOG HOL TNG

EMLOTAUNG.



Statiotinn AvdAvon

H avadvon tov dedopévov and ta newpapata oto LH C mepihapPdvel tn xprion oTatioTindV
pedodwv yo tnv e€aywyn aflomotov cvpmepacpdtov. H Bayesian pédodog xar oL mpo-
oopowwoelg Monte Carlo eivor kploWeg Yo TNV XATOVONOT) TG GTATLOTIKAG CUUITEPLPOPAS

TV deSOpHEVDV.

H yprion tov ctatiotindv pedddwv eivon amapaitn yia tnv avaivon twv dedopévov omd
ta nepapoata oto LHC son v e€oywyr) aldomoTov GUPTEPACHATOV YIa TIG XAANAETIOp&-

O€LG TV CWHATIOOY Kot TIG LOTNTEG TOUG,.

Me avt} v avédvon, 1 mepiAnin g SITAWHATIKAG epyooiog HOADITTEL AETTOHEPADG TLG
Baowég évvoleg ual Tar TOTEAEGHATO TNG EPELVOG, TTPOCPEPOVTOS HIL COPY ELKOVA TNG

OUVELCPOPAG GTOV TOHEN TNG COHATIOONNG PUOIUNG.
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Chapter 1

Introduction to particle physics

Looking at a clear night sky or during our deepest existential thoughts, we have all asked our-
selves what is everything around us made of? How did our cosmos born? How will it die?
Particle physics is the strongest humanly possible tool to answer these questions. In this chap-

ter we will try to explain some very fundamental parts of the SM and in general particle physics.

1.1 Elementary Particles

Elementary particles form the cosmos around us. They are the building blocks of our universe
and humanities greatest scientific milestone until today, if one thinks that before a hundred
years we were aware only of molecules.

But molecules are made of atoms and atoms are made of electrons, protons and neutrons.
Almost everything we see is made of these three entities, except electrons (which are leptons)
none of protons and neutrons (which are baryons) are elementary. They are made of quarks
and gluons.

Baryons are a subcategory of a group called hadrons, the other subgroup is called messons,
their difference is on the Barionic number which is B = 1 for baryons and B = 0 for mesons
and the fact that baryons consist three quarks while messons consist two, that are a quark and
an anti-quark. High energy physics have found six different quarks that exist; up (u), down(d),
strange(s), charm(c), bottom (b), top (t) and each one of them has a different flavor. This flavor
is dynamic and changes through interactions (that are known as weak) that are mediated by
weak bosons W and are predicted by the SM. Apart from flavor quarks poses color (which as
flavor is another degree of freedom), and color changes via strong interaction that is mediated
through gluons and is studied by QCD.

Te last category of elementary particles is called leptons and contains the electron, the muon

1



and the tau with their corresponding neutrinos. They are flavorless and colorless and can’t
interact strongly but weakly and electromagnetically. Neutrinos can interact weakly only.
Leptons and quarks are fermions, which mean that they obey Paley’s principle and have spin

% and they can be represented in three doublets.

Leptons (t) , (jj) , (t) . (1.1)
Quarks “ , ¢ , ! . (1.2)
d S b

So to put elementary particles into perspective we make the following tables.

L [Q L [s]Cc[B[T] mass |
u +% +3 ofofo 15— 5MeV
d 3 —5]0lo]o|o 3—9MeV
s||-3| 0 |-1|0o]o0]|o0 60 — 170 MeV
c —i—i 0 [0 |+1]0] O 1.47 — 1.83 GeV
bl —1 ] 0 lolo|1]o0 4.6 — 5.1 GeV
t +§ 0 | 0| 0|0 |+1|1743+£3.2+4.0GeV

TABLE 1.1: Quarks [10]

| [ QI Le[Ly[Lr [ mass
e -1 +1 | 0 0 0.511 MeV
v 0 | +1 0 0 < 3 MeV
wll-1] 0] +11] 0 105.66 MeV
vy || 0 0 | +1 0 < 0.19 MeV
T |-110 0 | +1 || 1777.0 MeV
vV, 0 0 0 +1 || < 18.2 MeV

TABLE 1.2: Leptons [10]

Bosons W¥, Z°, gluons and photons 7 are obeying Bose-Einstein statistics which means that
their spin is 1. They are mediators of interactions, specifically W+ and Z° are weak force’s,
gluons are strong’s and photons y are electromagnetic’s. Photons can’t couple with themselves
while the rest of them can. This happens because photons are described by gauge theories that
are Abelian while the rest are non-Abelian.

From the above bosons, « and gluons are massless and so they can interact from infinite dis-
tance, while weak bosons are massive and interact inside hadrons ~ O(10~m).

To make the SM model theory complete one must include the Higgs boson. The Higgs boson
has a spin that is 0, which is needed for the Higgs mechanism to work. Higgs mechanism

describes the condition of a symmetry breaking into a smaller one. All the masses of bosons,



quarks and leptons are coming from the spontaneous symmetry breaking of the SM, with a

small asterisc on neutrinos .

1.2 Interactions

There are four known interactions known to man, which are the gravitational, the electromag-
netic, weak and strong. Each one of them has a mediator boson (with a possible exception
of the gravitational). These mediators are the massive weak gauge bosons W* and Z° with
masses my ~ 80.4 GeV/c? and mz ~ 91.2 GeV/c? and spins s = 1, 3, then there are the
strong mediators that are massless gluons with spins s = 1, 4, then gravitational mediator that
is the massless (possibly) graviton with spin s = 2 and finally the electromagnetic mediator
that is the massless photon that is symbolized with the greek letter v and has spins s = 1, 2.

Electromagnetic mediator is described by QED and has U(1) symmetry. Weak interaction is
not renormalizable, is unified with electromagnetism, is non-Abelian and is SU(2), Q U(1)y
symmetric. Strong mediator has color and flavor changes, is non-Abelian, is described by QCD

and is SU (3). symmetric. The SM has many problems and there is an ever increasing amount

’ Force H strength ‘ mediator ‘ spin ‘
Gravity GNn ~6.71 x 10739(GeV/c)=2 | graviton | 2
Strong o = % ~ (.1 gluon 1
Weak Gr=116x10% —5(GeV/e)2 | W, 2° | 1

Electromagnetic o= % o~ ﬁ vy 1

TaBLE 1.3: Interactions of particles [10]

of theorists and experimentalists that doubt that theory. This thesis will investigate if there are

“New Physics” on the BSM through an excotic Higgs decay analysis.

"neutrinos oscillate which means that their mas is not static but dynamic



Chapter 2

The Standard Model and Beyond

Particle physics can be described as the scientific method that studies the building blocks of the
universe and their interactions. The most important theory that explains universe’s evolution
is SM, which is developed from QM and QFT. Until today SM is the most successful theory
in high energy physics, this paper will try to attack SM by analysing an exotic decay (will be

explained later).

2.1 The Standard Model

The development of SM started in the 60s and lead to the electroweak unification. That model
is a simple gauge theory with symmetries SU(2) Q) U (1) which consists electromagnetic and
weak forces. EW and QCD form SM.

SM predicts three bosons W, W, Z°, though it can’t predict their masses, it gives a relation
between these masses with Fermi’s constant and weak mixing angle. Knowing these masses,
theory can predict the branching ratio at every decay channel.

As said before EW theory is based at the local gauge invariant of SU(2) @ U(1) symmetry.
If a theory aspires to stand, it needs to be renormalizable, meaning there is a mathematical
expression that kills infinity where it appears (decay rates, cross section). To achieve that we
first need to write EW’s Langrange function without their mass terms, supposing that bosons
and fermions are massless. Masses are created without the destruction of renormalization
from the spontaneous violation of the local gauge symmetry through a mechanism that was
purposed at 1964 from Englert & Brought, (1964a and b) Higgs and Gularnik, Hagen & Kibble
(1964). [1] This mechanism is often refereed as 'Higgs mechanism’. The basic prediction of this

mechanism is the existence of a boson which is known as "Higgs boson’.



2.2 Electroweak force

Here we will study W+, Z° and the photon, SU(2) @ U(1) consists of three plus one gauge
fields, a weak isospin that will be represented as Iyy, is corresponding with SU(2) and a weak

hypercharge Yy that corresponds with U(1).

Yiv =2(Q — Iw,) (2.1)

W will be the triplet of the fields that corresponds with SU(2) [W = (W7, Wa, W3)] and in-
teracts with the particle isospin (I = 1, Yy = 0). Then B will be the field that corresponds
with U(1) and has zero charge, isospin and hypercharge.[12]

These fields are not responsible for the weak interaction. The weak CC’s ! have W as a car-
rier and are linear combinations of W and W5, while the electromagnetic and neutral current

(NC’s) have the photon and Z° and are linear combinations of W3 and B.

2.2.1 Leptons

There are two left-handed leptons, that have the same isospin (Iyyy = 1/2), which can’t be
zero, because they must be able to couple with W*. Charged W, which is the carrier of weak

CC interactions, is coupled with the double spinors of negative chirality:

(IWZ = +1/2> _ (%) — (VuL) = (”TL> (2.2)
IWZ = _1/2 62 ,uE TE

The right charged lepton is a zero isospin state (Iyy = 0) and in contrary with the above it
interacts with NC and right-handed fermions, but in no case with right handed neutrinos be-
cause they don’t exist and even if they existed they wouldn’t interact with any force except
the gravitational one, since their hypercharge and isospin would be zero. These simple isospin

states are ep, i, T . [12]

2.2.1.1 Antileptons
Antileptons are the "anti” functions of the left-handed right spinor. They belong on the follow-

Tw, = +1/2) _ ef _ I _ T (2.3)
IWZ:—1/2 Vel ’ f,uL ’ Vsl '

1At weak interactions there are two kinds of fermionic currents, charged currents (CC’s), that spread from
charged scalar bosons W* and neutral currents (NC’s) that spread from Z°.

ing states:




Right-handed antileptons of 2.3 that appear at NC, are the simple isospin states eE, /J,E, TE and

there are no right-handed antineutrinos.

2.2.2 Quarks

Quarks are quite similar with Leptons, as long as we take into account the fact that W bosons
are coupling with d’, s’ and b’ that are the turns of the d, s and b states. For each color there

are three isospin doublets, one for each family.

A e I B
Iy, = —1/2 d, s A

and the simple states that are dgr, ugr, Sgr, cr, br, tR.
Quark mix is not related in any way with NC’s of weak interactions, so we can write them as

a function of rotated quarks with the same result. [12]

2.2.2.1 Antiquarks

The double antiquark states are:

(=)~ ()= ()= () s
IWZ = —1/2 uy, Cy, tr,

and their simple states are dp, R, 5r, Cr, bR, tr. [12]

2.3 EW Unlification

EW model came to existence by S.Glashow, A. Salam and SWeinberg. Feynman rules and the
calculations that were needed for theory renormalization, where done by ’t Hooft. The field
WH = (W', W§', W¥') is a four-vector on spacetime and a vector at isospin space. The fields

of charged bosons are:
1

V2

For each double state fermion there is a four-vector at spacetime, an isospin vector and its called

w* (W7 +iWs) (2.6)

weak current, jyu = (J1u, jou, J3u)- The field W# couples with j, as gIW*#j, with coupling

constant g (which is dimensionless). Charged currents are linear combinations of:

§F = j1 £ijo (2.7)



The field B* is a four-vector at spacetime, scalar isospin. It couples with the hypercharge j};,
which is also a four-vector and has equal scalar, their coupling constant is g’. Hypercharge’s

current is double the diffenrence between electromagnetism and NC'’s.

iy =20 = jau) (2.8)

The first term is the electromagnetic current, that for a charged fermion is:

3 = fuf (2.9)

Cheirality is not defined, because the electromagnetic interaction is not defined by it.

A and Z are electromagnetic’s and weak force’s NC fields. They are both orthogonal linear
superpositions of W3 and B. Photon doesn’t couple with neutral particles, while Z° does. The
transformation is a function of the couple constants (g and g’), or equivelantly a turn 6y which

is called weak mixing angle [12].

Z0 _ 1 g =9\ (Ws\ [cosOy —sinfy (2.10)
A V@+g?\gd g B sinfy  cosOw '
Where in 2.10 the weak mixing angle is
g/
Oy = tan ' = (2.11)
g
Lagrange function of the interaction, is gauge symmetric so
L =g(j,W{ + jaWi + 5. W4) (2.12)
Which can be written as

g ,._ . . em
L=, Wi+ W) + i (gW4 — ¢'B*) + ¢'j" B (2.13)

V2

And after importing neutral fields we get

g ,._ .
L=, Wt+jiwh) +

V2

The terms of 2.14 are by order, CC weak interaction, NC weak interaction and electromagnetic

g
cos Oy

(jZ - jﬁm sin? Ow)Z" + ngmA“ sin Gy (2.14)

interaction.[12]
The last term of 2.14 should be proportional to the electric field, which is theoretical proof that

photon does not pair with neutral particles.

gsin by = & _ \/ira (2.15)

vV thc N




2.15 unifies weak and electric field.

Every interaction in nature has a carrier that should be one of four vector bosons. These bosons
are formulated into functions that have two constants, g, (electric charge) and 0y (weak mixing
angle). These parameters should be measured experimentally as SM does not predict them.
From 2.11 and 2.15 we can find the relation between the coupling constant of U(1) and electric

charge.[12]

g cos Oy = Vara (2.16)
And from 2.15 and 2.16 we got
1 47  Ar

which shows that pairing of the two gauge’s contribute at 1/a. At low energies where 1/ ~

137 and sin Ay ~ —0.232 we can conclude that [12]

4 4
o 1052& & =318 (2.18)
9/2 92

The second term of 2.14 gives the pairing of Z with a fermion.

Ao

gz = g (Iw, — Q sin® Ow) = (Iw, — Q sin? Ow) =

cz (2.19)
cos Oy

sin Oy cos Oy cos Oy

We see that it is a global function of charge and the third component of isospin. In 2.19 we

introduced the Z-charge factor.
Cy = IWZ - Qsin2 QW (2.20)

The first term of 2.14 describes the weak of CC. The gauge constant g connects with Fermi’s

_ V2g?
- 8ME,

constant and the mass of W.

Gr (2.21)

From 2.15 we can predict the mass of W boson as a function of «, Fermi’s constant and the

weak mixing angle.

[g2V2 [ Ta 1 37.3
W 8Gr \/iGF sin Oy sin Oy GeV ( )

In SM, the measure of weak mixing angle can result in a very precise prevision in the relation

between the masses of the bosons.

M
M—V; = cos Oy (2.23)
The measure of weak mixing angle is sin? @y = 0.232 and so My ~ 80 GeV and My ~

91 GeV.



2.3.1 Spontaneous Symmetry Breaking

In SM the gauge symmetry was a riddle to discover. It should be mentioned that SM includes
gluons and bosons. Gluons are presumed massless [13] and can’t be observed (due to con-
finement in detection). Photons are totally massless and W, Z bosons carry mass. The reason
that SM gauge theory was such a difficult discovery was because electromagnetic interactions
are not local at all (they have infinite range), while weak interactions have the shortest range
amongst all forces. That can be explained by the mass of each interaction boson mpnoton = 0
and myy, z # 0.

This riddle came to an end by the idea of spontaneous symmetry breaking. To get an idea, we
will prove Goldstone theorem, which states that when spontaneous symmetry breaking takes
place, there is always a zero-mass mode in the spectrum [13].

We start by taking the Langranzian
1 2
L= 10,0 -V(9) (2.29)
Where the potential V' (¢) will be
_ Lag 1 A
V(9) = —5nd" + A0 (2.25)

Where ¢ is a column vector. The potential should be symmetric under an orthogonal matrix

rotation.

¢’ =0¢ (2.26)

Where O is a SO(k) transformation and k is the number of columns (or rows). For positive ;.2
the mass term has the wrong sign. So we assume that the potential is symmetric for infinites-

imal transformations hence

o= =¢+ 00 (2.27)
where §¢ is

¢ = 160t (2.28)

Parameter 0 is infinitesimal, tf} are matrices of the symmetry group on representation of ¢;

[13]. So the condition under which there appears equilibrium is

ov
which is the potentials symmetry. One can realise that
ov ov
6V = ——8¢; =60 —1t2¢p: =0 2.30
3(;5@ QZS ? 891)1 zg¢] ( )
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and after taking into account 2.29 (where ¢; = (;5?) we see that

o0*V A0 OV s
Aprdd; li=0 tij®5 + Oy |gi=g0 tir =0 (2.31)

leads to
o2V

2.32 is the squared mass matrix. We will symbolize it as M7, and so its notation is
M?*t4¢0 = 0. (2.33)

As long as the symmetry does not break spontaneously, all transformations are invariant, for
every A, t4¢0 = 0 [13]. When this stops, ie values of A make vectors t4¢" # 0 then all these
states are eigenstates of the mass matrix squared with zero eigenvalue. So we conclude that a
massless mode have the same quantum numbers as the generators that do not annihilate the
vacuum [13].

This was the classical Goldstone theorem, lets try to make a quantum case. In that case, di-
agrams of a higher order will be the corrections. So the classical case will conclude the tree
level approximation. 2 In the case that ) is small, ie the theory is coupled weakly [13] and the
tree level will not be far from reality and so classical approximation will get the job done.

If a quantum system has finite degrees of freedom, the vacuum is always unique[13]. In our
case the potential is

- plx? At

+ == (2.34)

V(x) 5 1

2
an one dimensional Schrodinger problem. It has two minima at z = Fxg = 4/ and are

denoted by |+) and |—), so we can write
(+1V|=) = (= V |[4) ~ exp(—khd) = 0. (2.35)

The potential isn’t diagonal and the 2.35 are the matrix elements, which are non zero. After we

diagonize the eigenvectors should be

[+ +1-)
V2

(2.36)

and

F-i= (237)

V2

Now we make the potential a sum of equal parts, V' = ). V(x;), so the new amplitude will

be in proportion with §" and if n goes to infinity, the transition amplitude vanishes.

*tree level approximation of the quantum potential [13]
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2.3.1.1 A Deeper Theoretical Look

So to develop that thought, to explain the spontaneous symmetry breaking we are making a

scalar field in the SU(2), spinor representation

n
b= (Z()) (2.38)

and U(1) with charge Y (¢) = +1/2. So in order to take a massles gauge boson we add an

U(1)y symmetry and the covariant derivative will be
‘D#¢::(@L+ng”W$—+z§gTiJ¢ (2.39)

we know that B* and W}, that are gauge bosons of SU(2)1, @ U(1)y symmetry.

For the above to be invariant we must take a potential of the form

V(g) = —p?¢Td + o' p)? (2.40)

where ) is the quartic self interactions of the fields, and because of the vacuum we know that
A > 0[14].

This field is creating a nonzero VEV if y? > 0, that breaks symmetry spontaneously. V()
is symetric so there are infinite degenerate states that have minimum energy and their inner

product is
2

oTe = % (2.41)

Hence we conclude that the function of the potential is depending only on ¢¢, we can write

[14]

<:¢:>:Jé (2). (2.42)

The electric charge is conserved and because of that only neutral fields can get a VEV. The
neutral part of the doublet is ¢" and so Q(¢) = 0. Electromagnetism remains unbroken by

VEV so the symmetry will become
SUR)LQQUL)y = U(l)g (2.43)

that keeps on being a true vacuum symmetry.

Golstone bosons are not U(1) so the scalar doublet will be

o= L ("7 (2.49)
_\/5 u+h .



12

We deny the h terms (we want only gauge bosons masses)[14]

. . 0
(D"9)! (Do) = (0 + 597" Wy + ;Q/Bu)\% <u> i (2.45)

which will end up [14]

u2
(D) (D) = ) (W,)* + (W1)?) + (W — 9" B)’]. (246)

From 2.6 and 2.46 we come up with

1
i g(guﬁWgWﬂ (2.47)
And yielding mass will be
gu

For Z and A, neutral gauge bosons’ masses we know that [14]

1
Z, = W(gWS — ¢'B,,) and its mass will be given from my = %\/ g%+ g? (2.49)
1
A, = (g/WS + ¢gB,,) and its mass will be mz = 0. (2.50)

Vg +g?
In the case of the massles Goldstone bosons, we know that they react to long range forces, that
are easy to detect. That is not the case for particles that are massles and confined (gluons in
QCD). Despite that, while constructing the EW theory, the massles bosons cannot be taken into
account as physical. We know that, when spontaneous symmetry braking is happening there
are some massles Goldstone modes, which are nonphysical and disappear from the spectrum
[13]. They do that, by transforming to the third helicity state of a gauge boson that takes
mass. This ’transformation’ is known as Higgs mechanism and will be analysed at the next

subsection.

2.3.2 The Higgs Mechanism

To realise the Higgs mechanism one should firstly understand Abelian and non-Abelian the-
ories which the EW-SM is. So we will begin with Abelian theory and then proceed to the
mechanism in EW-SM.
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2.3.2.1 Abelian Theory

The kinetic term of U(1) gauge is

1
Liin = =7 Fuu P (2.51)

and
F,, =0,A,—0,A,. (2.52)

That term is invariant for A, — A, + 0,n(x), the next step is to add the mass term to 2.51 so
it will be
1 1
L=— FuF" + imQAuA“ (2.53)
and later we will check if that term will violate the local gauge symmetry. We know that the

photon should be massles (from U(1)), so we will extend the 2.51 with complex scalar fields

negatively charged, that will couple with itself and with a photon [14]
1 14
L= = FuwF" + (D"9)!(Dug) = V(9) (2.54)

and D, = Opy — ieA, with V(¢) = —u?¢T¢ + A\(@T¢)%. 2.54 is gauge invariant under
A, — Ay +9um(z) and ¢ — (@),
The state in which ¢ = 0 and energy is minimum is when x> < 0. In that case potential
keeps the Langrance symmetry and the theory is QED with a massles photon and a field that
is charged ¢ and has p mass.
All these change when p > 0, the field ¢ will need a VEV

p:_wu

<P>=(\—7=— (2.55)

N~ 2

and so U(1) will spontaneously break. So ¢ will be

¢ = u:/%h eXp{i%} (2.56)

h and x are Higgs and Goldstone bosons respectively and don’t have a VEV. So after we impose

2.56 into the Lagrangian we got

1 22 1
L= —1FuF" - eud, 0 + %AMA“ +3

1
(0uh0"h — 2u°h?) + 3 Onzde +Q (2.57)
where () represents the interactions of Higgs and Goldstone bosons.
Equation 2.57 says that there is a photon with mass m 4 = eu, a Goldstone boson with no mass
and a higgs with mass mj, = v/2i1 = v/2\u. So we see that after the spontaneous symmetry

braking we have one massive photon and a Higgs.
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2.3.2.2 The SM and Higgs mechanism

Now we want to make a gauge theory that is able to combine EM and weak interaction and is
the hole point of this subsection. SM and EW are based on the Lagrange of SU(2) Q) U (1)[14]

Lsn = Lgauge + L5 + LHiggs + Ly ukawa- (2.58)
The second term is the fermion one that is described by
L=V + iypDyYr. (2.59)
So when the derivative takes place and each part of 2.59 will be
D,V = (0, +igW, +ig'Y.B,)¥y, (2.60)
and

D;ﬂ/}R = (8mu + ig’YRBu)¢R- (2.61)

Where R, are the right-handed and L the left handed chiralities ¢,y = (1 F 75)% [14]. And

from EW we take that
u e
qL = <d> = ( _) (2.62)
L € L

where q are the quarks and 1 are the leptons. The transformation in the gauge theory in left
and right is
U, — \I//L = eXp{’iYLQ(:L‘)}UL\I/L (2.63)

and

Yr — exp{iYr0(z)}Yr (2.64)

respectively. From the SU(2)r, the only transformation that can to something on the field’s
doublet would be [14]
Up = exp{iTiBi(x)}. (2.65)

As one can clearly see in 2.65 17" are the half the Pauli matrices® and are the generators of
SU(2) . They are non-abelian as

[T, T9] = ie"* Tk, (2.66)

Now lets see how B, and IV, are transforming

0
B, — B, — 9,0 (2.67)

g’

3Ti —

l\)“L
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.Uy,

W, — W), = U WU} + Ul (2.68)

In EW, there will be spontaneous breaking of the symmetry, where W* and Z° will be pro-
duced. Hypercharge has a fixed value and so the electric charge should be the sum of left-
handed doublets and hypercharge’s (Q = T3 + Y) [14].

Y for leptons and quarks should be

Y(lL) = —%, Y(ir) = -1,Y(qr) = é, Y (ug) = ; Y (dg) = —é. (2.69)

And the Langrangian would be

L gauge = —iF“”FW - %Gw”wa. (2.70)

And we know that [14]
Gl = 0,W,. — O,W, — ge*WiW}, (2.71)
F,, = 8,B, — 8,B,. (2.72)

Finally the mass term can’t be added for fermions in the Lagrangian so we make a Dirac mass

term that has left and right-handed couplings.

mp =m(Yr + Yr) (WL + Yr) = mQrvr + YriL). (2.73)

2.4 Higgs boson Physics

In the area of experimental high energy physics, after the discovery of the Higgs boson, a new
era has emerged [15]. After measuring the Higgs’ boson aspects and decays, everything is
according to SM theory. There is however, a theory prediction that goes beyond that model,
which is known as BSM.

So we conclude that searching for a Higgs-like particle that is BSM is difficult because of the
rare nature of these decays [16]. Such experiments are performed at LHC (CERN).

As said before EW spontaneous symmetry braking of SM, predicts the Higgs boson [16]. It has
been measured that Higgs’ mass is around 125 GeV/c?. This Higgs like boson is "suffering from
quadratically divergent self-energy correction at high energies” [16]. To solve this problem
there is urgent need to extend the SM.

Until now there is no analysis that sees that decays and the energy scales that will be able
to show such bosons are yet relatively unknown [16]. In this section we will present certain

models that have been purposed to extend the SM.
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2.4.1 Production Mechanism

Coupling between the Higgs boson and other fermions or bosons, is proportional to their mass.
There are different production modes that contain some more massive bosons, such as weak
force’s W and Z and top quark. We will mention the most important ones that are:

« ggf through a heavy quark loop gg — H.

« VBF q1q2 — V*V* — ¢\ ¢5 + H.

« associated production of the Higgs boson with a heavy boson (VH) gg — V* — V + H.

« associated production of the Higgs boson with a pair of top quarks (ttH) gg — tt + H.

FIGURE 2.1: Feynman diagrams of the Higgs production. On the upper left corner is ggf fusion,
on the upper right is VBF, on the bottom left is VH and on the bottom right is ttH.

To elaborate about production decays, the most dominant one in the LHC is ggf, via an in-
termediate top-quark loop. The Yukawa coupling of the Higgs and heavy quarks enhances
ggf’s cross-section, because they are abundant in the loop. The theoretical cross section of the
lowest order is well-known and frequently used in many LHC studies to evaluate the experi-
mental discovery potential of the Higgs particle. Although theoretically all quarks should be
considered in the loop, practically, including only the top quark is sufficient. This is because the
Higgs particle couples to the top quark about 35 times more strongly than to the next heaviest
fermion, the bottom quark, resulting in a suppression of the bottom quark’s contribution by a

factor of 352. Consequently, measuring the ggF cross section also indirectly probes the Higgs
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coupling to the top quark.

The VBF mechanism is notable for being the second most significant cross section in the pro-
duction channels of the SM Higgs boson during hadronic collisions. Although its cross section
is roughly an order of magnitude smaller than that of gluon-fusion, VBF still offers valuable ad-
ditional insights. Illustrated in figure 2.1, the VBF process involves heavy vector bosons being
radiated from each incoming parton, which then “fuse” to create a Higgs boson. This produc-
tion method is particularly intriguing due to its unique identifiers for Higgs boson detection,
especially the presence of two forward quark jets that can be utilized for event identification.
Additionally, VBF can be employed to examine the Higgs boson’s coupling to W and Z bosons.
This production method involves the annihilation of a quark pair into an off-shell (virtual) vec-
tor boson, followed by the emission of a Higgs boson and a real vector boson. Although it
has a smaller cross section compared to other production mechanisms, Higgsstrahlung can be
effectively utilized in Higgs boson searches due to its distinct signature. This is because the
vector boson in the final state can decay into leptons, which can be reconstructed with high
efficiency.

Measuring the production cross section of a Higgs boson alongside a pair of heavy quarks
(primarily top quarks) serves as an excellent test for the Yukawa couplings. Since on-shell top
quarks are too massive to result from Higgs boson decay, this decay process is kinematically
impossible. Consequently, the process pp — ttH ™ is the sole method to directly constrain the
top Yukawa couplings. At the leading order, this mechanism occurs through the annihilation
of a quark and an antiquark into a pair of top-antitop quarks, with the Higgs boson being ra-

diated from a top quark in the final state.

2.4.2 Higgs Decays

In the Standard Model (SM), a Higgs boson with a mass of 125 GeV can decay into four b quarks
through an intermediate Z Z* state. However, this branching ratio is quite small, around 10~%.
The bb pair produced by the on-shell Z boson is not tightly collimated due to the large mass of
the Z boson, leading to a significant and challenging QCD background.[8]

2.4.2.1 Motivation for Exotic Higgs

The exploration of exotic Higgs particles is a rich and multifaceted area of research. It en-
compasses theoretical motivations to extend and complete the Standard Model, experimental

searches for new phenomena, and phenomenological implications for cosmology and particle
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physics. Future experiments at the LHC and other colliders, will continue to probe these pos-
sibilities, potentially uncovering new aspects of the Higgs sector.

In the 2HDM+S model, which includes two Higgs doublets and an additional light singlet, the
Higgs boson can decay as h — ss or h — aq, where S (or @) represents a mostly-singlet
(pseudo)scalar. Depending on the value of tan /3, the decays s — bb or a — bb are also typical,
though not guaranteed, in all four types of 2HDM, provided that the masses m, and m; are
greater than twice the mass of the b quark.[8]

2.4.3 Extended Higgs sectors

Recent research on the observed scalar particle with a mass of 125 GeV and properties match-
ing the Standard Model (SM) Higgs boson has led to stringent constraints on SM extensions
that include scalar sectors. Numerous theoretical models predict that the Higgs boson can
decay into non-SM particles. Without relying on specific assumptions about the Higgs bo-
son’s interactions, the ATLAS and CMS collaborations at CERN have set exclusion limits on
the branching fractions of the Higgs boson to beyond the SM (BSM) particles. These experi-
ments combined their results to constrain these branching fractions to less than 50% at a 95%
confidence level. It is anticipated that future LHC experiments will be able to limit branching
fractions to a few percent with improved measurement precision. An intriguing possibility is
that the observed Higgs boson decays to lighter scalars or pseudoscalars.[11]

The SM Higgs boson has a naturally narrow width relative to its mass, attributed to its weak
Yukawa couplings with SM fermions. This suggests that any new non-SM state is likely to
possess a larger partial width and a notable branching fraction compared to decays into SM
particles. Examples of BSM models that account for such decays include those with Higgs
sectors that couple to both SM gauge bosons and fermions. Other models feature extended
scalar sectors, such as those in 2HDM or the MSSM, where one Higgs field serves as the SM
Higgs and another acts as a BSM doublet. The NMSSM, a variation of the MSSM, predicts an
additional light scalar singlet that mixes with the observed Higgs boson and could influence
baryogenesis.[11]

Both 2HDM and MSSM can yield a light pseudoscalar, with the NMSSM’s al potentially being
very light. In 2HDM, the mass of the light pseudoscalar is a free parameter, but for MSSM and
NMSSM, fine-tuning is needed to maintain consistency with LHC data. The phenomenology of
observed Higgs boson decays into pairs of lighter Higgs bosons is explored in various studies.
Additionally, the alignment limit scenario, where the Higgs boson mass closely matches the
observed value, allows for a wide range of parameter space.[11]

In the case of the 2HDM, it includes five physical states with distinct masses and couplings.
One of these parameters, tan /3, represents the ratio between the vacuum expectation values

of the two doublets. The scalar sector of the 2HDM can significantly influence the properties
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of the discovered Higgs boson, especially in the alignment limit where the observed Higgs has
properties closely resembling the SM prediction. The 2HDM, particularly when including a
light pseudoscalar, offers a rich phenomenology that remains consistent with LHC observa-
tions for a wide range of parameters.

At the lowest order, there are four types of 2HDM that do not involve flavor-changing neutral
currents (FCNC). These can be categorized based on how each fermion couples to the doublet
structure, as shown in table 2.1. The Yukawa couplings of the pseudoscalar boson in the 2HDM,
relative to those of the Higgs boson in the SM, are functions of tan S and the type of 2HDM,
as detailed in table 2.2. Type-1 and Type-2 models are the most commonly considered, with
the latter being required in supersymmetric models. In these two cases, leptons have the same
couplings as down-type quarks. In Type-3 2HDM, all quarks couple to 5, and all leptons cou-
ple to @4, resulting in leptonic or quark couplings of the pseudoscalar being proportional to
tan 3 or cot 8. Thus, for large tan (3, the leptonic decays of a dominate.[11]

As previously mentioned, a complex SU (2), singlet field S can be added to 2HDM; such mod-
els are termed 2HDM+S and include the NMSSM as a special case. If S mixes only weakly
with the doublets, one of the CP-even scalars can exhibit SM-like properties. The inclusion of
the singlet S leads to two additional singlet states: a second CP-odd scalar and a third CP-even
scalar. These states inherit a mix of fermion interactions from the Higgs doublets. With mixing
among the spin-0 states, the result is two CP-odd scalars. Of these, one can be identified with
the observed SM-like state, h. The branching fraction of the h boson into a pair of CP-even or
CP-odd bosons can be significant, leading to a wide array of possible exotic Higgs decays.[11]

Type-1 | Type-2 ‘ Type-3(lepton-specific) ‘ Type-4(flipped) ‘

Up-type quarks 0 ) 0 0
Down-type quarks Dy P, dy d,
Charged leptons Dy d, d, L2

TaBLE 2.1: The Higgs doublets to which various types of fermions couple in the four types of
2HDM without FCNC at the lowest order.[11]

‘ Type-1 ‘ Type-2 ‘ Type-3(lepton-specific) ‘ Type-4(flipped) ‘

Up-type quarks cot 3 cot 3 cot 3 cot 3
Down-type quarks | —cot 8 | tan/f —cot 3 tan 8
Charged leptons | —cot | tanp tan 8 —cot 3

TaBLE 2.2: The ratio of the Yukawa couplings of the pseudoscalar boson @ in the 2HDM,
compared to those of the Higgs boson in the SM, for the four types of 2HDM without FCNC
at the lowest order.[11]



Chapter 3

The CMS detector

The CERN accelerator complex
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F1GURE 3.1: Render of the LHC detector, with the four large experiments, injecting and detec-
tion.

3.1 The Large Hadron Colider (LHC)

The LHC main purpose is to unwind the mysteries behind EW symmetry breaking. That break-
ing is direct result of the Higgs mechanism. LHC’s design main goal is to study phenomena at

the TeV scale [17].
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Particles used Protons
Circumference 26659 m
Injected beam energy 450 GeV (protons)
Nominal beam energy in physics 7 TeV (protons)
Magnetic field at 7 TeV 8.33 Tesla
Operating temperature 19K
Number of magnets 9300
Number of main dipoles 1232
Number of quadrupoles 858
Number of correcting magnets 6208
Number of RF cavities 8 per beam. Field strength at top energy 5 MV/m
RF frequency 400 MHz
Revolution frequency 11.245 kHz.
Power consumption 180 MW
Gradient of the tunnel 1.4%
Difference between highest and lowest points 122 m.

TaBLE 3.1: The LHC parameters.[1]

LHC is the biggest collider in the world, not only by size but by energy too. It is located be-
tween Geneva, Switzerland and France. It was firstly used at 2008. Its shape is a huge cycle,
with a perimeter of about 27 km. It is buried 100 m deep into the ground. LHC’s huge energies
make measures of cross sections, that have never seen before possible.

LHC is accelerating hadrons, that are mostly protons, but can accelerate ions too. Two opposite
moving beans are accelerated to different directions, in to different solenoids. The two main
parameters of LHC are the colliding energy and the luminosity. Energy is used in order to
determine if and what particles will be produced. Luminosity measures the rate of all possible
combinations of collisions over the area of the beam.

In order to reach the luminosity needed to create big data!, we need as many collisions as
possible. That can be achieved by increasing the frequency of these collisions and the hadron
number in each beam. For luminosity L = 103*¢m =25~ there are about 2800 bunches. Each
one of these has about 1.15 x 10! protons. The collision frequency is f = 40 M Hz. LHC’s
energy has reached a point where its energies are \/s = 14 T'eV. In order to curve each bunch
we use about 1200 superconducting magnets and for focusing the bunch there are used about
400. All these magnets are producing a magnetic field of about 8 Tesla. To achieve a mag-
netic field that high, these magnets have a temperature of —273.3 °C that use liquid Helium to
achieve such temperatures. Lastly inside each magnet there are two vacuum chambers that are
the tracks for the bunches. As seen in figure 3.2 the LHC is not a perfect cycle. It is consisted
of eight arcs and insertions, to be more specific, there are eight 2.45km arcs and eight 545 m

straight sections.[1]

'the bigger the data the better analyses
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FiGure 3.2: LHC layout.[1]

Inside LHC there are four particle detectors. Each one is a different experiment, the detectors

are

1. ATLAS, that is a toroidal LHC apparatus[1],
2. CMS, that is the compact muon solenoid[1],
3. ALICE, that is a large ion collider[1],

4. LHCB, that is the study of physics in B-meson decays at LHC[1],

finally there are smaller projects such as antimatter factory, TOTEM, etc.

3.2 CMS: Compact Muon Solenoid

CMS is a detector that is placed inside the LHC, it’s purpose is to search the Higgs boson and
see if the SM is correct. It is also looking for dark matter, exactly as ATLAS[1], with differences
in hardware and in design.

This detector is inside a huge superconducting coil. It was build in pieces and assembled un-
derground, its dimensions as seem in figure 3.1 are absolutely huge.

Inside the CMS, there is a layer of silicon-based that is working as a particle tracker,[1] this
tracker is inside a calorimeter that measures electromagnetism and after that there is an even
bigger hadron calorimeter. All of these measuring tools rest inside a superconducting solenoid
magnet, which can count the momentum and lastly all of the above are inside the huge muon

detector.
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FIGURE 3.3: A transverse slice of the CMS detector and the particles detected by each subde-

tector.
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FIGURE 3.4: 3-D render of the CMS detector that shows its parts [1]
3.2.1 Tracker Detector

The tracker detector is a momentum measuring tool. They don’t directly measure it but instead
they see it’s path in the magnetic field. Path’s curvature is in a way inversely proportional to
the momentum.? At CMS, the tracker is keeping up with the paths that photons are taking, by
seeing their position in comparison to a number of fixed points. These trackers are able to see
the paths of all kinds of particles, so they see the hadrons before and during the collision and
their products and even the relatively short lived ones such as b-quarks.

There are some building challenges for those trackers. One of them is that although the tracker

must be as accurate as possible to keep up with all kids of particles, it needs to be as much light

’the bigger the curvature the smaller the momentum
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H coverage in | ) | \ radius in m \ measures
pixel: < 2.4 0.05—50.11
Tracker strip: < 2.4 0.02—51.16 momentum change
barrel: < 1.479 1.24—1.86 _
ECAL endcap: 1.479 — 3.0 3.2 7 & e energy
barrel: < 1.4 1.77 = 2.95
HCAL endcap: 1.3 — 3.0 3.9 hadron energy
forward: 3.0 — 5.2 11.2
Solenoid Magnet - 2.95 — 3.25 | particle tracks bent
barrel: < 1.2 3.8 = 7.38 . . .
Muon Detectors endcap: 0.9 — 2.4 5.0 muons (identification)

TaBLE 3.2: CMS characteristics

as possible, because if it isn’t, it will mess up the courses of everything during the collisions.
This riddle was solved by recreating the tracks by measuring as little points as possible, with an
accuracy of 10um. Because tracker is located in the heart of the detector, its materials should
endure big chunks of radiation. That material is silicon, which makes up the pixels at detectors
heart and the microchips that are aright outside the core.[2]

Detection of the actual particles is talking place in the pixels, that produce signal each time a
particle interacts each them and the chips are processing it. That signal is almost infinitesimally
small, it is then stored in the chip and after a short amount of milliseconds it is processed and
sent to a laser, so it can be translated to infrared pulses. Those pulses need to be send in a tiny
radiation place and that job is done by a long fiber optic. The last step is the analysis of the
signal.[2]

3.2.1.1 Silicon Pixels

FIGURE 3.5: CMS silicon pixel inside the detector [2]

The CMS is consisted of millions of pixels, that are making up its laser focused accuracy. In
addition CMS is built extremely close® to the hadron tracks. In figure 3.5 we see a silicon sensor
and a readout chip.

Each layer is consisted of modules, that are spit into sensors, which are the pixels.[2] Every

*the closest of all the other detectors [2]
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time a particle passes through a pixel, its energy is enough to ionise the electrons of these
silicon atoms.[2] After that, the voltage that is applied to the senors is collecting the electrons

and creates a signal, that is later read by the chip.[2]

3.2.1.2 Silicon Strips

The next thing that rests after pixels are silicon strips and particles interact with ten layers
of them.[2] It has four inner barrel layers that are placed inside shells, that posses two inner
endcaps, that each one contains three discs. And the outer barrel is composed of six cycles
with the same center. The tracker closes with two endcaps[2]. Pixels and silicon strips are the

first layer of the CMS and they called all together the tracker

FIGURE 3.6: CMS silicon strips, perpendicular render[2]

3.2.2 Electromagnetic and Hadron Caloriemeters

Each particle that is the outcome of the collision has energy information. It is really important
to understand the series and the results of each collision. To take these measures CMS is using
two different tools.

The first tool is called electromagnetic caloriemeter (ECAL) and is placed in the inner layer
(layer 2) in order to measure electron’s and photon’s energy and does so by stopping them
completely.[2] We know that hadrons are not elementary, but rather made up from quarks and
gluons can pass through the ECAL, that’s where we need the hadron caloriemeter (HCAL) to

stop them completely in order to measure them and that is the next layer (layer 3).
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FIGURE 3.7: CMS electromagnetic calorie-meter.[3]
3.2.3 Solenoid Magnet

CMS is built around a solenoid magnet, that its magnetic intensity is 4 Tesla. This magnet is
helping the measures of change and the mass, so that we can get their ratio. The curve that
the magnet causes is the key component for that measurement. While operating the intensity
is lowered to 3.8 Tesla to maintain longevity.

So the usage of this magnet is to oversea the paths of the particles, the curvatures are inversely
analogous to the magnetic field and that path gives information about the momentum. This

magnet is layer 4.

3.2.4 Muon Detectors

Letter M in CMS,stands for muons. So one can realise that detecting them has a great signif-
icance. A muon is a particle that has charge as electrons, with the difference that is is about
200 times heavier.[2] Muons are emitted via a number of decays, with the most important one
being Higgs decaying to four muons.

When muons are emitted, they penetrate without the loss of information, so they are not
stopped at the ECAL and HCAL.

Hence to measure them we need an extra layer, that would be layer 5. This is the most external
layer and contains chambers[2] that would only detect muons?. There are four muon stations,
located right outside the magnet coil. These station inform us about the path, that is bended
by the high magnetic field, by tracking the muon. To make the precision higher, we combine
there measures with the silicon trackers.[2] This system has the potential to generate massive
amounts of data, so the system must (and is) able to erase background noise and is naturally

robust.[2]

*as they will be the only ones to survive



27

FIGURE 3.8: Muon detector render[2]
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FIGURE 3.9: Cross-sectional view of the CMS detector in the (1,z) plane. We can see the muon
detector layout.

The muon system as we see at figure 3.8 is consisted of 2 million cathode strip chambers, that

are thinner than human hair. [2]

3.2.5 Trigger

CMS gets a big load of data every second, form these data only a very small fraction has signif-
icant information.[2] Hence the need of a trigger system, that will separate those events that

are somewhat interesting and are producing the Higgs like boson.[2]
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These procedures cut some of the ”junk”, but still the volume of data is tremendous. The solu-
tion to this problem is to store these data and process it in the same time, that storage must be
able to separate the events chronically.

The first level is a fully automated process that is looking for some spectacular or unusual
events.[2] This level acquires a huge computing power. Despite the first level triggering, the
data acquisition is still immensely big, so we need more triggering technology to extract in-
formation.

So the need for a two level trigger is born. Before CMS, triggers were simple counters of par-
ticles, but after CMS we needed to characterise the objects before selecting them. That sorting
technique is very time thirsty, so to meet these needs, customs chips where built. Now trig-
gering answers to the question: "Is there an electron above an ET threshold back-to-back with

a jet above that threshold?”[2] instead of searching just for the number of them.



Chapter 4
Physics of pp collisions at the LHC

Inside LHC, protons are accelerated at speeds near the speed of light. These particles are then
collided in the detectors, which are then analysed. These collisions produce new smaller par-

ticles, so one can say that big accelerators are ”super microscopes”.[1]

4.1 Proton’s Structure

Protons are stable particles that live in the nucleus of an atom. It electric charge is the same
as electrons but positive. It’s mass is about 1836 times bigger than an electron and a bit less
massive than neutron. Proton is following Fermi’s statistics, so its spin is % and are consisted of
three quarks that are connected with three gluons, two up and one down, which makes them

hadrons.[4]

FIGURE 4.1: Render of a proton and its structure, forces are shown with gluons and colors are
arbitrarily assigned [4]

Proton’s mass as ,explained by QCD, needs special relativity to make sense. And that’s because,
proton’s mass is about 90 times bigger than the sum of all three quarks, that consist it. While

gluons are massles at their rest state. The mass that we miss is the energy (E = mc?) accounts

29
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for more than 99% and is the internal kinetic energy of quarks and gluons.[4]

The mass of the quarks that are making up protons is spit in two categories.

1. Current quark mass, that is quarks rest mass.[4]

2. Constituent quark mass, is the current mass plus the gluon field around the quark.[4]

QCD tells us that protons mass is consisted ~ 9% of up and down comprehensions plus a near
to infinity number of virtual particles, ~ 32% of quark kinetic energy, ~ 37% of gluon kinetic
energy and ~ 23% of anomalous gluonic contribution.[4] Protons wavefunction would then
be

1
Ip) = E@ lurdug) + 2 [upupdy) + 2 [dyugug) — lupuydy) — @)

lurdyuy) = [uydyug) — [drujug) — [druuy) = fuguds)).[4]
So it is clear that protons structure and mass is really complicated, making it the perfect can-

didate to be studied in the huge microscope that is the LHC.

4.2 Hard Parton Scattering

At particle collision experiments, one of the most important variables is the center of mass
energy. We write it as \/s and is the energy that creates particles and their kinetic energy. This

energy is based on the four-vectors, of the protons

s= (P + P)* =P} + P} +2P\P, =

(4.2)
(E% _ﬁ%) + (E% _ﬁ§> + 2(E1E2 — pipa),

where F1, E», p1, P2 are energies and three dimensional momentums. We know that £} =

E5, because each bunch has the same energy. If we take these to 4.2 we got

Vs =2E, (4.3)

Perturbation theory is describing the hard scattering. For partons that have a small percentage
of the initial momentum of protons, the center of mass energy is not the same as the one that
protons had. Their masses are small in relation to their momentum, the center of mass energy
is

§= (pi +pj)? = 27, P1 P, (4.4)

where x;, x; are the percentages.
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4.2.1 Cross Section
Cross section for a pp collision is about 100mb[5], but only a small fraction of it is related to

LHC, as protons are elastically scattered and then react with their partons. So after subtracting

those difractive interactions, cross section is about 70mb.[5]

proton - (anti)proton cross sections
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FIGURE 4.2: Cross sections per center mass energy, for typical pp collisions[5]

This number is seem quite big, while looking at figure 4.2 one can realise that these cross
sections, for absolutely typical procedures, are small. That’s the reason that proton bounces

should be big enough! to produce interesting collisions.

4.2.2 Luminosity

As we analyse proton-proton collisions, one of the most important quantities? is luminosity.
Which is the number of events that are detected over a finite amount of time and the cross-

section[18]
dN
L —

= (4.5)

'with a lot of protons per bunch
%in scattering theory and accelerator physics[18]
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As we can imagine, luminosity should depend on the parameters of the beam. These parameters
are its width and flow rate, additionally target properties like size and density.[18] One quantity

that springs from luminosity is the integrated luminosity that is

Lint = / Ldt. (4.6)

These quantities can give information about the quality and strength of particle accelerator,

that needs big values of integrated luminosity to extract a bigger amount of data.[18]

4.2.3 Underlying Event

The interaction between two beams, at a collision point that is not the collision that we inves-
tigate is an underlying event. In the LHC, there are events that their origin doesn’t come from
hard scattering, those are UE.[19]

After a scattering reaction, there are remained products of the event. These should be filtered
out to see the signal.[19]

In the collisions between two protons, there are particles that are coming from parton scatter-
ing. If these particles have high Q° relative to the QCD one, then hard process will have a low
pr and remnants from the collisions. All these parton interactions are not easy to be separated.
So to clean the signal, one should make a separation between the kinematic region, which has

pieces of partons that hard scattering creates and the rest that are called as said UEs.

4.2.4 Pile Up

Pile up is the phenomenon of multiple collisions, additionally to the one of interest.[20] Pile up
is a very hard to solve problem at the analyses that are done at LHC, as the collision number
is huge and the window of detection not small enough. Luminosity is rising per run, so the
majority of objects are affected by pile up. So there is immense need for deep understanding
and eradicating as possible of this phenomenon. To eradicate pile up background, we need to

understand it. There are five categories of pile up:

1. In time pile up, contemporary collisions between protons that are in the same bunch

with the ones that we are interested.[20]

2. Out of time pile up, collisions between protons that took place right before or right after
the collision of interest. These collision affect measurements, because the window of

detection is bigger than the time that occurred between them.[20]

*here Q is the transfer of four-momentum
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3. Cavern background, random collisions that origin from a cloud of neutrons and photons

that are almost everywhere at the time of the collision.[20]

4. Beam halo events, as the bunch of protons is scraping against an up-stream collimator,

sprays of muons will run paraller to the beam line.[20]

5. Beam gas events, these occur away from center of the detector and in that place there

are collisions between proton bunch an residual gas inside beam-pipe.[20]

So now the bunch Luminosity will be

Ly = (4.7)

pufr
o )

where 41 is the pile up parameter that is the average number of inelastic interactions per bunch,

fr is the frequency of the bunch revolution. And the total instantaneous luminosity will be

ny

L:ZLb:nb<Lb>:nb
b=1

<p>fr
— Y (4.8)

where ny, are the bunch pairs.[21]

4.3 Detector Simulation

When a charged particle traverses the detector, it generates electron-hole pairs in semiconduc-
tors or electron-ion pairs in gaseous mediums, which drift toward the electrode, producing an
induced signal. Consequently, the presence of an incoming charged particle is detectable via
the signal on the electrode. A specific energy loss alone is insufficient to identify the type of
incident particle (e.g., electron, muon, pion). Hence, to ascertain the particle type, momentum
measurement is also necessary. Determining momentum involves reconstructing the charged
particle’s trajectory in a magnetic field.[6]

The performance of the HEP experimental apparatus (detector) is assessed using numerical
Monte Carlo (MC) simulations. To determine the track’s radius of curvature, at least three
points (i.e., three detector layers) are necessary. This ultimately determines the minimum trans-
verse momentum that can be reconstructed. Key questions arise, such as: how many layers
are required? What is the optimal spacing between layers? What are the uncertainties on the
measured points and momentum? Precise determination is achievable only through detector
simulation.[6]

We begin by simulating a charged particle with a specified momentum in our experimental
setup. The track’s intersection with the detector planes marks the true points. Next, we at-
tempt to reconstruct these points using the signals from the detectors to determine the recon-

structed momentum. There is a distinction between the true and reconstructed positions and
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Reconstructed

D1 D2 D3 D4

FIGURE 4.3: Detector layers (D1, D2, D3, D4) are shown alongside the true track (red line) with
true points (red markers), as well as the reconstructed track (blue line) with reconstructed hits
(blue markers).[6]

momentum due to finite uncertainties related to the pixel size (measuring points), effects of
multiple scattering within the material, residual biases in the track fitting algorithm, and other
factors. Consequently, the RMS of the differences between the reconstructed and true posi-
tions or momentum, known as spatial and momentum resolutions respectively, is evaluated.
These parameters are crucial for driving physics performance and must be optimized in the
apparatus design. To achieve this, simulations employing a particle generator and transport

code for Geometry and Tracking are utilized.[6]

4.4 Hadron Jets

With the word jet, we define a narrow cone that is consisted mostly of hadrons and in a smaller
rate of other particles. These jets are produced after the collisions by the hadronization of
quarks and gluons.[22] QCD dictates that quarks and gluons are not found alone in nature
and it is known that these particles have color and all their final stages are colorless. After
a high energy pp collision, quarks and gluons carry some of their color away, which due to
QCD create other colored particles so the final product is colorless. The summation of all these
objects is called a jet and is moving as a hole almost always at one direction.[22] We need jets

to find out what properties did the initial quarks had.

Parton level

Particle Jet Energy depositions

in calorimeters

FIGURE 4.4: Jets at the CMS[2]

These jets are traveling in the detector and in the meantime they react with the tracker, ECAL



35

and HCAL. So to analyse these signals one have to built certain algorithms, with the goal to

reconstruct the jet.

4.4.1 Reconstructing Hadron Jets

When reconstructing a jet, its energy is not the true particle-level energy, regardless the de-
tector. There are two parameters that correct jet’s energy to a certain number. The first is the
detailed understanding of its energy scale the second is their systematic uncertainty.[2] This
master thesis, is studying a decay that is detected in the CMS, so our method analyses will be

within CMS. There are three reconstruction methods. These are

1. Calorimeter-based approach.[2]

2. Jet Plus-Track, that improves measures of the jets that are measured in calorimeter by

exploited the associated tracks.[2]

3. Particle Flow, that reconstructs every single particle inside an event, by taking informa-

tion from all the parts of the detector.[2]

Most analyses in the CMS use the third method and additionally they follow a specific sequence
in correcting the jet energy. Initially, we take out pile up, then we find the non-linear response
of ECAL and HCAL as a function of py and different scenarios of the response in pseudo-

rapidity 7, with their corrections found via the actual simulation.[2]

4.4.2 B-tagging

In the LHC, there is a big number of final states, that can be tf and H — bb, which include b
quarks. Some of the most significant backgrounds in SM, BSM and SUSY analyses are W/Z +b
and v + b, which also are b flavored. So a new challenge emerges while analysing data with b
quarks, the actual identification of the b-jet along with its energy which is called b-tagging.[23]

Three are the main characteristics of b-jets, that distinct them from other flavored ones.

1. they are long-lived
2. they are more massive
3. their energetic semileptonic decay

B-tagging is implemented by certain algorithms and in CMS they primarily rely on the three

characteristics above. Their observables are, the impact parameter significance of the tracks,
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secondary vertexes position and muons pr relative to the direction of the jet.[24]

The actual algorithm’s main goal is to create a discriminator value[24] that will give user the
choice to select from a variety of regions. Each region has a trade-off that is efficiency vs
purity.[24]

The algorithms are
1. Track counting algorithm, that is b-tagging if there is a number of tracks significant
enough.[24]
2. Jet probability algorithm.

3. Soft-Lepton tagging algorithms, which work with electrons and muons from the semilep-

tonic b-decay.[24]
4. Secondary vertex tagging algorithms, that reconstruct at least one secondary vertex.[24]

Each b-tagging algorithm can only perform so much. Each algorithm has a tagger with a vary-

ing efficiency. Selection tracking selection prevents the compromisation by pileup events.[24]

4.5 Kinematic Variables

Collider experiments, sometimes, use the Cartesian systems, where z-axis, is beams direction.
So in that case the momentum p' = (p, py, p-) will be decomposed into a longitudinal com-
ponent p, and a transverse momentum p7 = (pz, py).[7] In CMS some Cartesian components

are traded for the magnitude of pr

pr = /P2 + D2, (4.9)

azimuthal angle

¢ = tan~1(2¥) € [0, 2n) (4.10)
Pz
and polar angle
= tan_l(Z—T) € [0, pi) (4.11)

The momentum is a vector with three dimensions, if we add energy we got a four-dimensional

(3+1) four-vector p* = (E, p) and the invariant mass emerges that is

m = \/p'p, =V E? — P2 (4.12)

Ep =1\/m? + p, (4.13)

Hence transverse energy is
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FIGURE 4.5: Any three-dimensional vector can be a longitudinal component p, and a trans-
verse one pr.[7]

where p7 is a (2+1) dimensions vector p® = Ep, p7.[7]
The next kinematic variable that we want to create is rapidity, which is

E+p.
E_pz

In (

Y ), (4.14)

1
2
if the particles are massless this variable reduces to pseudo-rapidity

n=-—In [tan(i)]. (4.15)

The initial state’s transverse momentum is zero

ZﬁaT + Z avr =0, (4.16)
a b

where p,, 7 is the visible particles momentum and g7 is the invisible particles momentum. And

the missing transverse momentum . that is[7]

Fr=) Gr=—Y b (4.17)
b a
In addition there is MET, that is the energy lost due to invisible particles and is equal to
Er =P =] — ZﬁaT | , a=jets or leptons. (4.18)
a

For our analysis there are additional variables, such as the scalar sum of the transverse mo-

mentum of hadron jets.

Hyp =| > far |, o=jets (4.19)
a
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and the scalar sum of all transverse momentum that are visible and are either hadronic and

Sr=|>_ par
a

leptonic.

, a=jets or leptons. (4.20)

4.5.1 Cylindrical Coordinates

To understand the above, we need to analyse cylindrical coordinates. The momentum of a

particle is defined as the product of its mass and velocity:

Pp=m-V = (Pz,Py, D)

In spherical coordinates with the origin at the collision point, the momentum (p = (|p|, ¢, ¢)),
where (0) is the polar angle and (¢) is the azimuthal angle. Due to the cylindrical shape of

most detectors, a new parameter called pseudorapidity is used:
n = — In[tan(6/2)] (4.21)

with values ranging from ((—o0, 00)).

In the context of hadron collider physics, pseudorapidity is favored over the polar angle (9)
because particle production is approximately uniform as a function of pseudorapidity.[1]
Additionally, transverse momentum, (pr), is preferred and is calculated from the transverse
energy measured by calorimeters. Thus, in particle physics, the linear momentum is expressed

as:

p = (pr,n,¢) (4.22)

To convert to Cartesian coordinates (p,, py, p-) with the z-axis as the beam axis, the following

transformations are used:

Pz = PT COS @ (4.23)

py = prsing (4.24)

p. = prsinhn (4.25)
and

|p| = prcoshn (4.26)

Since protons that collide head-on possess identical momentum values of (7 TeV/c) but travel
in nearly opposite directions (the beams intersect at an angle of about 200 mrad), the resultant

particles from the collision must collectively exhibit zero net momentum:

P~0 (4.27)



Chapter 5
Analysis

This chapter is dedicated in the analysis of MC data from the CMS and its purpose is to de-
termine the upper limit of the branching ratio of the exotic Higgs decay hW — a(bb)a(bb)ll.
This Higgs decays into two o bosons that have zero spin and each of them decays into a bb
pair. These data are generated from collisions with center mass energy /s = 13TeV/, detected

by CMS at Run 2 in the year 2017 and have an integrated luminosity of I = 41.5fb~*.

5.1 Physical Processes

Here we will analyse the main characteristics of each process that is theoretically taking place
inside the CMS.

A more practical experimental scenario is found in models where the Higgs decays into new
particles labeled as ”X,” which subsequently decay into pairs of b quarks. This decay pattern
can occur in various new physics scenarios, such as the general 2HDM+S model, extensions
of the SM with hidden light gauge bosons, the (R-symmetry limit of the) NMSSM, the Little
Higgs model, and the Hidden Valley scenario. In these models, the decay of X into bb can be
the primary decay mode within specific parameter spaces, making the h — 4b decay channel

particularly important to study.[8]

5.1.1 Theoretical Model i — 4b

In this subsection there will be a brief discussion about some models that are giving birth to
BSM models. The model that this paper is going to study is called 2HDM(+scalar).
We know that SM Higgs sector is made up of a SU(2), doublet H with hypercharge Y = 1.

This model adds a doublet to this minimal picture.

39
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FIGURE 5.1: Feynman diagram of the signal process that corresponds to AW — a(bb)a(bb)ll,
where the leptons are muons and one can see the final state of four b-quarks.

A Higgs boson is able to decay into hour b-quarks via the reaction h — X X — bbbb. In the
model that we analyse, the decay h — a«v is mostly single pseudo-scalar and generic. If tan 3

allows it, the decay o — bb is also generic in all four 2HDM Types as long as mg, > 2my.[8]

5.1.2 Signal Process

That process is signal and will be analysed. It is an exotic Higgs decay, with a mass of 125 GeV,
that splits to two « pseudoscalar bosons, that each one breaks to two b-quarks, more specific
a bb pair. Higgs production comes from the leptonic decay channel of boson W+ — v, so its
event choice would be more effective. Leptons should be muons because as we said, they can
be used as a powerful selection cut, of the backgrounds in SM and because their tracking is
clearer than electrons.

This procedure needs the Higgs mass to be more massive than the sum of o masses 2m,, <
myp, = 125 GeV to be energetically possible. So by that standards we search for masses that are
< 60 GeV. In this analysis mass samples were 12 GeV, 15 GeV, 20 GeV, 25 GeV, 30 GeV
40 GeV 50 GeV and 60 GeV. But the two smaller values were later rejected due to the
fact that the angle of the bosons is so small that reconstructing the jets wasn’t possible in this
specific analysis.

We pick the final state to be consisted of four b-tagged jets. We do that because that is the
main decay channel, when virtual boson’s a mass is bigger than the sum of the two b-quarks
meq > 2my ~ 10GeV [8] To be more precise about the decay we must see previous researches
like [8] on h — ax — X XYY, where X and Y are particles predicted by the SM.

As we can see from figure 5.2 for m,, > 10 GeV the branching ratio is BR(a — bb) ~ 1. In
our analysis the branching ratio on the masses that are studied will be equal to one. So the

signal processing is kW — a(bb)a(bb)ll and the cross section must be

Tproduction = Ol X BR(W — lv) x BR(H — 4b). (5.1)
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FIGURE 5.2: Branching Ratio for type-I, type-IL type-IIl and type-IV Yukawa couplings and are

based on model 2HDM+S, in the blue area hadronization might differentiate from calculations.

In that figure we see the branching ratios for tan 8 = 5 and in the last two subfigures we see
them for tan 8 = 0.5 [8]

In our case we know that Higgs is decaying in correlation with W=, we know that the cross

section is ogps = 1.37 pb and the branching ratio for the leptonic decay is BR(W — Il) =
0.1046 4- 0.105 4- 0.1075 = 0.3171. The Brancing ratio for the calculations of the event yields
we took was BR(H — aa — 4b) = 1.

5.1.3 Background Processes

Background processes are in the spectrum of SM and their final state is the same as signal’s.

In this analysis, backgrounds will be the leptonic, semileptonic and hadronic ¢t decays. W to
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tt— Semileptonic it —+ Leptonic
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FIGURE 5.3: Feynman diagrams of ¢ background

lepton and neutrino and QCD.

In the ¢t decay as said there are three decaying channels. The name of each one is referring to

the final state, of W bosons decay.

FIGURE 5.4: The qcd background

tt Decay Channels

Top pair quarks are produced from strong interactions and almost always decay to a W boson

and b-quarks. W boson’s decay, determines the final state of the event. There are three primary

decay channels for ¢t events, that we categorize based on W boson’s decay products, these are:

« Leptonic Decay (Dileptonic Channel)

« Semileptonic Decay (Lepton plus Jets Channel)

FIGURE 5.5: W to lepton neutrino background
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« Hadronic Decay (All-Hadronic Channel)

In the leptonic decay channel both W bosons decay into leptons that are electrons or muons
and neutrinos. The final state consists of two charged leptons that is either an electron or a
muon, two neutrinos and two b-quarks.

In the semileptonic channel decay we have one leptonic channel and one jets channel. On that
channel only one W decays leptonically and the other one decays hadronically. The final state
consists of one charged lepton that is either an electron or a muon, one neutrino, two jets from
the hadronic decay of the W boson and two b-quarks.

In the hadronic decay, all channels are purely hadronic. The final state consists of four jets

from the W bosons decay and two b-quarks.

W to lepton neutrino Decay Channels
The W boson decays into leptons and neutrinos, this decay leads to events with missing trans-

verse energy while the hadronic decay in additional jets in the final state.

QCD Background

Quantum Chromodynamics (QCD) processes are strong interaction processes that predomi-
nantly produce jets. These can mimic the signal in all-hadronic and semileptonic ¢t channels,
where multiple jets are present. QCD multijet events are particularly challenging to discrimi-
nate from ¢t events due to the sheer number of jets produced and their high cross-section.

To summarize tf decay events can be classified into leptonic, semileptonic, and hadronic chan-
nels based on the decay products of the W bosons. Each channel has distinct signatures and
challenges. The dileptonic channel has clear leptonic signals with missing energy from neutri-
nos. The semileptonic is a mix of leptonic and hadronic signatures, useful for reconstruction,
The hadronic channel has, as the name states, purely hadronic final state with multiple jets,

difficult to distinguish from QCD backgrounds.

5.2 Preselection Cuts

In this section, we will explain the strategy behind the preselection cuts in two categories. The
first is the detector acceptance cuts and the second is background determination cuts. These

cuts are algorithms that help in the separation of signal and background.
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5.2.1 Geometrical Acceptance Cuts

In the case of reconstructing leptons that in our case are electrons and muons. The cuts to do
so are | n |< 2.4 and pp > 20. Leptons require quality and isolation. Muons are are separated
into tracker and standalone ones. To detect them and analyse them correctly, they should pass
some filters, as the quality of the track fit, the large number of hits at the pixel, the tracker and
the events where the muons detected are the actual lepton candidates.

Reconstruction of jets is done by using all the remaining candidates after removing leptons.
Their cuts are | 77 |< 3 and pr > 20 GeV. High level analysis objects, that in our case are
muons and electrons are reconstructed too. They do so by dedicated reconstruction groups,
that are known as physics object groups were every object of the analysis belongs to a separate
one.Finally we cross-cleaned jets, meaning that the code is rejecting jets close to a tight ID and

isolated leptons that are inside a cone radius of AR = 0.4[25], where AR is
AR = /(An)? + (A¢)2. (5.2)

Lets take a deeper look at cross-cleaning and why we used it. We see that electrons and muons
are combined in order to form a single candidate. These leptons are gathered information
from several sub-detectors. These leptons are objects that belong to the same category, so
there would overlap and because they are the same we could refer to that phenomenon as
duplication.

In our case we are interested to configure jet overlaps in order to reconstruct them. Jets overlap
with muons, electrons, photons and taus. So to summarize our algorithm is a default overlap

algorithm that does the following:

1. Preselecting the list of items to check for overlaping.

2. AR matching with cone size that is equal to the parameter (0.4 in our case).

Sometimes the reconstructed jets are not jets actually but leptons, so to avoid that we are coss-
cleaning our jets.

After the jet reconstruction, we need to see which of these are actually b-jets. This procedures
is a direct result of the contamination of ¢t events, so we apply the tag veto tag[25], which is
firstly to make sure that there is no overlapping in the muon or electron jets by demanding
that their cone radius is AR < 0.4 and then to satisfy the medium discrimination working
point.[25] Hence that cut is an algorithm called Combined Secondary Vertex[26], which takes
the produced B hadron’s distance before decaying. That hadron is produced by the hadroniza-
tion of a b-quark and this behavior leads to the conclusion that there is a secondary displaced
inner vertex with a flying distance higher than its resolution.[26] Actual cut is the CSV Jet tag
to be > 04941.
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Lastly, there is a pair of constructed variables which are MET and transverse mass. As we said

in4.18 Bp =| — >, Par |-

5.2.2 Background Discrimination Cuts

One goal of this analysis is to separate signal from background events. To achieve that, we
impose some cuts that will reduce background events. These cuts are the demand to have at
least one lepton, at least three jets and at least three b-tagged jet. Finally transverse mass
should be greater than 50GeV and MET should be bigger than 30GeV'.

In each cut we measure efficiency by taking the Number of events that survive each cut, over

the total number of events
#events_survived

eff = 53
17 #total _events (5-3)

Then we calculate the number of expected events that is
Nezp = Obackground X Lintegrateda (5.4)

so combining 5.3 and 5.4, the expected number of events is calculated by multiplying Nz,
with efficiency
NaJter-cut Negp x ef f. (5.5)

erp

The backgrounds that we used in this analysis are, ¢t hadronic, t¢ semileptonic, ¢t dileptonic,
W to lepton and neutrino, is separated into Hr, that is the scalar sum of jets momentum which
have pr > 30GeV and i > 2.5. QCD is also separated by Hr.

5.2.3 Kinematic Analysis

In this subsection there will be a brief introduction on the variables that used in my analysis.!
These variables are all plotted after all cuts, so they can give us a good picture about how good
the background cuts work and how much actual background survives. The following diagrams
have every bit of background information that was given and the m, = 60 GeV « boson

hypothesis.

In figure 5.7 we see a detection void. This void is explained in figure 3.9. As we can see there is
nothing at 25.2° (1.5 rad) to 27.7° (1.4 rad) to actually measure electrons.  In the figures
of this subsection (except the ones of figure 5.15), signal has been multiplied by a factor of 100
and in 5.15 by a factor of 50, in order to be distinguished.

As we can see the cuts are very effective at killing QCD an W to lepton-neutrino backgrounds.

The most dominant background is ¢¢ semileptonic.

'some of them where used in the MVA
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FIGURE 5.7: Kinematics of electrons. In the left we can see electron’s momentum that has a cut
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azimuthal angle (¢).

5.3 Selection of Events

At Tables 5.3 and A.1 we saw the results of the cuts that help separate signal from backgrounds.
These cuts can be summed up in the following Table As showed after imposing these cuts, a
small fraction of the initial events survives and it will be shown at an Event Flow table. In
that analysis we have eight different sets of data for signal. Each set represents the mass of «

boson, m,, = [12, 15, 20, 25, 30, 40, 50, 60]GeV and the cuts leave them as shown bellow at
table A.2.
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Cuts

. at least one lepton (e or )
Lsepstt(:::lc pT > 20GeV and n° < 2.4
Y Pl > 20GeV and p < 2.4

Hadronic at least three jets
system at least three b-tagged jets

Fr > 30GeV

MY > 50 GeV

TaBLE 5.1: Cuts on the leptons and jets

Steps | W—=1F+v]| tt | QOCD | WHm,=60GeV |
At least one lepton 49779432 10.9 x 10° | 1.74 x 10° 10997.5
At least three jets 4198289 2021796 477768 3098.4
Configuration of b-jets 1215.7 69224.5 4063.4 592
Fr > 30 GeV and M} > 50 GeV 749.2 41936.7 1306.5 323.9
TaBLE 5.2: Event flow table, after each cut
5.3.1 Event Flow Table
As we mentioned at equations 5.4 and 5.5 the number of events expected is NG =
Negp x ef f. so we can rewrite that as
Noo
Ne:vp =0 X Lintegrated X —survived (5.6)

N, total
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Background Number of entries At least one lepton At least three jets At least three b-jets MT > 50&MET > 30
tt 7 11618601 10771139 383349 228490
3.4136 x 10
Semileptonic eff =34% eff =31.5% eff =1.1% eff =0.7%
tt 12590926 9417664 227191 161054
2.1188 x 107
Dileptonic eff =59.4% eff =44.4% eff =1% eff =0.8%
tt 148136 140891 2818 950
1.3026 x 10°
Hadronic eff =0.01% eff =001% | eff =216x10"6% | eff =7.29 x 10-%%
tt
5565165 942113 80 58
W to lepton neutrino 22255 X 107
eff = 25% eff = 4% eff =3.59 x 107%% eff =2.6x1075%
Hp — 70t0100
tt
9891303 3304110 584 372
W to lepton neutrino 35862 X 107
eff =27% eff =9% eff =1.62x 107°% eff=1x1075%
Hp — 100t0200
tt
6520377 3923044 1785 1049
W to lepton neutrino 21251 X 107
eff = 30% eff = 18% eff =84x1075% eff =4.94 x 1075%
Hp — 2000400
tt
4711973 3672527 3492 2123
W to lepton neutrino 14313 X 107
eff =32% eff =2% eff =0.02% eff =0.01%
Hrp — 400to600
tt
7245949 6108963 7649 4643
W to lepton neutrino 2 . 1 709 X 107
eff =33% eff=28% eff =0.03% eff =0.02%
Hr — 600to800
tt
6867092 6057839 9281 5706
W to lepton neutrino 20432 X 107
eff =33% eff =29% eff =0.04% eff =0.02%
Hp — 800t01200
tt
6842434 6210469 10303 6719
W to lepton neutrino 20258 X 107
eff =33% eff =30% eff =0.05% eff =0.03%
Hp — 1200t02500
QCD 10920 4309 34 10
1.5999 x 107
Hp — 80tol70 eff = 0.06% eff = 0.02% eff =21x10"9%% eff =6.3x10"7%
QCD 5793 3587 42 18
9.8476 x 10°
Hp — 170t0250 eff =0.05% eff =0.03% eff =4.2x107%% eff =1.8x107%%
QCD 5625 4073 80 40
9.9968 x 10°
Hp — 250toco eff = 0.05% eff = 0.04% eff =8x1076% eff=4x10"%%
WH 953909 490608 268746 51351 28097
maq = 60 GeV eff =51.4% eff =28.1% eff =53% eff =2.9%

TABLE 5.3: Background efficiency cuts
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where UNX7L”;’5 is normalising the final number of events® and is the weight of each procedure.

tota

The event flow table of signal and background events will be Table 5.4

’ Process ‘ o(pb) ‘ Weight ‘ Neap ‘
WH(mqa = 12 GeV) 1.37 0.012 27.2
WH(meq = 15 GeV) 1.37 0.012 37.0
WH(mg = 20 GeV) 1.37 0.012 136.0
WH(mg = 25GeV) 1.37 0.012 247.0
WH(mg = 30 GeV) 1.37 0.012 297.9
WH(mq = 40 GeV) 1.37 0.012 319.0
WH(mgq = 50 GeV) 1.37 0.012 313.9
WH(mq = 60GeV) 1.37 0.012 323.9

W — lv (Hr : 70 to 100) 1637.13 3.053 177.1
W — lv (Hp : 100 to 200) 1628.66 1.885 701.1
W — lv (Hp : 200 to 400) 435.237 0.85 891.6
W — lv (Hr : 400 to 600) 59.1811 0.172 364.3
W — lv (Hp : 600 to 800) 14.5805 0.028 129.4
W — lv (Hr : 800 to 1200) 6.65621 0.014 77.1
W — lv (Hp : 1200 to 2500) | 1.685409 0.003 22.1
QCD (Hr : 80to170) 322100 98.84 988.4
QCD (Hr : 170 to 250) 105771 1111 199.9
QCD (Hrp : 250 to o) 21094.1 2.96 118.2

1" Semileptonic 365.3 0.181 32155.3

1 Dileptonic 88.3 0.054 8831.4
1 Hadronic 377.7 0.0381 950

TaBLE 5.4: The expected numbers of each procedure after all cuts, along with their cross sec-
tions and weights. Due to its big weight, we expel QCD (Hr: 80 to 170) background from our
analysis. By doing so we expect less spikes in our plots.

5.3.2 Variable Distribution

Before multi-variant analysis, there will be a brief presentation of the variables and their dis-
tribution. These variables were used after all cuts. The histograms that will follow, will have
the mass of m, = 60GeV and only one W to lepton neutrino and QCD backgrounds®. The
rest of the signals and backgrounds have similar distributions. These variables are presented
bellow and will be used at BDT.[27] These variables are crucial in distinguishing signal from

background in the context of the search for the Higgs boson and its decay products.

1. pg , that is the vector sum, of the (three or four) b-tagged jets that are forming the Higgs
boson.[27] This variable represents the transverse momentum of the Higgs boson candi-
date, calculated as the vector sum of the transverse momenta of the three or four b-tagged

jets that form the Higgs boson. It is a vital variable as it provides information about the

%which is called yield
*those that have greater weight
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momentum distribution of the Higgs boson in the transverse plane, which is crucial for

distinguishing signal events from background noise.

2. mpy, that is the invariant mass of the b-jets that Higgs boson is consisted of.[27] The
invariant mass of the Higgs boson candidate is calculated from the b-jets that constitute
the Higgs boson. This variable is critical as it directly relates to the mass of the Higgs
boson, allowing us to identify events that are consistent with the expected Higgs boson

mass of around 125 GeV'.

3. p¥ , that in our case?, is the magnitude of vector sum of the lepton’s p7.[27] In the context
of this analysis, p¥ represents the transverse momentum of the W boson, which is de-
rived from the magnitude of the vector sum of the lepton’s transverse momentum. This
variable helps in identifying the presence of the W boson and its kinematic properties,
which are important for separating signal events from background processes involving

W bosons.

4. Hrp, which is the scalar sum of the b-lets (three or four) that are consisting the Higgs
boson.[27] This variable is the scalar sum of the transverse momenta of the b-jets that
form the Higgs boson. Hp provides a measure of the overall energy scale of the event
in the transverse plane, helping to differentiate high-energy signal events from lower-

energy background events.

5. | AR(b, V)

event and are averaged over all such combinations.[27] The separation radius in the n— ¢

, that is the separation radius of the — ¢ plane between any two b-jets, of an

plane between any two b-jets, averaged over all such combinations in an event, provides
insight into the spatial distribution of the b-jets. This variable helps in identifying the

characteristic jet structure of Higgs boson decays compared to background processes.

6. | Ap(V, H)

one.[27] This variable is useful for understanding the angular correlation between the

, that is the azimuthal angle of the W boson’s direction and the Higgs’ boson

Higgs and W bosons, which can be different for signal and background events.

7. | Ag(d pr) |™", the minimum azimuthal angle between the directions of }/5; and a
jet.[27] This variable is important for identifying events with significant missing energy,
indicative of neutrinos or other undetected particles, which are common in signal events

but less so in many background processes.

8. pl, the leptonic momentum. The transverse momentum of the lepton, providing infor-
mation about the energy and momentum of leptons in the event. High p}. values are

often associated with signal events involving W boson decays to leptons.

‘which is the W boson
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9. P thatis the missing transverse momentum’s magnitude.[27] he magnitude of the miss-
ing transverse momentum, p,., represents the momentum carried away by undetected
particles such as neutrinos. This variable is essential for identifying events with miss-
ing energy. High p. values are indicative of significant missing energy consistent with

neutrino production in signal events.

10. mrp, transverse mass.[27] The transverse mass (my) is calculated by combining the trans-
verse momenta of the lepton and the missing transverse momentum. This variable helps
in reconstructing the mass of particles that decay into leptons and neutrinos, providing a
way to separate signal events from background processes that have different transverse

mass distributions.

11. Am;)%m, that is the minimum difference in m(b;ba) —m(bsby) between pairing possibilities.[27]

This variable represents the minimum difference in the invariant mass between two pairs
of b-jets in all possible pairings. It is used to find the pair of b-jets that best matches the
Higgs boson mass, helping to identify the correct b-jet combinations and distinguish

signal events from background where such a pairing is less likely.

12. b-tag Discriminators These are variables used to identify jets originating from b-quarks
(b-jets). The b-tagging algorithms assign a discriminator value to each jet, indicating the
likelihood that the jet originates from a b-quark. High b-tag discriminator values help in
identifying b-jets more accurately, which is essential for reconstructing the Higgs boson

from its decay products.

These variables were used in the BDT’s training process along with the number of b-jets. The
shapes of BDT distribution are independent of the mass of a bosons, which allows us to use

the same training process for all masses.[27]

5.4 Multivariate Data Analysis

MVA is a technique that deals with problems of regression and classification. This paper will
use only classification. In high energy physics we need to define between two classes that are
signal and background. That makes it a multiclass problem.

After making the variables that were analysed at the previous subsection, we now are produc-
ing a multivariate discriminator. That method is taking information from these variables and
then we will separate signal and background procedures. This separation will be done using
machine learning algorithms. Machine learning is the key aspect of a data analysis that is done

in high energy physics. The multivariate analysis (MVA) used in this study uses the Toolkit
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for Multivariate Data Analysis (TMVA). This toolkit is basic for statistical analysis and classi-
fication in high-energy physics. The primary goal is to separate signal from background using
machine learning algorithms, specifically BDT’s.

The ROOT data analysis toolkit, via TMVA, offers numerous machine-learning methods for
data analysis in high-energy particle physics (HEP) and related fields, included since 2005.
Boosted decision trees (BDTs) have been a preferred method, notably contributing to the 2012
Higgs discovery. However, since the early 2010s, advancements in modern neural network ar-
chitectures have rapidly transformed the field, as seen in ILSVRC challenge improvements. The
academic and industrial landscapes evolved quickly, with major technology companies driving
this change. The HEP community has adopted these modern machine-learning methods and
software tools early on, and they are now effectively used in production, such as in the CMS

Deep]Jet tagger or the ATLAS quark-gluon tagger.[28]

5.4.1 Multivariate Analysis - TMVA

In order to separate events, we use variables that we defined in the phase space of the data.
These are our inputs and called features z. In multivariate analysis, for every vector z, it
assigns a scalar value y that is classifying the method output and is thus called classifier. This
results in two different probability distributions, the first is for signal events and the second
for background

ply | © € Sig)

p(y | z € Bkyg),

(5.7)

if the distributions above are separated to a certain point, then y is used as a discriminating
variable, that separates signal and background.

For this machine learning procedure we will use TMVA, that is a toolkit of ROOT framework.
It consists techniques of statistical analysis, in order to process, evaluate and categorize mul-
tivariance variables. These methods are responding to supervised learning only. This means
that it uses data samples, that their input information is mapped in feature space to the desired
outputs. After training is tested in a sample and is evaluated, multivariate discriminator is used
in new files, and act in accordance to its training. TMVA is designed for high energy physics

and in our analysis will be used to separate signal and background procedures.[9]

5.4.2 Receiver Operator Curver

The Receiver Operator Curver or ROC, is a mathematical tool that helps us measure quality
of the separability. It is a curve that measures signal efficiency and background rejection. If

the algorithm achieves two perfectly separated and uniformed distributions® this curve will be

3and the guess is 100% random
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User Training User Application
Script Script
create ROOT create
Target File TMVA::Reader
b uses -
5 variabl
_ AP
i _J’ AP Add Variables 1_ Add Variables
exnecute
1_—" Add Variables - APl Book MVA
& 1} - waight file to suad
o I execute r
c c
] Initialise z 1 o[ Book MVA
S| execute 3 3 - :
4 . AP Training and 4 meight file to read
o Test Trees b
; ; begin event loop
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=1 execute J’ = event loop
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~ Wrype, options AP
J’_ Compute MWA
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= write wight files 1__
11
e — ol AP Test MVAs
Recut end event loop
_ il Evaluate MVAs

FIGURE 5.17: In the left we see a typical TMVA training application. In the right we see a
typical TMVA analysis application.[9]

formulated as y = —x. In a perfect world, we would be able to reject background completely
and in the same time keep signal untouched, in reality this is not the case. We are able to
seperate signal from background to a certain point and reject some background.

Hence the main objective is to classify the distributions from 5.7 in the most optimal way
possible. Each classifier has a unique procedure, but there is a general way, the fact that a
sample of data are given labels. In essence the classifier knows which of the given data are

signal and which are background.

5.4.3 BDT Discriminator

A decision tree is a classifier, that can be drawn by a simple tree structure. Each decision tree
must be able to split the phase space into a number of hypercubes, that each one could be sig-
nal/background like. Each event is driven left or right, in accordance to the satisfaction of the
criterion of the variable. After passing a sequence of these criteria, events end up in the leafs
of the tree. In the end these leafs are recognised as signal or background, see Figure 5.18.[9]

Now lets see what the term "Boosted” is about. Boosting is used because of the successive
decision trees that are created. These trees are originated from the same training sample,
though they have redefined the weight of each event and the final response is coming from
the weighted mean value of the trees. Boosting stabilises the response of the decision tree,
taking into account the statistical fluctuations of the training sample. The way this works, is
by taking all the false® events of the current tree and increasing their weight on the next one,

through a function.

Sevents that were poorly distributed
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[xj > c2J [xj < c2J [xj > c3] [xj < c3]

FIGURE 5.18: Decision tree, that starts from the root node. Each binary split is using a discrim-

inating variable x;, that we are applying to data. Each split takes this variable that should give

the best separation between signal and background. The same variable may or may not used

on several nodes, while others may be used less or never. Each leaf node has is labeled with

letter ”S” for signal or ”B” for background, that depends on the majority of events that end up
in each node.[9]

There are different boosting algorithms available, the one we used was adaptive boost’.[9] The
BDT discriminator that we built used 1000 decision trees. For the leaf separation of signal and
background events we used Gini index. The nCuts parameter, that sets the control step of the

variable values, so the separation criteria can be applied, was set to 20.

5.4.4 Training Variables

The variables above where chosen on the grounds of [27], in order to maximise the discrimi-
nating ability, between signal and background.

Training was done with masses m,=[20,25,30,40,50,60], masses m, = [12, 15] where aban-
doned for reasons that will be later mentioned.

In Figure 5.20 we see the distributions of all the variables used on the BDT. Afterwards in
Figure 5.19 we see the correlation matrices and we can conclude that variables are indepen-
dent with each-other, which increases efficiency. Lastly we need to see the ranking of variable

importance at BDT, that is shown at table 5.5.

” AdaBoost
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FIGURE 5.19: Correlation matrices of the training variables, on the left is the signal andvs on
the right is the background.

| Rank | Variable | Variable Importance
1 mpy 9.5%
2 | AR(b, V) | 8.2%
3 Hp 7.8%
4 b—tag—3 7.5%
5 [ 186G.p) ™ 7%
6 mr 7.1%
7 | A®(V, H) | 6.8%
8 b—tag — 2 6.7%
9 i 6.1%
10 Py 6.1%
11 P 6.0%
12 Pr 5.5%
13 NO—jets 5.5%
14 | AR(b, V) | 5.2%
15 b—tag—1 4.9%

TaBLE 5.5: BDT variable importance

5.4.5 BDT response

On Figure 5.21 we see cut efficiencies and optimal cut values of the BDT response, using signal

masses as a hole and background also.

BDT-score is used as the main® fitting variable. We do this in order to use a single information

variable instead of fifteen. We take advantage of the variable’s separating ability.

Actual BDT response is shown in figure 5.22. To be more precise this is the BDT score that

trained over the root files of signal and background. Background files are stacked as shown on

8and only
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FIGURE 5.20: Distributions of the variables used for training the BDT. Red color is the
sum of all backgrounds and blue is the sum of signal o bosons, with masses m, =
[20, 25, 30, 40, 50, 60].

figure 5.22 and signal is multiplied by a factor of 100 to in order to be distinguished.
At figure 5.23. With blue color we represent signal and with red background, as shown in
the same diagram, the distributions of the control samples. Control samples are completely

independent from the ones that used at the training phase. The fact that there is some deviation
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Cut efficiencies and optimal cut value
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FIGURE 5.21: Cut efficiencies and optimal cut value for the BDT response. There used all 324
signal events, that are the expected events after all cuts for & boson mass Mmgipne = 60 GeV
and all 43992 background events as you can see at table 5.4.
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F1Gure 5.22: BDT response for all backgrounds given and signal mass m, = 60 GeV'. Distri-
butions are normalised at the cross-section

means that the discriminator is overtrained to a certain point. Ovetraining is occurring when a
machine learning problem has too few freedom degrees, because too many model parameters
of an algorithm were adjusted to too few data points.[9] To avoid that there is always given a
test dataset that the classifier method is applied to and it is checking if the output distributions
for it are compatible with those of the training dataset.

In the next figure we see the likelihood response on the same sample. We can see that BDT
responds better and that is even clearer at the ROC curve bellow at figure 5.24. ROC curve is
the relation between the rejection of background and the efficiency of the signal for different
separation criteria of a discriminator. So the result of the BDT application is the BDT-score

variable.
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TMVA overtraining check for classifier: BDT

TMVA overtraining check for classifier: LikelihoodD
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F1GURE 5.23: The BDT discriminator on the left and Likelihood discriminator on the right. In
these diagrams we see the distributions of the control samples that show that over-training is
low.
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F1GURE 5.24: ROC curves of BDT and Likelihood methods. In that diagram, the more area the
curve has underneath, the better signal efficiency and background rejection.

5.5 Signal Extraction

If our variables have a good separation between signal and background, we can do the maxi-

mum likelihood fit. In order to do that, we need to check for two hypotheses.
« Zero Hypothesis Hy: There are only natural procedures that are described by SM. In
practice this means that we would only be able to see background procedures (B).
« Alternative Hypothesis H;: There are additional phenomena that are BSM. In practice

this means that we would be able to see signal with background (S+B).

Each hypothesis has a model. That model is then fitted upon the data in order to check the

compatibility with experimental values. This data are generated from Monte Carlo toys. This
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is done by generating pseudo-random numbers from the theoretical distributions. That’s a very

good tool to have a consistent and unbiased fit, with low statistical fluctuations.

5.5.1 Maximum likelihood fit to data

Theoretical distributions are given by the product of normalization parameters Np,ocess and
the probability density function of the process PDFj.ocess. So which hypothesis would have

the following models

modely = Z kag X PDFbkg(w) = kagtoml [fl +PDF| + foPDF>+ (1 —fi— fQ)PDFg],

bkg
(5.8)
model; = Nsignal X PDFsignal(x) + Zkag X PDFbkg(x) = Nsignal X PDFSignal(x)—}—
bkg
kagtotal [fl + PDFy + fQPDFQ + (1 - f1 - fg)PDFg].
(5.9)

These backgrounds are categorised as following

1. the sum of ¢£ Hadronic and ¢¢ Dileptonic backgrounds, with coefficient f; = 0.75.
2. the sum of W to lepton/neutrino and QCD backgrounds, with coefficient fo = 0.19.

3. the tf Semileptonic background, with coefficient f3 = 0.06.

Each coeflicient represents the contribution of each background over their totality.

This strange separation came into being so fits wouldn’t be biased.

The random variable x is the one that is the base over which we fit BDT scores. These scores are
normalised at the cross section. Additionally the normalisation factor of each process Npocesss
are given by integrating these distributions. This procedure gives back the expected yields.
To proceed we need to make a value called N5, which is the observed value of the integrated
distribution of the data. These data are made by us and are called pseudo-data. These data
have the same magnitude as the sum of the initial yields of the model. To create that data set
we take these data and add them on new pseudo-random values, which follow the theoretical
distributions of the BDT score.

In these pseudo-data we apply the Maximum Likelihood fit. The likelihood function is

L(X|0)= Hp(wi 10), (5.10)

were the function is the joint probability mass of observed data that are the parameters of the

model.[29] The goal of that estimation is to find for what values of the model does the function
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maximizes[30]

0 = argyco mazgL(X | 6). (5.11)
In practice, the log-likelihood function that is calculated by

N

InL(X [ 0) =) In(p(; | 0)). (5.12)

i=1
To maximize it we need to take the first derivative equal to zero

dlnL(X | )

% lo=0. (5.13)

The number of x; events is N and is following a Poissonian distribution around the theoretical
value (Negp).

The fitting parameters are taking as initial values, the expected yields of the BDT score distri-
butions. For the background and signal parameters, we define their range to start at zero and

end when the value is doubled of the expected yield.

5.5.2 Toy Monte Carlo study

The final stages of most particle physics analyses are conducted within an interactive data anal-
ysis framework such as PAW or ROOT. These applications provide an interactive environment
that supports processing via interpreted macros and includes a graphical toolkit for visualizing
particle physics data. The RooFit toolkit extends the ROOT analysis environment by offering
not only basic visualization and data processing tools but also a language for describing data
models.[31]

The main features of RooFit include:

+ A self-documenting vocabulary to build models using building blocks (e.g., exponential
decay, Argus function, Gaussian resolution) and their combinations (e.g., addition, com-
position, convolution). A template is available for users to add specific building-block

PDFs.[31]

« A data description language to specify observable quantities with descriptive titles, units,
and cut ranges. Various data types are supported, including real-valued and discrete

values (e.g., decay mode). Data can be read from ASCII files or ROOT ntuples.[31]

« Generic support for fitting any model to a dataset using a (weighted) unbinned or binned

maximum likelihood, or x? approach.[31]

« Tools for plotting data with correctly calculated errors, Poisson or binomial statistics, and

superimposing normalized projections of a multidimensional model or its components.[31]
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A RooPlot of "BDT score” A RooPlot of "BDT score"

g o = B-only data S [ = S+Bdata
g 30000; — Fit_Model_0 = 30000; —— Fit_Model_1
©n B _ @ r —— Signal
= 5 tI(OIlep+2 lep) £ F R {0lep+2lep)
& + W+ jets O = W+ jets

25000(— — tt(11lep) 250001~ — 1t (1 lep)

20000} 20000

15000 15000

10000 10000/~

5000F 5000

DR I N I 1., PO e IO R s g
%% 06 04 02 0 02 04 06 o8 %% 06 04 02 0 02 04 06 o0s

BDT score BDT score

FIGURE 5.25: Maximum Likelihood fits at BDT score for a toy. Model is the black colored

line, the red are tf Hadronic and ¢t Dileptonic backgrounds, the cyan line are W to lepton

neutrino and QCD backgrounds and violet is the ¢# Semileptonic background. These fits have
background only data (Data B).

« Tools for creating event samples from any model using Monte Carlo techniques, with

some variables possibly taken from a prototype dataset to better model statistical fluctuations.[31]

« Computational efficiency, ensuring that models coded in RooFit are optimized to be as
fast as, or faster than, hand-coded models. Automated optimization techniques are ap-

plied to any model without user input.[31]
+ Bookkeeping tools for configuration management, automated PDF creation, and automa-
tion of routine tasks such as goodness-of-fit tests.[31]

To sum things up the steps to fit are

« from the BDT score’s PDFs, we took the theoretical models,

« then we produce the pseudo-data, that we are naming Data B and Data S+B, from the

theoretical models, afterwards we extract the N,

« then we execute the maximum likelihood fit of each model.

The above algorithm is a toy. The diagrams of the fits are shown in figure 5.25 In these diagrams
we see the background yields. These graphs are made for alpha bosons mass m, = 60 GeV'
and cross section o = 1.37 pb. Black dots are the pseudo-data points and the black line is the
applied fit.

After fitting we see the pulls of each point, which is
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FIGURE 5.26: The left plots are representing the Expected number of total backgrounds fitted
on background only data events.

pull = %~ (5.14)

points and the black line is the applied fit.

This procedure was repeated for masses m, = [20, 25, 30, 40, 50, 60] GeV . For each case we
used 100000 toys, in order to have a statistical sample, big enough to minimize the statistical
fluctuations. To check fit’s effectiveness, we created the fitted yields and their corresponding

pulls. And indeed these pulls were around zero each time, as seen in figure 5.27.
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F1GURE 5.27: Pull distributions, that were produced from 100000 toys. The signal is from mass

mq = 60 GeV. The left plots are representing the Expected number of total backgrounds

fitted on signal and background data and signal (for the bottom plot) events. The center rep-

resents the expected error and the right represents the expected pull. The pull distributions

demonstrate the deviation of the observed data from the expected values, with the fit param-
eters indicating the mean (1) and standard deviation (o) of the distributions.

5.5.3 Upper limits to the signal yield using Bayesian methods

In particle physics, the search for new phenomena often involves estimating upper limits on
potential signal yields. This is particularly important in scenarios where no significant signal
is detected, and we need to quantify the maximum possible signal that could be consistent
with the observed data. Bayesian methods offer a confident enough procedure for estimat-
ing these upper limits by taking into account prior information and systematically updating it
with experimental data. This approach contrasts with frequentist methods, which focus on the
probability of observing data given a true signal strength and do not directly take into account
prior knowledge.[32]

Bayesian inference provides a probabilistic approach to parameter estimation. Let p be the
signal yield, a parameter we want to estimate. In Bayesian statistics, is treated as a random
variable with an associated probability distribution. The key components of Bayesian inference

are prior distribution that bellow is symbolized as 7(x) and it represents our beliefs about 1
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before observing any data. This can be based on previous experiments, theoretical considera-
tions, or our judgment. Then we need to use Likelihood Function p(x | u) that represents the
probability of observing the data x given the parameter p. It is derived from the experimental
model and accounts for both signal and background contributions. And finally the Posterior
Distribution p(y | x) that is the updated probability distribution for y after incorporating the
observed data x. It is computed using Bayes’ theorem as seen in 5.15.

After applying the fit procedure to the data and take back the MC simulations, the procedure
is calculating the log-likelihood. The logarithm makes calculations easier because instead of
multiplying, the algorithm is adding. An additional feature is that the result is left unaltered,
as in the function, because the function has the same maximum and minimum as its argument.
The calculated log-likelihood function, can be done in reverse. This procedure will calculate
the original likelihood function and estimate the Bayesian Upper limit.

As said above the Bayesian approach, unlike the frequentest approach, is treating the value 0
as a random variable, instead of an unknown one. We label the unknown variable as i, in the

case of the analysis N;gnq; and posterior probability p(u | ) are described by

p(x | p)m(p)

o) (5.15)

plp| z) =
which is known as Bayes’ law. In 5.15 7(u) is the prior probability, which means that it ex-
presses any knowledge about the theoretical value known beforehand. Credibility is the range
calculated, in which g will have a certain probability level. It is seen as a.

So to calculate the upper limit z1,,,, we need

L(9) = é/p(data | s 4 b)pz(x)ms(s)d, (5.16)

where C' is the normalization constant, data are the pseudo-data, p are the systematic uncer-

tainties, 7 is the prior and L(#) is posterior density.

ul,95 or 86%C.L.
/ L(6)d(6) := 0.95 or 0.86. (5.17)

0

In this analysis we found the upper limit via an algorithm called Markov chain Monte Carlo.
We did it for all masses m,, = [20, 25, 30,40, 50, 60] GeV and will present the m,, = 60 GeV'
posterior distribution. The upper limit on the signal yield p is determined by calculating
the highest value of p that is consistent with the data at a specified credibility level. This
process involves integrating the posterior distribution up to a certain threshold. So the actual
calculation of Bayesian upper limits will follow the steps that are presented next.

At first we define the Credibility Level that we will be symbolised as «. It is analogous to
confidence level in frequentist statistics and represents the probability that the true value of 11 is
less than or equal to the calculated upper limit. For example, a 95% credibility level corresponds

to an upper limit where there is a 95% chance that the true signal yield is below this value.
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FIGURE 5.28: Posterior distribution for 95% confidence level on the left and 86% confidence
level on the right for mass m, = 20 GeV.
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FIGURE 5.29: Posterior distribution for 95% confidence level on the left and 86% confidence
level on the right for mass m, = 60 GeV.

To determine the upper limit that we will say is 1), so in our case

Hup
/0 p(p | @) = o (5.18)

This means that the area under the posterior distribution from 0 to ji,, equals the credibility
level cv. For example, if o« = 0.95, then fu,,;, is the value where 95% of the posterior probability
is below this threshold.

After that we implement Markov Chain Monte Carlo. Due to the complexity of posterior distri-
butions in practical scenarios, analytical solutions are often infeasible. Markov Chain Monte
Carlo (MCMC) methods are widely used to approximate the posterior distribution and cal-
culate upper limits. MCMC methods generate a large number of samples from the posterior
distribution, which can be used to estimate integrals and credible intervals.

The steps to do so are
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1. Sampling, in which we use an MCMC algorithm (e.g., Metropolis-Hastings or Gibbs Sam-
pling) to generate samples from the posterior distribution. These samples represent dif-

ferent possible values of ;1 given the observed data.[32]

2. Estimation in which we analyze the MCMC samples to compute the upper limit. For

instance, rank the samples and find the value of u below which 95% of the samples lie.

In the case that is presented at figure ?? we consider a particle physics experiment where we
need to set an upper limit on a signal with a mass hypothesis of m, = 60 GeV . Suppose we

observe a data set with no significant signal. The Bayesian approach involves:

+ Defining the Prior: Assume a prior distribution 7 () for the signal yield y. This could be
a flat prior (uniform distribution) or a more informative prior based on previous knowl-

edge.

« Likelihood Function: Construct the likelihood function p(x | ) incorporating the signal

and background contributions.

« Computing the Posterior: Use Bayes’ theorem to obtain the posterior distribution p(u |

« Finding the Upper Limit: Using MCMC samples from the posterior, determine /1., by
finding the value where the cumulative probability up to /i, is 95% or 86% (or other

chosen level).

So for example if m, = 60 GeV, fter running MCMC simulations, let’s assume the 95% upper
limit is found to be j,;, = n events. This result implies that, given the observed data and
prior information, there is a 95% probability that the true signal yield is less than or equal to
n events.

In conclusion Bayesian methods provide a comprehensive approach to setting upper limits
in particle physics experiments. By combining prior knowledge with experimental data and
accounting for systematic uncertainties, Bayesian analysis is estimating quite precise upper
limits. The use of MCMC techniques allows for practical implementation, even when analytical
solutions are challenging. This methodology enhances our understanding of potential new

phenomena and contributes to more accurate interpretations of experimental results.[32]

5.6 Results

The analysis results are shown at figure 5.30 bellow. The diagram we have the points of the

BR, of the signal. These points are for 95% confidence level and 86%. At the table we can see
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the points.

Several background processes were considered and their kinematics were analyzed, in muons

0.03

[—— Observed 95% CL
| —— Observed 86% CL
| — - - Expected 95% CL
| — - Expected 86% CL

0.025

0.02

0.015

Upper limit on the BR (H — 4b)
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F1GURE 5.30: Upper limit on the BR(h — aa — 4b) at 95% CL (blue) and 86% CL (orange)
for the six masses hypotheses for the o boson.

signal mq GeV | Observed 95% | Expected 95% | Observed 86% | Expected 86% |

20 0.0217 0.0220 0.0174 0.0177
25 0.0169 0.0171 0.0140 0.0139
30 0.0161 0.0168 0.0132 0.0133
40 0.0160 0.0162 0.0126 0.0128
50 0.0148 0.0152 0.0117 0.0124
60 0.0103 0.0105 0.008 0.008

TABLE 5.6: The exact values of branching ratio in each mass.

and electrons the momentum has a cut on 20 GeV as seen at figures 5.6-5.7. In jet kinematics
the momentum, pseudorapidity, and azimuthal angle distributions for the leading jet, second
reconstructed jet, and third reconstructed jet are shown in figures 5.8-5.9-5.10 respectively. The
analysis also included examining the fourth jet if it exists, with a corresponding figure showing
fewer entries due to its rarity compared to the other three reconstructed jets as seen in figure
5.11.

Various kinematic variables and b-tag discriminators were used for training the BDT. The im-
portance of each variable is ranked, with the most significant variable being the mass of the
Higgs, followed by the distance between b-jets and the b-tag scores of the jets as seen in table
5.5.

The BDT score is used as the main fitting variable to simplify the analysis. Figure 5.22 shows
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the BDT response for all backgrounds and a signal mass of m, = 60 GeV'. The signal distri-
bution is scaled for visibility . The ROC curves in figure 5.24 demonstrate the effectiveness of
the BDT in discriminating between signal and background.

To extract the signal, Maximum likelihood fits were performed to extract the signal from the

data. Two hypotheses were tested:

« Zero Hypothesis (Hp): Only background processes exist, described by the Standard
Model (SM).

« Alternative Hypothesis (H1): Additional Beyond Standard Model (BSM) phenomena ex-

ist, implying the presence of signal plus background.

Monte Carlo (MC) toy simulations were used to generate data and fit models to test these
hypotheses. The fits were performed using pseudo-random numbers from theoretical distribu-
tions to ensure consistency and reduce statistical fluctuations.

Figure 5.29 in the thesis presents the critical branching ratios for six different hypotheses for
the o boson mass. The figure shows the upper limits of the branching ratio (BR) at 95% and
86% confidence levels for various a boson masses ranging from 20 GeV to 60 GeV'.

The key points are three

1. The BR represents the fraction of the total number of Higgs decays that result in a par-
ticular final state. In this context, the BRs are for the decay of the Higgs boson into four
b-quarks mediated by a hypothetical o boson.

2. The mass hypotheses, the figure includes six different mass hypotheses for the a boson:
20 GeV, 25 GeV, 30 GeV, 40 GeV, 50 GeV, and 60 GeV'.

3. Confidence Levels that where

« 95%
.« 86%

We observed a trend with mass. The upper limits of the BRs generally decrease as the mass
of the o boson increases. And the implications are Constraints on New Physics, which means
that the results impose stringent limits on the existence of the o boson. Specifically, if the o
boson exists, its branching ratio for decaying into four b-quarks must be below the upper limits
presented.

Figure 5.29 effectively summarizes the constraints on the branching ratios for different o bo-
son masses. The decreasing trend of the upper limits with increasing mass, and the distinction
between the 95% and 86% confidence levels, highlight the thoroughness of the analysis and

the confidence of the constraints placed on potential new physics phenomena.
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In conclusion the analysis successfully set upper limits for the signal yield using Bayesian
methods and the Markov Chain Monte Carlo (MCMC) algorithm. The multivariate techniques,
particularly the BDT, proved effective in distinguishing between signal and background, al-
lowing for precise upper limit estimation on the signal yield at different mass hypotheses.

This study enhances our understanding of potential new phenomena in particle physics and
contributes to the accurate interpretation of experimental results in the search for exotic Higgs

decays.



Chapter 6

Conclusions

The analysis that we did in that paper was focused on an exotic Higgs decay that was h — 4b.
The main goal was to determine if there is evidence of BSM on this decay process. The key

aspects of this analysis are

1. Branching Ratio: This analysis conducted calculations for 6 different hypotheses of an
« boson and found the upper limit for each one using the Markov chain Monte Carlo

calculator.

2. Bayesian Methods: Upper limits to the signal yield were calculated using Bayesian
methods, as said we used the Markov Chain Monte Carlo algorithm. This approach
allowed for the estimation of the posterior distributions for different masses, that aimed

to see if the signal present and its significance.

3. Signal and Background Separation: The use of machine learning techniques, specif-
ically the Boosted Decision Trees (BDT) method, proved effective in distinguishing be-
tween signal and background processes. The analysis demonstrated good separation

capabilities, with the BDT response showing clear discrimination between the two.

4. Monte Carlo Simulations: The usage of Monte Carlo simulations helped in seeing the
statistical behavior of the data. The toy Monte Carlo studies, with a large number of toys,

ensured that statistical fluctuations were minimized.

5. Likelihood Fits: Maximum likelihood fits to the data were performed, comparing the
zero hypothesis (only Standard Model processes) and the alternative hypothesis (BSM
processes). This comparison helped in identifying any deviations that might suggest the

presence of new physics.

6. Confidence Levels: The analysis provided results at different confidence levels (95%

and 86%), so that we know if seeing the signal is possible.

73
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In summary, this paper concluded that while the methods and analyses employed were robust,
no evidence of BSM physics was observed in the h — 4b decay channel within the analyzed
data. Further studies with more data and refined techniques are recommended to continue the

search for new physics.



Appendix A

Appendix

A.1 Charged particle in a magnetic field

A charged particle traversing a magnetic field (B) experiences a lateral force that is propor-
tional to the magnetic field’s strength, the velocity component orthogonal to the field, and the

particle’s charge. This force, known as the Lorentz force, is given by:
F = ¢(v x B) (A1)
Considering v = v + v|| (with respect to (B):
F=q((vi+ V) X B) (A.2)

Thus:
F =gq(v, xB) (A.3)

The Lorentz force is always orthogonal to both the particle’s velocity and the magnetic field.
When a charged particle moves in a static magnetic field, it traces a helical trajectory where

the helix’s axis is aligned with the magnetic field, and the particle’s speed remains constant.

Taking:
2
mv
F=—+ A4
N (A4
where R is the curvature radius in the plane orthogonal to the magnetic field, from equation
A3 we get:
2
MYl _ qv, -B (A.5)
Hence:
mv, = qRB (A.6)
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Thus, the expression for transverse momentum is:

P, =q¢RB (A7)

The transverse momentum P, of a particle produced in this manner is conserved, making it a
critical parameter. Although this derivation uses classical mechanics, the equation holds under

relativistic conditions as well.

F1GURE A.1: Helical path of a charged particle in a magnetic field.

A.2 Higgs Sectors

After the Higgs boson was discovered, experimental groups at CERN intensified their search
for new scalar particles, which in turn spurred further investigation into extensions of the SM.
In addition to supersymmetric models, the simplest extensions of the SM’s scalar sector offer
an excellent framework for interpreting many searches and for inspiring new ones.[33]

It is unclear if electroweak radiative corrections significantly impact a model’s phenomenol-
ogy. If future measurements of the 125 GeV Higgs couplings align more precisely with SM
predictions, these models will increasingly resemble their SM-like limit, making them very
similar as demonstrated in this work. Only with the discovery of a new scalar can we begin to
probe the various new model possibilities. In such a case, certain models exhibit highly inter-
esting properties unique to specific scenarios.[33]

In this section, we discuss various models where the only change to the Standard Model (SM)
is adding more Higgs particles.

Adding extra Higgs particles to the SM can help achieve coupling constant unification, where
different force strengths become equal at high energies. For this to work naturally (with p = 1),
the neutral fields of the new Higgs particles must have zero vacuum expectation value (vev).
However, this method requires a lower unification scale (MU), which can be problematic for

proton decay. But, if the unification doesn’t involve extra gauge bosons (X and Y). The best
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solution involves having two specific Higgs representations: two doublets and one triplet.[34]
Complex Higgs sectors can even achieve unification at very low MU values, suitable for large
extra-dimension models. Another reason to have two or more Higgs doublets is to allow for
CP violation (differences between matter and antimatter) in the Higgs sector. However, with
multiple Higgs doublets, the number of Higgs potential parameters increases, which must be
carefully controlled to ensure all Higgs bosons have positive mass-squared values and avoid
breaking electromagnetism.[34]

There are numerous well-founded possibilities for the Higgs sector that go beyond the single-
doublet sector of the SM. This wide range of possibilities means that thoroughly exploring the
Higgs sector could be very challenging. The diversity of models, potential unexpected decay
modes !, overlapping resonances, shared WW and ZZ coupling strengths, CP violation, the
influence of extra dimensions, and Higgs-radion mixing, all underscore the need for detailed
multi-channel, multi-collider analysis.

Specifically, it is important to recognize that the Higgs sector has enough complexity that dis-
covering the Higgs at the Tevatron or LHC is not guaranteed. Even at the Linear Collider,
detecting and studying the Higgs could be difficult, particularly in scenarios like general Two-
Higgs-Doublet Model (2HDM), where the mass of the hg can be as large as 800 to 900 GeV'[34]
without conflicting with precision electroweak data or perturbative constraints. The LHC col-
laborations must continually improve and explore every possible signature, and the LC design
must aim for the highest achievable energy within financial and technological constraints. Ad-
ditionally, research into the feasibility of a muon collider 2C' should continue.

The LHC’s ability to demonstrate that the WW sector is perturbative could be very beneficial.
Two specific examples illustrate this. First, in the Next-to-Minimal Supersymmetric Standard
Model (NMSSM), it might be difficult to detect a Higgs boson using current analysis techniques,
but a perturbative WW sector would suggest the existence of light CP-even Higgs bosons with
significant WW coupling. This could motivate the development of new techniques to identify
faint signatures. Second, consider a scenario with several heavy (around 800 to 900 GeV)
mixed-CP Higgs bosons that share WW and ZZ coupling strengths, decay to lighter Higgs
bosons (with small ZZ coupling), or produce overlapping resonance signals. In such a sce-
nario, it would be challenging to guarantee the discovery of a Higgs boson at the LHC, LC, 7C,
or 1C unless these machines can reach multi-TeV center-of-mass energies. The WW scattering
processes at the LHC would show moderately perturbative behavior, and Giga-Z operation at
the LC would confirm that the S and T values align with expectations for this scenario. These
findings would indicate the need for higher center-of-mass energy at the LC to enable the pro-
duction of CP-mixed Higgs boson pairs.[34]

In less extreme and more plausible scenarios where one or more Higgs bosons are relatively

light, it is clear that experimentation at both the LC and the LHC is necessary to have a high

'such as Higgs pairs or supersymmetric (SUSY) particle
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probability of discovering even one Higgs boson. Almost certainly, both machines will be re-
quired to fully study the Higgs sector. Strong motivations for the LC, vC, and pC include
several factors. The LC might be essential for the NMSSM and would be necessary to detect a
continuum of strongly mixed CP-even Higgs bosons. Observing the heavy HO and A0 of the
Minimal Supersymmetric Standard Model (MSSM) will require 7y collisions if the parameters
[mAO, tan 3] fall within the “wedge” region. Once observed, the properties and rates of the
HO0 and A0 will greatly assist in determining crucial SUSY parameters, especially checking the
predicted relation between their Yukawa couplings and tan 3. Exotic Higgs representations,
such as the triplet motivated by the seesaw approach to neutrino masses and the Left-Right
Symmetric Supersymmetric Model (LRSSM) solutions to the strong and SUSY CP problems,
will result in unique collider signals that might be best explored via e~e™ and/or =~ colli-
sions. Finally, it is crucial to understand how important a yC' (and eventually ;.C') could be for
directly measuring the CP composition of a Higgs boson, particularly one with a significant

CP-odd component.[34]

A.3 Proton Oscillation

Proton-proton collisions are studied at the LHC, in order to do so, LHC is equipped with mag-
nets to manage their course. These magnets are dipole ones, so that the path is closed and
circular and quadrupole ones to help with the protons beam focus? [1].

Protons are traveling inside the accelerator with speeds that are over 99% of the speed of light.
This movement can make them “derail” 3, so to re-centralize it we use the quadrupoles. These
derails are a form of oscillation * that is called Betatron Oscillation [1]. In the meanwhile as
proton oscillates, its position is described by the displacement from the path and the angle of
it [1] and we will write it as x.

Because of the oscillation we know that

Zmpa = —kx (A.8)

which describes the force (Newton’s second law) of simple harmonic oscillation. If we take the

oscillation constant and divide it with mass we make a new constant K = mi and take into
P

account that acceleration is a = % then A.8 will be the differencial equation
d*x
— + Kz =0. A9
az (A.9)

’these magnets are used in the antimatter factory but this is not the subect of that thesis

*if we think of protons as little trains inside the tracks that is LHC

“proton loses the course to the right, the quadrupole magnet sifts it to the left, making it do to the left, with this
procedure proton oscillates around the path
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So the solutions must be

x = Acos (wt + ¢) (A.10)

where w = VK, A is oscillation’s width, ¢ is the time variable and ¢ is the phase that defines

protons initial position and speed.

We also know that the velocity of the oscillation is u = 2/ = ‘fl—f and so it will be
d
u=1a = d—f = —Awsin (wt + ¢) (A.11)
this speed shouldn’t confuse us the lognitufal speed that is v = % = 7 assuming that

proton is too small for the curvature of the LHC and that it has a constant velocity in very

small parts, after all its boosts. So t = %

dt = o and i U% (A.12)
and the solutions are
x = Acos (%s + ) (A.13)
and
u=1 = %:—%wsin(%quﬁ). (A.14)

xmax

The above was a reference on one proton, but the LHC consists a great number of them [1].
These protons have different widths, phases and focus > so the above plot must take a more
realistic turn.
To achieve that we need to make K a dynamic variable that is a function of LHC’s length (s).
So lets take the A.9 and put the function K (s) inside

d*z

el + K(s)r=0 (A.15)

Soutside the magnetic field of quaduple magnet there is no oscillation X = 0, and inside the LHC, K is not
homogeneous [1]
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and we know that K (s) is the oscillating force’s reset variable, and s is a dynamic variable.
A.15 is Hills equation [1]. In order to solve that differential equation we must make some new

parameters. These will be:

1. €, is transversal emmitance [1]
2. B(s), is the amplitude modulation [1]

3. 1(s), is the phase advance [1]

So the solution of the differential equlation is

x = \/€B(s)cos (¥(s) + ¢). (A.16)

All these parameters are depending on the initial conditions [1]. ¥(s) is the rate that the phase

is changing as it is clear on A.16 and in the theory of Betatron Oscillation it is known that [1]

~ —. A.17
is " B(s) (A17)
So from A.16 and A.17 we take
—a = in(w(s) + ) (A.18)
u—:z:—dt— ﬁ(s)sm s .

And we plot again the phase space, so we get

as we can see € is a constant®, and 3 is a function of s. If one could see all protons in one turn

the plot would look more like this

%s0 the area stays the same along LHC
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each point is a/particle

and from the above one can see that emmitance is the area of the eclipse.[1]” The x axis has
the transverse size of the protons.

The bunch cross section is the square of the beam dimension which is 2/¢f3 and so[1]
cross section = 4¢3 (A.19)

and its average is

cross section = 470 (A.20)

and after dividing A.19 with A.20 we got

B deB B o’
=t = =" (A.21)

1

as it becomes clear this value should be the smaller it can be so the proton beam would be as
focused as it can.

In addition to that beam movement, there is the longitudinal oscillation of the proton beam.
This generates an oscillating voltage[1] that accelerates the proton, which cancels out as it
travels in the collider.?

If a proton has the same oscillating frequency as the RF then we call it a synchronous proton.
And because there are not single protons, the ones that are oscillating’ around the synchro-

nised one are called a bunch and their oscillation is the synchotron ones.[1]

712% emmitance is 12% of the cycle area
8these are called RF Cavities [1]
*longitudinally
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A.4 Extended Detector Simulation

In high energy physics, colliders are tools that help us see what is happening in the microcosm.
These devises need very sophisticated actions throughout all their life cycle. To do so we run
a series of simulations, that make the level of detail higher by the time, which makes sense as
every run on a collider generates more data.[35]

The first is the simulation of the particles with the highest energy, which is called fast sim-
ulation. In these kind of simulations we got only particles form the initial interaction, with
simplified condition, so that we can generate the signal. The next simulation step is a more
detailed one, the secondary particles that make up a hole new generations. With these tools,
one can estimate correlations and measures on the detector.[35]

From the above, we can see that simulations are hunting the most detailed alternative reality
for a collider, but there is only so much detail one can achieve without before the computa-
tional cost becomes too high. Bellow we will analyse the stages and the types of simulation
ran today at LHC, with some frameworks that do it efficiently.[35]

Lets start by the stages, firstly the event is generated and simulates the initial reaction that
will break into other particles that live for a short period of time, the simulation itself produces
the primary tracks. The second stage is the simulation of the detection procedure, it tracks the
initial particles that pass the detector, then it samples the interactions and creates secondary
particles. Third stage, the simulation is looking for the hits and then estimates the signals.[35]

The most known simulation tools are

1. Detector Monte Carlo: Geant, Fluka, Geant4[35]
2. Radiation related MC: Fluka, Marks, MCNP/MCNPX[35]

3. Signal generation: Garfield[35]



A.5 Extended Background and Signal Event Tables

’ Background ‘ N, gggl ‘ N, gg;ﬁ? ‘ N 53%3 ‘ N, 55;4 ‘
! 4.8 x10% | 1.5 x 10% | 53948.5 | 32155.3
Semileptonic
" 1.2 x 106 | 516417 | 12458 | 8831.38
Dileptonic
" 4.9 x10% | 5379.65 | 2818 950
Hadronic
W — lw70to100 6.8 x 107 2.9 x 108 244.2 177.1
W — 11100£0200 6.8 x 107 3.3 x 109 1517.2 701.1
W — 11200t0400 1.8 x 107 1.2 x 107 5677.3 891.6
W — 1v400t0600 1.4 x 109 630169 599.2 364.3
W — 116000800 605091 170273 213.108 139.4
W — 1v800t01200 276233 81896.7 125.5 77.1
W — 11200t02500 66735.7 20458.5 33.9 22.1
QCD — 80tol70 1.6 x 10° 425887 3360.45 988.367
QCD — 1700250 1.1 x 108 39843.8 466.529 199.941
QCD — 250toco 3 x 107 12037.4 236.433 118.217

TaBLE A.1: Number of expected events after each cut

’ « boson mass ‘ Number of entries | Number of entries that survived | Negpected

12 GeV 954307 2357 27.2
15 GeV 938473 3160 37.0
20 GeV 958544 11851 136.1
25 GeV 934997 20998 247.0
30 GeV 934620 253140 297.9
40 GeV 955544 27714 318.9
50 GeV 938351 26779 313.9
60 GeV 953909 28097 323.9

TABLE A.2: Number of signal events expected after all selection criteria
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A.6 Posterior Distributions

In this section we will present the posterior distribution for each o boson mass i.e. m, =

[20, 25, 30, 40, 50, 60] GeV. The m, = 60 GeV is presented in figure 5.29
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FIGURE A.2: Posterior distribution for 95% confidence level on the left and 86% confidence
level on the right for mass m, = 25 GeV'.
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FIGURE A.3: Posterior distribution for 95% confidence level on the left and 86% confidence
level on the right for mass m, = 30 GeV'.

0.8 0.8

0.6 0.6

Posteriot for parameter Nexp_sig
Posterior for parameter Nexp_sig

04
0.4
02
0.2 "
-
0 eSS RS IR HF U IR P S R A S AR
0 100 200 300 400 500 600 0 100 200 300 400 500 600
Nexp_sig Nexp_sig

FIGURE A.4: Posterior distribution for 95% confidence level on the left and 86% confidence
level on the right for mass m, = 40 GeV.
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FIGURE A.5: Posterior distribution for 95% confidence level on the left and 86% confidence
level on the right for mass m, = 50 GeV'.

A.7 Two Body Decay

To explain the results on the branching ratio, one must analyse the kinematics of the Higgs
boson decaying into two « particles and then each one of them decaying to two b-quarks. Lets

start by the first two body decay, that is H — a«.

rest frame

lab frame a

These a bosons will have masses that are smaller than half of the Higgs one, in our case masses
are mo, = [12, 15, 20, 25, 30, 40, 50, 60] GeV. Then we proceed on the second two body

decay that is the o boson decaying to two b-quarks.

rest frame
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In the lab frame we know that p* = m?, p2 = (p1 + p2)® and m3 = p} + p3 + 2p1pa. After
combining these we get

m2 = mi +m3 + 2|p1||p2| cos f12, (A.22)

where cos 012 is the angle between b-quarks in the lab frame. Taking into account that the
decay has a final state of two b-quarks and so m; = my = m, while m2 = >_(E? — |p]?),
equation A.22 will be

m2 ~ 21 Fy(1 — cosf). (A.23)

Equation A.23 shows that the bigger the mass, the smaller the angle of the two outgoing b-
quarks. That is the reason we did not include masses m,, = [12, 15] GeV because the angle is

so small, we cannot impose the same strategy.

b

«
AR > 04 b
b

«

AR <04 b
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