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Abstract

This thesis contributes to the modelling, simulation and attitude control of the jumping legged robot Olympus,
designed for Martian lava tube exploration. The robot is currently being developed at the Autonomous Robot Lab
(A.R.L.) at the Norwegian University of Science and Technology (N.T.N.U.).

The first step involved the detailed kinematic and dynamic modelling of the quadruped. Special attention was
given to handling the robot’s workspace constraints, as limb movements during reorientation manoeuvres are close
to its torso.

Next, a hierarchical model based attitude controller was developed for the robot. The first module, the Body
Planner, optimizes the torso trajectory to track a reference orientation based on virtual torques applied on a
single rigid body that has comparable inertia to the quadruped. The second control module, the Leg Planner,
attempts to track these virtual torques for only one leg while respecting its workspace and input constraints. To
achieve high solution speeds and online calculation of the optimal trajectories, a switching strategy is utilized to
update various controller parameters through a Finite State Machine (FSM)-based resetting approach. Finally,
an allocation strategy projects the optimized joint trajectory of the one leg to the others. This projection ensures
that collisions between legs cannot occur, cancels parasitic torques and lowers the overall computational cost of
the controller as only one optimization problem must be solved to track the virtual torques.

The performance of the controller is evaluated in a high fidelity simulation. The robot is able to stabilize 90°
single axis orientation manoeuvres in 6 seconds for roll, 2.5 seconds for pitch, and 5.5 seconds for yaw in free
floating conditions. Additionally, a parametric study investigated the effect of increasing the paw and torso mass.
The proposed controller is deployed on the actual robot. In the first experiment the robot achieves 90° single axis
turns in 4s for roll and 7s for yaw. In the second test, the robot manages to track changing orientation references.

The outcome of this thesis is a high fidelity, configurable simulation framework for further development of
Olympus and an attitude controller that manages to stabilize the desired orientation while respecting the robot’s
operational constraints.



[eptindn

Avty) 1 Simhwpoatiny| epyaocia cupBdilel oty poviehomolnon, ta epyaheia tpocopolwone xat Tov éAeyy o Tpocava-
ToAopoL Tou ahTxo) Tetpdmodou pounot Olympus, to onolo €yel oyedlaoTel yia e€epedvnon UTOYELWY CTNALOY UE
NBo otov Apn. To poprndt avanticoeta eni Tou Topévtog oto Autonomous Robot Lab (A.R.L.) tou Norwegian
University of Science and Technology (N.T.N.U.).

To mpwto Briuo nepthdufove TN AEMTOUERT XIVNUATIX %ot DuvaxY| LovTieAonolnoT Tou TeTpdnodou poundt. Idia-
{tepn Tpocoy | 6GUNNKE GTN BlayElpLon TWV TEPLOPLOUMY TOU YWOEOV ERYCIIE TOU POPUTOT, XodME OL XIVACELS TWY AXEWY
XOTE TN SLEAPXELL TWV XIVACEWY ETMAVATPOCAVATOAGHOU elvol XOVTE GTOV X0pUd Tou.

Ytn ouvéyela, avantOydnxe évoc tepapyindc Bdoel wovtéhou eAeyxTHS TPOCAUVATOAMGHOL Yo To pounot. To mpdto
unocUoTnua, o EAeyxtic Ldpatog, Pertiotonolel Ty Tpoyld Tou xopuol Yo vo emtOyel évay emduuntd Tpocovo-
TOAOUS BACEL EXOVIXGY POTILY TOU EQPUPUOLOVTOL GE €VOL GXOHUTTO CWUN UE OBPAVELN TOPOUOL PE TOU TETEATOBO0L.
To deltepo untoclo TN eAéyyou, o Edeyxtrg Ilodlol, mpoonodel va mopdel autég TIC EMOVIXEG POTES Yiol UOVO Eval
160, GeBOUEVO TOPIAANAOL TOUC TEGLOPLOUOUE TOU YOEOU EpYsiag Xt TwV XN thewy Tou. T'a va emtteuydolyv uhniéc
Tar0TNTEC AUONC %O O UTOAOYIOHOS TwV BEATIOTWY TEOYLOV O TEUYUTIXG YPOVO, YeNOWOTOLE(TOL Plol O TEUTNYIXN
evohhayfic (switching strategy) yio v avavéwmor Spdpmv TUPOHETEWY TOU EAEYXTY LECW LIS OTRUTLYIXNAG ETAVOPO-
pdc Paotopévne oe Mryovi Ilenepaouévev Koataotdoewy (Finite State Machine). Télog, n Behtiotonoimnuévn tpoyid
0V 0p¥phoewy ToL VO Todlo0 TEOPBAAAETUL GTOL UTONOLTOL YE XATIAANAO TEOTO WOoTE VoL Topay Vel Uiot GUY YPOVIGHEVN
xan aopoAfc xivnon.  Auth 1 npofBohy e€ac@aiilel 6Tl Bev unopov va cUUPolY CUYXEOVCELS UETAED TKV TOBIDY,
OXUPMVEL TIC TUPAGLTIXES POTIES XA PELOVEL TO GUVOAMXO UTOAOYLO TIXO XOOTOG TOU EAEYXTY|, XS UOVO €val TpoBAnua
Behtiotomoinong meénet va Audel yia var emiteuydolv oL eovixéc poméc.

H anddoon tou eheyxth ofloloyeiton o npocouoiwon vdmiic motdétnrac. To poundt eivar oe Véom va otode-
pomofioel teptotpopéc 90° yipw amd évay dZova ot 6 deutepdienta Yoo xhion (roll), 2,5 deutepdienta yior tpbveELOT,
(pitch) xou 5,5 Seutepdhenta yio extponh (yaw) oe cuvifixec eheliepnc oudpnone. Emnhéov, pio topauetou yerén
dlepetvnoe Ty enldpaon tng ab&none g Waloc Twyv Todlky xot Tou xoppol. O TEOTEWVOUEVOC EAEYXTHS EPAUOUOC TNXE
OTO TEAYUATIXO POUTOT O BUO TMELRHUTA. TO TEMTO TElPAUUI, TO POUTOT ETMTUYYAVEL TeploTeoy) 90° oe 4 deu-
TEPOAETTAL Yot XAON xou 7 BEVTEPONETTA YLl EXTEOTY. LT1 delTeERn SOXIY|, TO POUTOT XATAUPEEVEL Vo axohouvdioel
peTofohhéuevoug emuuntolc TEOCAVATOMNOUOUS.

To anotéheoya g dimhwpatixic epyactug eivon €va LPNAAC T TOTNTOG, TUPUUETPOTOLNOLILO EpYUAE(D TpOGOUOlW-
one ya tepontépw avamtugn Tou Olympus xat Evag EAeYX TS TPOTAVATOAGUO) TOU XATAPEPVEL VAL 0 TAELOTIOLOEL TOV
emduunTté TEOCAVATOMGUO, eEACPIATOVTAS TUPGAANAA TNV ACQIAELN TOU POUTT.
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1. Introduction

1.1 Motivation

Martian lava tubes are of particular interest due to their scientific value and practical advantages. These lava
tubes provide access to pristine bedrock and potential materials, and are ideal locations for conducting seismic
investigations. They are also theorized to contain ice water. Additionally, the environment of lava tubes is stable,
characterized by minimal temperature variations, shielding from cosmic radiation, and protection from regolith
dust. These attributes make lava tubes an excellent choice for in-situ laboratories, enable larger missions, and
reduce the need for protective payloads [IJ.

Exploring these tubes poses a significant challenge. Their topological complexity, characterized by uneven
terrain, numerous obstacles, and collapsed sections, hinders wheeled exploration. Additionally, UAVs have limited
payload capacity and/or limited flight time to explore these large caves. On the other hand, legged systems are
an excellent choice, having the capability to traverse unstructured environments and the versatility to accomplish
complex tasks. In particular, jumping legged systems can leverage the low gravity to achieve complex traversal
capabilities, such as jumping over large obstacles, crossing gaps, or entering these caves from skylight entrances
2.

This thesis aims to model and develop a controller for in-air stabilization of such a jumping quadruped, Olympus,
developed at the Autonomous Robot Lab (ARL) in National Technical University of Norway (NTNU).

1.2 Literature Review

Over the last decade, there have been huge leaps in the capabilities of quadrupedal robots. Commercially
available quadrupedal robots, such as ANYmal and Spot, have demonstrated promising results conducting missions
in harsh, unstructured, and difficult-to-traverse environments on Earth, such as underground complexes and mines
B, 4. At the same time, these systems have become more agile and capable of performing more aggressive
manoeuvres. Quadrupeds have successfully executed back-flips [5] and barrel rolls [6] by utilizing model predictive
control (MPC) based architectures to track offline generated trajectories. Additionally, reinforcement learning
techniques have further enhanced the locomotion robustness of these systems, enabling ANYmal to navigate
deformable terrain, rubble, thick vegetation, and gushing water [7]. This progress has motivated the development
of such systems for planetary exploration. Several prominent results are presented below:

e Spacebok was one of the first quadrupedal robots designed for space exploration. A four-bar parallel motion
linkage with parallel springs, enabling it to jump up to 1.3 meters. Additionally, a reaction wheel is used to
control its pitch orientation during the flight phase, with a PID controller [§]. In later iterations, Spacebok
incorporated a deep reinforcement learning-based controller to stabilize its attitude solely by moving its limbs.
It has the capability to re-orient itself safely for a safe landing after a jump and is able to stabilize its attitude
in under six seconds [9].

e Spacehopper is a three-legged, CubeSat-sized, and lightweight robot specifically designed for controlled low-
gravity locomotion. It employs a deep reinforcement learning controller to control its orientation. In simula-
tions, it can reorient itself in one second in zero-gravity, while experimental results on Earth demonstrated
a five-second settling time [10].

e Olympus is the quadrupedal robot developed at NTNU, which employs a five bar mechanism for its legs with
springs for improved jumping. A two-leg prototype could reach jump heights of 1.5 meters in Earth’s gravity
and 3.63 meters in Mars’ gravity [I1]. The first iteration of Olympus employs a hierarchical controller to
control its attitude, where an MPC generates appropriate body torques and a torque allocation algorithm
determines the suitable movements for the legs. Simulation results demonstrate its ability to stabilize its
attitude on average in three seconds [12].

1.3 Contributions

Despite the significant advancements in quadrupedal robotics for planetary exploration, there are still a lot of
unexplored areas. The model based controller used in [I2] does not account for operational constraints, such as
self-collision avoidance. As reorientation movements take place near the torso, this compromises the safety of the
controller. Also, it relies on a heuristic algorithm to generate the necessary body torques from the leg movements,
which does not guarantee optimal performance. While reinforcement learning can achieve high-performance re-
sults, guaranteeing its reliability, which is crucial for deploying robots in space, remains challenging. Therefore,



there is merit in further developing model based controllers to execute dynamic and agile manoeuvres and enable
quadrupedal robots to contribute to planetary exploration.

This thesis first contributes to the development of a simulation framework for Olympus, with detailed kinematic
modelling and handling of self collisions. Also, a cascaded MPC approach is investigated. Although the proposed
controller does not surpass its predecessor in terms of performance, it successfully stabilizes the robot’s orientation
while avoiding collisions. The proposed controller is also experimentally tested to verify its performance.

In detail, the contributions are listed below:

Forward and inverse analytical kinematic analysis of Olympus’s legs (C++ kinematics library).
Detailed dynamic modelling of Olympus’s legs.

Optimized collision modelling to allow the full range of motion of the legs and at the same time handle
contacts in real time in simulation.

Mathematical description of the workspace collision constraints.

Development of a simulation framework in Drake which interfaces with Robot Operating System (ROS) for
testing new controllers (written in C4++).

Development of a hierarchical controller that stabilizes the attitude of the robot.

Investigation of various aspects of the architecture of the proposed controller (e.g. orientation error metric,
tuning procedure and insights, supporting modules) to aid in its further development.

Evaluation of the proposed controller in simulation.

Evaluation of the proposed controller in experiments.

The code from the thesis can be accessed in:

1.4

olympus_tools: https://github.com/ntnu-arl/olympus_tools. It contains the state estimation, gui and
attitude control (mpc_controller) packages as well as the kinematics library.

olympus_simulation: https://github.com/ntnu-arl/olympus_simulation. It contains the simulation
code.

Olympus Overview

The quadruped Olympus is shown in figure

Motor for S-Bar
Motor for 5-Bar

Hip Motor

\ Integrated Springs

Connecting Cord

Figure 1: Overview of robot Olympus.
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https://github.com/ntnu-arl/olympus_simulation

The robot’s distinctive features include a five-bar leg design with integrated springs connected by high-strength
cords. Various design parameters, including spring stiffness and body size, are optimized to enhance its reorientation
and jumping capabilities. An overview of such design parametertﬂ is presented in table [1 The actuators of the
system are brush-less DC motors (BLDC) with integrated encoders and planetary gearboxes. Details about the
selected motors are presented in table The adduction/abduction joints utilize AK 80-9 actuators, complemented
by AK70-10 actuators in the hip joints. For computation, it employs an Nvidia OrinX onboard computer, which
communicates via four different CAN buses with each leg. The energy autonomy of the system is ensured by a
48V battery pack. Finally, it is equipped with exteroceptive sensors such as an IMU and a depth camera.

1.5

Table 1: Basic design parameters of Olympus.

Quantity Value Leg Part Mass Length
Total Height 570 mm | Torso Weight 5.68 kg -
Total Width 400 mm | Leg Weight 2.017 kg -
Total Length 679 mm | Motor housing | 1.437kg -
Total Weight 13.747 kg Hip Link 8lg 175 mm
Spring Resting Length | 0.175 m Shank Link 199¢g 300 mm
Spring Stiffness 800 N/m Paw 20 g -

Table 2: Characteristics of Olympus’s motors.

AK 80-9 | AK 70-10
Internal gear ratio 9:1 10:1
Weight 485 g 521 g
Mechanical Time Constant 0.94 ms 0.74 ms
Torque (Rated/Maximum) | 9 /18 Nm | 8.3 / 24.8 Nm
Rated Speed 390 rpm 310 rpm

Thesis Structure

The thesis is structured as follows:

Chapter 2 offers a comprehensive theoretical foundation covering topics from rigid body dynamics, quater-
nions, Lagrangian dynamics, and optimal control. It also presents the primary tools employed in the thesis.

Chapter 3 is concerned with the mathematical modelling of the system. The robot kinematics and dynamics
are presented along with the handling of self collisions. Also, important modelling implementation details
are discussed.

Chapter 4 provides an in-depth presentation of the control design, including information on various modules
and an overview of the entire architecture.

Chapter 5 presents the main simulation results, describes the setup of the experiment that took place and
presents the obtained data. In addition, the experimental results are compared with the simulations.

Finally, chapter 6 concludes the thesis, discussing the strengths and weaknesses of the proposed methods and
offering recommendations for future extensions of the current work.

1The springs are not connected between fixed points, but rather pull on each other through the cord. Thus the presented values
are a linear spring approximation which is being used.

10



2. Background

This chapter provides a brief theoretical introduction to important aspects of the thesis. It begins with key
concepts of rigid body rotational dynamics, followed by an introduction to quaternions and their properties. Next,
an overview of the FEuler-Lagrange formalism is presented, with a focus on constrained systems. Subsequently,
fundamental ideas from optimal control and model predictive control theory are discussed. Finally, the software
tools utilized in this thesis are presented.

Before delving into the specific topics, some notation conventions used throughout the thesis are introduced.
The position of point B as expressed in frame {A} is:

APB
Similarly, the orientation of frame {B} with respect to frame {A} is:
ARp

The relative position of point B to point C' as expressed in frame {A} is:

ApC
Px
A skew symmetric matrix is symbolized with:
0 —V; Uy
v¥]=| v, 0 —u
—Vy Vg 0

Finally, a n x m matrix filled with ones is symbolized with 1,,x,.

2.1 Rigid Body Rotational Dynamics

First, the angular momentum H of a rigid body in an inertial frame is defined:
H=1Iw (1)

where I is the inertial tensor of the rigid body calculated at the inertial frame and w is the angular velocity vector
expressed in the inertial frame. It must be noted, that I is not constant and depends on the orientation of the
body.

In an inertial frame, Newton’s second law of rotation states [I3]:

dH

E = Text (2)

i
where 7.,; are the external torques acting on the body. The subscript ¢ is used because the time derivative is with
respect to axes that do not rotate with the body. The time derivative of H is:

dH

| = Iw + Iw (3)

i
The expression above can be further simplified. If Ig is the inertia tensor calculated at a body frame, I; is the

inertial tensor at an inertial frame and R = ‘Rp is the rotational matrix that represents the orientation of the
body frame in the inertial frame, then the following is true [14] :

I; = RIzRY (4)

As Ip is calculated in a body frame, it is constant. So differentiating the above expression yields:
I; = RIzR? + RIgR” (5)
Using R = [w]* R the above expression becomes:
I; = [Ww’]RIgRT + RIz([w*]R)T

I; = [wX)I; — I;[wX]
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So, the first term in equation [3| becomes:

Iw = ([w*T = T[w™]) w
As [w*]w = 0, the above expression simplifies to the following.

Tw = [wX]lw = w x Tw
Thus becomes:

w X Tw 4+ Tw = 704t (6)

Expression @ holds in an inertial frame as all the quantities (w, Tezt, I) are specified in the inertial frame. To
overcome this, at each timestep, an inertial frame is created that coincides with the body frame. Equation @
holds in this inertial frame. Also, I =1 and Test = PTeut.

Angular velocities between two different fixed frames are related using the expression below:

To=RPw
Differentiating the above expression gives:
o =RPu+['w’R Bw

As R Bé = 1w and ‘w xT w = 0 angular accelerations between two different fixed frames are related using the
expression below:

To=RB&
As at each timestep, the inertial frame is chosen to be coincident with the body frame, R is the identity matrix
and thus ‘w =8 w and ‘& =8 w. So, @ is transformed to the following:
wXIpw+Ipw = BText (7)

Equation is the Euler’s rotation equation for a rigid body. The inertial tensor Ig is constant. Also, the
torques are expressed in the body frame, which better suits a rotating robotic system that has its actuators in
fixed places in its body. As the inertial tensor is non singular, can take an explicit form:

w=1I5"( Prept — w x Ipw) (8)

2.2 Quaternion Basics

To describe the orientation of a rigid body, quaternions are a useful formalism. This representation does not
suffer from singularities like Euler angles or angle-axis pair and has only four parameters, in contrast to rotation
matrices that have 9 parameters [15]. However, quaternions are inherently more complex, and thus it is essential
to understand them and their associated algebra.

2.2.1 Quaternion Basic Properties

A quaternion ¢ is defined as:

g=w+zi+yj+ zk 9)

where {w,z,y,z} € R and {4, j, k} are imaginary numbers with the following properties:

1] =k=—ji
jk=1i=—kj (10)
ki=j=—ik
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It is more useful to represent quaternion using 4-vectors, which allows matrix algebra to be used for quaternion
operations. An even more compact form, is combining the imaginary part of the quaternion to a 3 element vector,

qu-
I

Next, some of the most important properties of the quaternions will be presented. The identity quaternion is:

e 8 8

qr = [17 07 07 O]T (12)
The sum of quaternions is defined as:
w1 + wa
+qgo = 13
= [(h + QQ] (13)

The product of quaternions is denoted using the ® operator, and is called the Hamilton product. It is a direct
result of using the algebra defined in .

WiWz — 12 — Y1Y2 — 2122
T
W1W2 — qy 19,2 } _|wixe +wary + Y122 — Y221 (14)

W1Y2 + Way1 — T122 + To21

® =
0= W1Qy,2 + W2qy,2 + qu,1 X qu 2
wizg + Wa21 + T1Y2 — T2Y1

The conjugate of a quaternion is defined as:

w
w —x
q |:_qv:| -y ( )
—z
The following identity is true:
(1®@)" =¢oq (16)
The norm of a quaternion is defined as:
lall = VaTa* = Vw? + 22 + 42 + 22 (17)
A quaternion is called unitary if ||¢|| = 1. The inverse of a quaternion is defined as:
g =q"/dl (18)

The following is true for the inverse:

(T R®g=q®q =q

For unitary quaternions ¢~ = ¢*.

2.2.2 Quaternion Geometric Meaning And Error Calculation

Apart from the quaternion properties, it is important to understand the quaternion geometric meaning. The
usefulness of quaternions comes down to the fact that they encode orientations and rotations [16]. If u is the axis
of rotation and ¢ is the right-hand rotation angle, a quaternion ¢ can be written as:

_fw]| | cos(¢/2)
1= o] = Lnton (1)
It can be proved that the product g2 ® g1 has the following meanings [16]:

e It represents a new rotation that first applies the rotation associated with ¢;, followed by the rotation
associated with gs.

e It represents a new orientation of a frame, where the initial orientation encoded by ¢; is rotated by the
rotation associated with gs
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This leads to the following remark: If the desired orientation is ¢p and the initial orientation is g, then gy needs
to be rotated by ¢. to reach the desired orientation:

4D = ge @ qo
Thus, the orientation error is given by the following expression:
Ge=qp®q" (20)

In order to use the quaternion error in penalty functions, a corresponding metri(ﬂ must be found. Also, as
quaternions double cover the SO(3), its use must always lead to the shortest path being taken [5]. A suitable
metric is obtained by calculating the following quantities [I7]:

Qe,v
u= : (21)
[lge.o|
0220 =acos(2<qaq(t)>* —1) (22)

Equation [22| returns an angle between [0, w]. The corresponding error metric is then:

£, = Ou, (23)

2.2.3 Quaternion Kinematics - Simulation of Rotating Rigid Bodies

A relation connecting the rate of change of quaternions to angular velocity is needed, to have a complete state
space representation of rotational dynamics. This is presented in [18].

0 —w; —wy —w,
. 1w, 0 w, —wy| al
4=5 wy —w, 0 w, |47 QQq (24)
Wy Wy —Wg 0
So, a rotating rigid body with the following state:
<[
w
has the following state space dynamics:
1
. sQq
- 2
x [Igl ( Brest —w % IBw)] (25)

2.3 Euler - Lagrange Dynamics
The dynamics of rigid body systems can be derived using the Euler-Lagrange method, which can be extended
to include kinematic constraints such as the loop closure constraint of the legs.
2.3.1 Unconstrained Dynamics
The Euler-Lagrange unconstrained equations of motion have the following general form [I4].
M(q)d + C(q, )4 + G(q) + Da + Fysign(q) + I (q)he = 7 (26)
Explanation of the terms follows:

e ( is the generalized position vector, and q is the generalized velocities vector.

inertial forces: M(q)g

centrifugal and Coriolis forces: C(q,q)q
e gravity terms: G(q)

e damping forces : D q = diag(D1,...,D;,..) - q

2The norm of the quaternion is not suitable, as for unit quaternions ||q|| = 1, no matter the value of q.
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e the coulomb friction: Fg sign(q) = diag(Fsq, ..., Fs,..) - sign(q)

e forces due to interactions with the environment: J7'(q)h,., where J7 is the geometric Jacobian and h, is the
wrench vector from the end-effector to the environment

e motor inputs: T

However, to adequately model Olympus during attitude stabilization manoeuvres during free fall, can be
simplified by making some reasonable assumptions.

Task specific assumptions

1. The legs in the flight face do not interact with the environmemﬂ and thus J7(q)h, = 0.

2. Also, during the flight phase, the robot is free falling. Since the frame of reference for the leg dynamics is
attached to the robot, the apparent gravity is effectively zero, and thus G = 0.

3. Coulomb friction is neglected. Thus Fg =0

4. The damping force coefficients are assumed: D = 2.5¢-3 - I
Thus simplifies to the following:

M(q)q+ C(q,q)q+Dg =1 (27)

2.3.2 Constrained Dynamics

Equation describes the unconstrained dynamics. However, the leg is a closed kinematic chain, and thus
there is a holonomic constraint, in the form of h(q) = 0 to ensure the closure of the mechanism.

Constraints are added in using the Lagrange multipliers approach [19], and the constrained dynamics
become:

T

.. N . Jh
M(q)d + C(q,q)q+Dq =7+ 7q (28)
Defining:
N . oh
7¢ =-C(q,q)q-Dg+7, H= -~
q
Equation becomes:
Mg =1 +H"A (29)
Also, differentiating h, results in:
h =H¢g (30)
h =H{ + Hq (31)
By combining and , A can be calculated:
A=—(HM 'H")"'(HM 'r¢ + Hq) (32)

Having A, can be used to calculate §. The procedure above assumes that the expression (HM~'HT) is
invertible. Due to the properties of the Euler-Lagrange equation of motions, M is non-singular [14], and thus H
must be full rank to solve for both A and g [20].

3If there is interaction, this will be considered an unknown disturbance in the model.
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2.4 Optimal Control
A general optimal control problem (OCP) can be written as [21]:

o Din, F(x,u,to,t5) (33)
so that

% = £(x(t), u(t), ) (34a)

Fyr(x(t),u(t)) <0 (34b)

Flnput(u(t)) S (34(3)

FState( (t)) S (34d)

FBoundary (t07 tf, ( ) X(tf)) S 0 (346)

(34f)

where where x(t) is the state trajectory, u(t) is the control input, F' is the objective function,Fl are general
nonlinear constraints, F r,,p,; are the input constraints, F g4 are the state constraints, F poundary are the boundary
constraints and is the dynamics constraint. The optimization variables x, u are infinite-dimensional decision
variables, as they are functions.

2.4.1 Numerical Methods for Solving OCPs

The formulation of the OCP in (33l|34]) is very general and therefore allows one to encode a wide variety of
problems. Approaches to solve the OCP are outlined below:

1. Dynamic Programming: These methods find the optimal cost-to-go function V(tg,x) (also called the
Value function). They do so by discretizing time and space and applying Dynamic Programming (DP). The
major benefit of these methods is that they provide a closed-loop solution. However, it is well-known that
the complexity of this strategy increases exponentially with the number of states and controls. Therefore, it
is not directly applicable to most legged robots [21].

2. Indirect Methods: Indirect methods transform the original OCP into a Boundary Value Problem by
using Pontryagin’s Maximum Principle to formulate the so-called co-state equations ( “first optimize, then
discretize”). The major benefit of an indirect method, when compared to a direct method, is that an indirect
method will generally be more accurate and will have a more reliable error estimate [22]. However, these
methods are highly sensitive to initialization, require complex derivation of the necessary conditions, and
lack flexibility [21], 23].

3. Direct Methods: In direct methods, the OCP is transcribed into a finite-dimensional Nonlinear Program
(NLP), by discretizing the controls and states with respect to time ( “first discretize, then optimize”). The
NLP can be solved with well-established optimization techniques, e.g. Sequential Quadratic Programming
(SQP) [21I]. One of the most important advantages of direct compared to indirect methods is that they can
easily treat (nonlinear) inequality constraints [24].

2.4.2 Direct Methods

In the context of Nonlinear Model Predictive Control (NMPC), direct methods are favoured [25]. To solve the
OCP, one has to transcribe it in a NLP. In this form, the problem can be passed to a commercial solver, such
as qpOASES [26] or HPIPM [27]. Transcription greatly affects: accuracy, numerical stability and computational
complexity. A transcribed problem has the following form:

min J(z) (35a)
subject to
Zmin < 2 < Zmax (35b)
Az <0 (35¢)
c(z) <0 (35d)

The direct methods could be further classified as sequential or simultaneous methods. Their difference is that
sequential methods parameterize only controls, while the simultaneous methods parameterize both states and
controls. The direct methods are the following:
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1. Single shooting: Only the continuous input u(¢) is parameterized through a set of discrete variables, e.g.,
polynomial coefficients w. The state x(t) results from forward simulation. The solver verifies that the input
and the states satisfy the various constraints.

2. Multiple shooting: This method works by breaking up a trajectory into some number of segments and
using single shooting to solve for each segment. In this method, defect constraints are introduced; constraints
to match the end of one segment with the start of the next one. Also, there are more decision variables,
as the initial state x; for each segment is also a decision variable. Although more constraints and decision
variables are added, the optimization problem becomes easier. That is because the relationship between the
decision variables and the objective function and constraints becomes more linear [28]. Also, the problem is
sparse, and efficient algorithms can be used to solve it [23].

A schematic overview of single and multiple shooting is presented in figure

Single Shooting Multiple Shooting
u(t u(t R ' )
( ) /-*Arbitrary Function Approximator ( ) I Arbitrary Function Approximator
S ©
5 £
S S
S o |
- Knot Point
Time Time
X(t) remoe befect o — * X(t) Remove Defects y
- - —
o / —
£ 8 /
& & /
\ I \\
— Simulation .\__‘\:‘ \fSimu\ation
Time Time

Figure 2: Single Shooting vs Multiple Shooting.

3. Collocation: Both the continuous input u(t) and state x(t) are parameterized. The dynamics are enforced
as constraints at special points in the trajectory, called collocation points. The dynamics constraints can be
enforced in either integral (x = [ f(x,u)dt) or derivative form (x = f(x,u)).

2.4.3 Nonlinear Model Predictive Control

The principle of NMPC is to repeatedly solve finite-horizon optimal control problems described by and
(34), using direct numerical methods. The procedure is described in Algorithm (1] [29].

Algorithm 1 Model Predictive Control Loop.

Set x¢ = x(¢) > where %x(t) is the latest available estimate of the system state.
Solve a finite-horizon OCP.

Apply the first input (ug) to the system.

The state of the system evolves based on its dynamics.

After Ty, repeat the procedure. > Ts is the sampling time of the controller.

The final time t; of the OCP is called prediction horizon 7}, and is usually fixed. There is also the concept
of control horizon Ty, if the control input is allowed to change until T, < Tj. As the OCP is solved using direct
methods, it must be first discretized. The continuous OCP is sampled at N + 1 points, which are called stages.

The objective function is evaluated only based on the state X = [xo, X1, ..., X;, ..., Xn] and control input
U = [ug, uy, ..., 4, ..., un.] (with No < N —1) at these points. To achieve higher resolution in the prediction,

the simulation steps N between two consecutive stages can be increased. These concepts are illustrated in figure

Bl
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Figure 3: Principle of a Model Predictive Controller. The black line represents the predicted state trajectory, with
x; denoting the state values at each stage, and blue crosses indicating simulation steps. r; denotes the reference
state trajectory when MPC is used for trajectory tracking. u represents the control input at each stage within the
control horizon T, while the prediction horizon is denoted by T},.

2.5 Software tools

This subsection will present in short the software tools that were used in the thesis.

2.5.1 Robot Operating System - ROS

The Robot Operating System (ROS) is a software development kit (SDK) used to create robotic applications.
The fundamental concepts of ROS are nodes, messages, topics and services. A ROS node is a standalone software
module. It can communicate with other nodes via exchanging messages, which are strictly-typed data structures.
A node sends a message by publishing it to a given topic, and any node requiring this message subscribes to the
corresponding topic. Apart from this continuous and asynchronous data streaming between nodes, synchronous,
request-response communication can be achieved through the use of services [30].

ROS is designed to support multi-computer networks, employing a peer-to-peer topology for node communi-
cation. This architecture facilitates efficient data exchange and distributed processing. Additionally, Secure Shell
(SSH) protocol can be utilized to remotely connect to the robot’s computer, allowing for logging information and
remote operational control. ROS was used to create the software modules that were used by the actual robot.

2.5.2 Matlab - Simulink

Simscape is a physical modelling language using block diagrams. It is possible to create electronic and mechan-
ical systems by assembling fundamental components into a schematic. It also provides a multibody simulation
environment for 3D mechanical systems. The software includes functionality for importing CAD models, contact
scenarios and visualization. The user friendly interface makes simulink suitable for rapid prototyping of new control
architectures.

2.5.3 Drake

Drake is a C++4 toolbox started by the Robot Locomotion Group at the MIT and is actively maintained by the
Toyota Research Center. It features a collection of tools for analyzing the dynamics of robots and building control
systems for them, with a heavy emphasis on optimization-based design/analysis [31]. Drake supports multibody
simulations and has advanced contact modelling capabilities [32].

The modelling philosophy of drake is similar to simulink. Each system is treated as a block with input-output
(I/O) ports and is connected with other systems. The main components of a drake simulation are presented below.

e Diagrams: It represents a combination of systems and it contains information about their connectivity.
It is essentially the top-most abstraction layer. It is considered a new system and it is created through a
DiagramBuilder.

e LeafSystem: A template class for generic static and dynamic subsystems that interact with the rest of the
Diagram through their user-declared I/O ports. Used to implement e.g. controllers, sensors and actuator
dynamics. Every user defined system inherits from LeafSystem.
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e Context: It is a class containing the state, the input and system parameters of a systerrﬂ A context is
designed to be used only with its corresponding system. Systems usually provide methods to modify their
context, such as methods to set initial conditions and retrieve the current state.

e Simulator: An object advancing the state of a continuous/discrete/hybrid dynamical system (i.e. Diagram)
forward in time. The Diagram itself only provides the Simulator with information such as state derivatives
and is otherwise unchanged. Only the Diagram’s Context gets modified by the Simulator.

e MultibodyPlant: It represents a physical system consisting of a collection of interconnected bodies. A
MultiBodyPlant may contain multiple model instances. Each model instance corresponds to a set of bodies
and their connections (joints). Usually a new model instance is added from a URDF file.

e MeshcatVisualizer: A wrapper for MeshcatEl, a 3D visualizer running in its own thread spawned by
the MeshcatVisualizer. The object receives geometry changes from the SceneGraph, which handles all
the geometry based operations, and publishes them to the underlying visualizer. This object provides the
preferred method for visualizing simulations in Drake.

2.5.4 Acados Framework Details

Acados is a free and open source software package that contains solvers for fast embedded optimization intended
for fast embedded applications. It interfaces with high-level languages such as Python and Matlab for quickly
designing optimization-based control algorithms and can generate efficient C code for deployment.

Acados can handle the followinﬂ optimization problem:

min /OT [[(x,u,p) + zs(s)] dt + m(xp, P) + 25,5 (SE) (36)
so that
f(x,%x,u,p) =0 (37a)
g < Cx + Du<g, (37b)
h; <h(x,u,p)<h, (37¢)
where:

e X is the state vector,

e u is the control input vector,

e p are the model parameters,

e o > 0 is the slack variables vector,

e [(x,u,p) represents the stage cost,

e m(xp,p) represents the terminal cost,

e z,(s) is the slack variables cost function, and z, g(sg) represents the terminal slack variables cost.
e Equation represents the dynamics constraint

e Equations are generic constraint formulations supported by acados.

Below, some more details are given for the above formulation.

e Cost: The stage and terminal cost can be formulated using linear least squares (LS), non-linear least squares
(NLS), or even a generic nonlinear function.

4A diagram is also a system, and thus it also has a corresponding diagram.

Shttps://github.com/meshcat-dev/meshcat

6This is not the most general description. Acados can handle DAE dynamics, which include algebraic variables. Also, input and
state box constraints and terminal constraints can be specified directly. The description in this section is used to guide the discussion.
A more detail description can be found here: https://github.com/acados/acados/blob/master/docs/problem_formulation/problem_
formulation_ocp_mex.pdf
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e Equality constraints: Acados support only inequality constraints, so all equality constraints are trans-
formed to inequalities with identical lower and upper bounds.

e Slacking constraints: Slacked constraints are formulated as follows (where f is any possible constraint):
fi —o; <f(x,u) <f, +o, (38)
and the following term is added in the objective function:

Zl 0 z g
zs(s):[al o. 1} 0 Z, z,| |o, (39)
z; 7z, O 1

Usually Z; = Z,, = Z and z; = z,, = z. Selecting z > 0, enforces the constraints more strictlyﬂ

The OCP described by and is discretized using multiple shooting [33]. To solve the resulting NLP,
acados interfaces several solvers; HPIPM, which uses an interior-point method [27], and ¢gpOASES which is an
active set QP solver [26].

"The expression (39) evaluates to Zo? + 2z0 for a single slack variable. The minimum is found at o* = —2/Z, (Z > 0). For z < 0,
the constraint is enlarged. For z > 0, as o > 0, the slope at ¢ = 0 becomes more steep, which increases the rate at which the slack
variable penalizes the objective function as the constraints are violated.
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3. Modelling

This section provides a comprehensive overview of the system’s physical modeling. Initially, the kinematic
analysis of the robot takes place. Next, key points about the dynamic modeling and the verification of analyt-
ical models are presented. The workspace of the robot is then analyzed in order to extract various operational
constraints for the system. Finally, the section discusses the corresponding models in simulation software.

3.1 Leg Kinematics

Olympus’ leg is depicted in figure 4} in which the frames that will be used in the kinematic analysis are included.
{BL} is the base frame of the leg and it coincides with {MH?} for ¢yrg = 0. The axis of rotation is the z axis,
apart from the motor housing joint, which rotates about the z axis, according to the right hand rule. It must be
noted, that chain 1 always includes the leg paw. The generalized position of the leg is given by (these angles are
defined in figures |4| and :

a=lqun, @1, @21, G2, G22]” (40)

B
i chain 2

Figure 4: Kinematic Definitions and coordinate frames for Olympus’ leg. (Red: x-axis, Green: y-axis, Blue: z-axis)

There are two different conﬁguration&ﬂ

e Configuration 1: front right (FR) and rear left (RL) legs
e Configuration 2: front left (FL) and rear right (RR) legs

In ﬁgure these configurations are displayed, along with the joint zero positions. In table [3| the corresponding
i

angle offsetd’| are presented. In table |4} the angle limits of the joints are displayed (red angles are correspond to
configuration 2).

8The front right leg can be rotated and used as is (with its corresponding frames) for the rear left one. The same is true for the
front left and rear right ones. But the front right leg cannot be rotated to be inserted in the front left one.

90ffsets (as they are extracted from the urdf) and 0;; are measured from the previous frame, while ¢;; are measured from the joint
zero position.
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Figure 5: Joint angles of the leg in each configuration.

Table 3: Joint angle offsets.

Offsets | Configuration 1 Configuration 2
qMHoffset | —T/2 | Ovr = OnmH of fset + Qe | Omb = OMH of fset + QMH
q11,0f fset 2.3095 011 = 911,offset —q11 011 = —911,offset+Q11
G21,0f fset 1.3265 021 = 021,0f fset + q21 021 = 021,0ffset + G21
q12,0f fset 0.83482 012 = 912,offset — (12 012 = —912,offset+Q12
q22,0f fset -1.3233 a2 = 022 o1 fset 1+ Go2 022 = 022 0f fset + G22

Table 4: Joint angle limits.
Lower Limit | Upper Limit
qup | -7/ —7/2 /2] 7
q11 —T 1.94
q21 —2.4 1.58
q12 —1.94 m
q22 —1.51 2.4

3.1.1 Forward Kinematics

The aim of the forward kinematics is to find the end effector position in the {BL} frame of the leg, BL Ppp.
Also, as the robot only reads the actuated joint values (through the servo feedback), the direct kinematics are
needed to get the full generalized position of the leg.

The kinematic analysis of each leg is done with respect to the leg frame. The kinematics are presented for
configuration 1, and indices ¢ = 1,2 signify the kinematic chains. The parameters that change for the second
configuration are marked with red . The procedure is described below:; firstly ®# Py is calculated based on the
closed kinematics of an RR manipulator, and then the position is transformed in the { BL} frame.

22



Forward Kinematics Procedure

1. Initially, 61; is calculated based on table

01 < —(qui — Oogr1i) (41)

2. Then the position of joints j21, j22 is calculated in the {M H} frame.

lI>

01
P MHPjQi = MHlei + 11 |:§08( ! ):| (42)

m(91i)

3. Then the end effector position MHPgp is calculated as the intersection of C}(Pe1,l21) and Ca(Pea, l2z).
By defining the following;:

Ve =Py — Pcla d= ch||25 Vi = [7UC,Y7 vc,X]T

Ul

and calculating the quantities presented in figure [6b] :
d?+ 13, — 12,
@=— , h=1/13, —a?

Pppop 2 MAPpp =P +ave +hvy; (43)

The intersection point is:

There is always only one valid intersection point (blue point in in figure[6a]). Also, because I3, +13, < 13,413,
it is not possible for the leg to reach the other intersection poin

a) Selected intersection point for the calculation of (b) Circle intersection helper quantities.
MH
PeE.

Figure 6: Circle intersection as part of the Direct Kinematics.

4. Finally, the intersection point is transformed from {MH} to {BL}:

BLppp « Ru(quw) M Pegp (44)

The forward kinematics procedure is presented in algorithm [2}
The blue quantities are saved to be used in the state estimation algorithm, presented in algorithm [3] Having
found the intersection point, it is easy to calculate the joint angles of the whole leg.

Joint angle estimation
1. Calculate the vectors along link1i and link2i:

vii= Py — MHPy, (45)
vy, = "1 Ppp — P, (46)

10Without resulting in a self-colliding configuration.
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Algorithm 2 Forward Kinematics Algorithm.

1:
2
3
4
5:
6
7
8
9

10:
11:
12:
13:

function DK(q,,) > Am = lqmH, Q11s 2"
Call END_EFFECTOR-2D(qyy,)
return END_EFFECTOR-BL(qp 1)

: end function

function END_EFFECTOR_2D(q.,)
Calculate 64;
Calculate P;

Calculate Prpap as the intersection of Cy(Pe,l21) and Co(Pe2, la2)

: end function

function END_EFFECTOR_BL(qarz)
Transform intersection point from {MH} to {BL}
return 8L Py

end function

2. Calculate 6;:

(47)

( < Vi4, Vg > )
0o; = acos | ————————

[Vl [[vaill2
The acos function return values in [0,7]. Thus, the possible angles for 6y, are 2. The angle that results

in a configuration of a convex quadrilateral is initially selected. That means that at first 6 € [0,7] and
22 € [—7,0]. This assumption is checked in the following step.

3. To find the sign of 6s;, the angle of the position of the end effector is compared with 61;. The angles of the
end effector are found using the following expressions:

MHpjli  _ MH MH
Prp, =" "Pee— "7 Pju,
_ MHrpjli MHr pjli
O, = atan2( PY,EE,i? PX,EE,i)

Then, these angles are expressed in [—m/2,37/2] for configuration 1 and [—3w/2,7/2] for configuration 2
before doing the comparison.

4. Finally, go; is calculated™] using table
qoi < 02 — Qofr2i (48)

The state estimation algorithm is presented in Algorithm

Algorithm 3 State Estimation Algorithm.

1:
2
3
4:
5
6
7

function STATE_ESTIMATION(q,,)
Call END_EFFECTOR_2D(q,,, )
Calculate 65;
Verify sign of s,
q2i < 02 — Qofr 2i

return [qam, qi1, 921, 12, 422
end function

]T

3.1.2 Inverse Kinematics

Given a desired end effector position BLPy, the corresponding joint angles (q = [qara, G115 921, 12, Go2]7)

must be found. The desired position is expressed in the { BL} frame.

U Previously, the 2; is calculated exactly as the one shown in |5} This is in contrast to the IK calculation that are presented next.
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(a) Finding gam for configuration 1. (b) Finding gva for configuration 2.

Figure 7: Finding g -

Finding qy g

A

Using rr = MHPZJ-M and ﬁgurelﬂ7 the desired end effector position in {BL} is:

=[] o[ o [

By squaring both sides and adding them, we get:

A=yl + 23 —r? (49)

As the clock-wise normal vector was used (as seen in figure @, the sign of A in can be specified for each
configuration.

e For configuration 1: A >0
e For configuration 2: A <0

The quantity inside the square root must be non-negative, and thus the first check for the feasibility of the problem
is:

va+22—r2>0 (50)

Knowing A, the following system of equations is created:

b et =

a TYd + Aza
Cc = COS(G) = 7“2—|——>\2
A 724 — AYd
s = SZ’I’L(Q) = ’)"2—|——)\2
0 = atan2(s, c) (51)
Thus, qarm can be calculated™ using table
quu =0+7/2 (52)

12The determinant can be skipped when calculating 6, as it doesn’t affect the result.

25



(a) Expressing ¥ Pp for configuration 1. (b) Expressing M7 P p for configuration 2.

Figure 8: Expressing MHPp.

Finding q¢i1, ¢21, q12, q22
P, must be expressed in the { MH} frame.

BLR i = Ra(qurn)

and thus
MHPp — R, (—qunu) BEP (53)

Next the distance of the end effector from each hip joint is calculated.
p: —MH px _MH p _MH P, (54)

The inverse kinematics problem is now a RR manipulator inverse kinematics problem, with a known solu-
tion.The following is deﬁnecﬂ

» —05;, for configuration 1
03 = . (55)
02;, for configuration 2
The RR inverse kinematics problem is the following:
« _ 7 |a | Ciq2+
Pi — lll |:S]_:| + le |:8]_+2*:| (56)
Solving for 0o;:
P2+ P2 2 12
05, = tacos LX LY i 2 (57)
2044l2;
The acos function is defined in [—1, 1], and thus the second feasibility test is the following;:
P;kQ + P»*Q _ l2i _ l2i
1< 7, X i,Y 1 2 < (58)
2044l

There are in general two solutions. Knowing 65, system [56| becomes:

13Tn the classic kinematic analysis of RR, all angles are measured from the previous link in the Fized Frame (which here is
the {MH} frame, as P} is the relative distance from hip joints.). See this: http://www.diag.uniromal.it/~deluca/robl_en/10_
InverseKinematics.pdf#page=18. It must be noted that 6;; angles match the above specification by definition (the parent frame of
{j1i} is {MH}, as seen in figure , but 63; in configuration 1 have opposite positive direction
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li; + lgico- —l2;59+ cal _ |k —k| fa _p*
l2i52+ lii + lgica-| | 51 ko k1 51

The determinant is det = k% + k3 > 0, so the system always has a solution, which is:

ky P + ko Py
1= —5—5

k3 + k3
. ki1Py — ko P
R
01; = atan2(sy,c1) (59)

If the IK problem is mathematically feasible (meaning conditions and are true) there are two solutions

sets:
(01, —05;)

where 6q; € [—7, 7] and 63, € [0,7]. To find the joint angles, the angle offsets must be compensated. Using
and table [3] we get:

—01i + Qui,offset, for configuration 1
= 01i + Quiof fset, for configuration 2

—02; — G2i,of fset, for configuration 1
i = 02 — @2i0f fset, for configuration 2

Also, the results are wrapped in [—m, 7).
Checking feasibility of IK solutions

For each chain, there are two solutions sets, and thus there are 4 total combinations of the solution sets. The
mathematical feasibility of the IK does not guarantee that the solutions are feasible in the real system. The
solutions of the IK must respect the joint angle limits as well as result in non self-colliding configurations.
Thus, each pair of solution sets is checked further.

Checking whether the joint limits are satisfied is trivial, and thus it will not be presented. Checks for self
collision are presented below.

1. Shank distance: The distance of the shank joints must be adequate so that they do not collide. Using
, shank collision occurs when :

l|Pe2 — Peill2 < Davrarcin (60)

Dyrararn must be larger than the joint connection (0.025m) and is selected as 0.03.

2. Hip clearance: The hipﬁ must not intersect. Using to define vy;, the intersection point of the hips
is found solving the following equation:

Pine = MHPju +Avy = MHPj12 + Kvig (61)
The following hold true:

e For A =1, k = 1, the intersection point coincides with joint21 or joint22 respectively, from the definition
of Vi;.

e For A < 0, kK < 0 the intersection point is behind the hips and for A > 1, x > 1 it is further than the
hips.

14Gee figure
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e For 1 > A >0, 1> x > 0 the intersection point is alongside the hip 1 or 2 respectively.

For a collision to happen the following must be true:

k € [0,14+ Dergarance)] AND A€ [0,1+ DecrparancE]

(62)

Derpparance is a margin that handles intersections that happen further than joint2: origin but are inside
the radius of the mechanical joint. Dorgparanvce = Dyarain/2li

The results of the feasibility checks are showcased in an example in figure [0] In figure [Oa the shank distance
constraint is violated while in [9c| the hip clearance constraint is violated. To store the feasibility information, a
boolean matrix is created where each entry corresponds to a solution pair and its value (¢rue/false) shows if it is
feasible. The corresponding feasibility array is shown in table

N

8

-~
Y

(a) Chainl: set 1, Chain2: set 1.

(c) Chainl: set 2, Chain2: set 1.

Figure 9: Example of feasible solutions generated by Inverse Kinematics without additional constraints.

(b) Chainl: set 1, Chain2: set 2.

(d) Chainl: set 2, Chain2: set 2.

Table 5: Calculated Feasibility Matrix example.

chain 2 solution set 1

chain 2 solution set 2

chain 1 solution set 1

false

true

chain 1 solution set 2

false

true

The complete Inverse Kinematics procedure is presented below in Algorithm (4] It is evident that the IK does
not return a specific solution and further logic must be employed to select the most appropriate solution. Two
extra criteria are used. Firstly, solutions that result in a convex quadrilateral are preferred. If there are still
multiple solutions, then the one with the smallest angle distance from the current state is usecﬂ

15Even with this distance criterion, if IK are used to plan a whole trajectory, a waypoint that minimizes a next step distance does

not necessarily result in a Cartesian trajectory with minimum angle displacement.
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Algorithm 4 Inverse Kinematics Algorithm.

function IK(Pp)
if Not feasible then
return False
end if
Calculate qarrr, quis Goi-
Store solutions for each chain in SOL_ci .
Update feasibility matrix .
if feasibility matrix is all false then
return False
else
11: return True
12: end if
13: end function

> Conditions and do not hold

> Using , and .
> Using conditions and (62).

1:
2
3
4:
5:
6
7
8
9

10:

3.1.3 Transformation for the Front Right Leg

The leg dynamics and body kinematics are based on an updated model of the system that uses a different frame
convention. The transformation from the kinematic frame convention to the convention employed by the robot is
the following:

K0 =0,fiset.c + D "0

where %0 is the angle in the kinematics convention, "6 is the motor angle in the actual robot, 8, ser ik is the angle
of the joints in the kinematics convention to reach the motor zero position and D is a diagonal transformation
matrix that accounts for the positive direction of the motorg %]

For the front right leg, which is the one that will be used in the dynamics, the new joint limits are presented
in table [Gl

Table 6: Joint angle limits for front right leg in the robot convention.

Lower Limit | Upper Limit
dMH —7/2 T
q21 —2.7504 1.2296
q12 —1.2040 3.8776

3.2 Body Kinematics

A relation that connects the leg frames to the quadruped frame is needed. The relevant frames of the legs and
the torso are depicted in figure Thus, a point can be transformed to the base {B} frame from a leg frame
{BL} using :

BTpL = T(p,0) (63)

where p = [DX, DY, DZ]T represents the translation vector. The values for p for each leg are presented in table

@

Table 7: Transform data for olympus’ legs.

Configuration | DX [mm] | DY [mm] | DZ [mm]
FR 1 143.3 —105 0
FL 2 143.3 105 0
RR 2 —143.3 —150 0
RL 1 —143.3 150 0

16Thus D7 contains {1, —1} in the diagonal and Dy = D;l.
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Figure 10: Body Transforms. Figure 11: Definition of closure constraint.

3.3 Leg Dynamics

To formulate the Model Predictive Control (MPC) of the leg planner, a closed-form representation of the
leg dynamics is essential. These dynamics are derived using the Euler-Lagrange method, as discussed in section
Initially, the unconstrained dynamics are obtained directly based on the dynamic and geometric properties
included in the URDF. Subsequently, these dynamics are extended to integrate the chain closure constraint, with
the procedure described in section [2.3.2] In this section, some details on formulating the closure constraint are
presented. Verification of the analytical dynamic model is conducted by comparing it against the Simulink and
Drake simulation models.

The holonomic constraint to ensure the closure of the mechanism is the following:

h= MIppp, - MAPLL,=0 (64)

where MHP £, is the position of the end effector expressed with the state variables of the i-th kinematic chain.
Its geometric interpretation is presented in figure The constraint has the followind!"| form:

hx
h=|]0|=0
hz

as the two links have no degree of freedom in the y direction of the {MH} frame. Thus the kinematic closure
is ensured by two constraints, hx, hz that depend on ¢11, ¢21, ¢12, ¢o2. As discussed in section m H = %
(where h = [hx, hz]T) must be full ranklﬂ Using a 200 x 200 grid for ¢;; and ¢p2, and using algorithm |3| to
calculate the full state q, it was verified that H is full rank in the whole workspace of the leg.

3.3.1 Dynamic Modelling Validation

To validate the analytical modeﬂ simulations were compared against the Simulink and Drake multibody
models. The results of this comparison are illustrated in figure It can be observed that the simulations are
very close for a long simulation horizon. The properties and solvers of the simulation are presented in table|8] The
simulation represents the response of the system,influenced solely by gravitational forces, with the following initial
conditions:

larm.0, Q11,05 qu20]" = [0.5, 0.2, 0.3][rad]

[warr,o, wit,0, wizo]” = [0, 0, 0][rad/s]

Tn the robot frame convention: £[x,y,2] = K[%,2, —y].

18 Adding the third constraint hy = 0 or expressing the constraints in a different frame e.g. {MH}, results in depended constraints.
Thus their jacobian is not full rank.

19 As these are the dynamics that will be deployed in the controller, terms with magnitude smaller than le — 3, were discarded from
the matrices of the dynamics. Their effect is indeed negligible, as seen in figure
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q12 421 qi11 dMH

422

Table 8: Validation simulation parameters.

solver Absolute Tolerance | Relative Tolerance
matlab odelbs le-7 le-4
simulink auto( odelbs ) le-7 le-4
drake Runge-Kutta 3 (RK3) - le-4
Comparison between analytical simulation and simulink : [q]
0.5
B e
0.5 — - = ~drake: qyn
ol
| | |
0 1 2 3 4 5
= = =simulink : qn
- = =drake: q
—sim g

simulink : g
- = =drake: ¢

= = =simulink : q2
- = =drake: q

Figure 12: Simulation comparison between analytical and simulink model.
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3.4 Workspace Constraints

The leg’s movement is restricted by various workspace constraints, arising from potential self-collisions and
interactions with the main torso. It is necessary to have a mathematical expression for these constraints. For that
reason the procedure outlined in figure [13] was followed.

Collision . . Manual
Collision Collision X

Geometry Checks e Extraction of

Modelling o constraints

Figure 13: Constraint extraction procedure.

First, a suitable collision geometry must be created for the robot. The geometry is used both in the mathematical
formulation of the constraints and in the simulation of Olympus. It should provide sufficient detail to capture all
potential collisions while ensuring it does not unnecessarily restrict the robot’s movement. At the same time,
both matlab and drake handle only convex collision checkinﬂ Therefore, the geometry must be decomposed
into simpler convex shapes, resulting in a union of these shapes, as illustrated in Figure This geometry was
generated using meshlaﬂ

(a) Example of decomposing the collision geometry of a (b) Olympus Collision Geometry.
link into convex shapes. The convex hull of the whole
geometry is too coarse.

Figure 14: Details on the creation of the collision geometry.

Next, a grid search was conducted to identify the colliding configurations, represented in a binary map (0: Col-
lision Free, 1: Colliding configuration). The detailed procedure is outlined in Algorithm [5} Using the binary map,
mathematical expressions for the colliding configurations were extracted. Whenever possible, these expressions
were formulated as polytopic state constraints, which take the following form:

Cx<c (65)

If it is not possible to express the constraints using linear functions, then general non-linear constraints are used
that take the form:
Gx)<g (66)

20See  https://www.mathworks.com/help/nav/ref/checkcollision.html| and |https://github.com/RobotLocomotion/drake/
issues/20618.
“‘https://www.meshlab.net/
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Algorithm 5 Leg collision checking procedure.

1: procedure LEGCOLLISIONCHECK
2 Set Nyrwr, Nii, Nig
3: A= Z(?’I’OS(]V]\/[H7 N1, N12)
4: fOI']{ZZOtON]V[H—ldO
5: for i =0 to N;; —1do
6 for j =0to N1 —1do
gur = (1 —=k/(Nvg — 1)ammg + (K/(Nve — 1))ama

7: g1 =(1—14/(N11—1))g11, + (i/(N11 — 1)q11u > [ : lower limit, « : upper limit
q2=(1-37/(Ni2—=1)qi2;  + (j/(N12 — 1))q12,4

8: q = state_estimation ([quH, q11, q12)7)

9: A(k,i,j) + collisionCheck(q) > collisionCheck returns true if it detects collision.

10: end for

11: end for

12: end for

13: end procedure

Below, each collision test and the corresponding constraints are presented.
Test 1: Self collisions. The resulting constraints are shown in figure while their equations are presented
below:

—q11 — q12 +3.8020 > 0 (67a)
—0.7284¢11 — qua — 0.2714 < 0 (67b)
—1.3730g11 — q12 — 0.3726 < 0 (67¢)

Test 2: Collision with the main body. The resulting constraints are shown in figure [I6] for selected gas g values
while their equations are presented below:

0.6708¢11 — q12 — 1.9298 < 0 (68a)
Fiilgme) — g1 >0 (68b)
Fio(gua) — qr2 >0 (68c)

where Fi1, Fi2 are smooth functions. Fio is a fifth degree polynomial and Fj; is a function composed of the
following (with k1 = 49.4, 201 = 0.9, k2 = 30, x02 = 0.95):

1
- 1+ e_k(x—xo) Y1

o(x) = —0475z + 1.9, yo = —19.4z + 21.5
Their complete expressions are presented below:

Fu(z) = oy + (1 —02)y2
Fia(z) = —0.81162° + 8.9615z* — 38.647423 + 81.128122 — 83.6970x + 36.4564

The resulting nonlinear constraints are shown in figure
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Leg self collisions in joint angle space

e 17

No collision
% 05 0 05 1 15 2 25 3 35

q11

Figure 15: Leg workspace constraints resulting from checking leg self collisions.

QILIH =249 [rad] Q}LIH =119 [Tad]

- Collision

q12

Qup = 0.379 [rad] Qi = —0.921 [rad|

g1

No collision

1 05 0 0.5 1 15 2 25 3 35
41
Wl Collision Check B Unreachable area due to self collisions U nreachable area due to self collisions
— Constraint for qu : Fui(gun) — Constraint for qa : Fio(qun) — Constraint due to adjacent motor housing

Figure 16: Leg workspace constraints resulting collisions with rest of the robot for selected qprp values.
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Qll
QIQ

i Il Constraint
Yo Il Constraint
L —Fn J=F
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I L L L
15 2 25 3 15 i 05 5 5

QRIH
Figure 17: Nonlinear workspace constraints.

3.5 Modelling Implementation

There were two packages used to simulate the quadruped; simulink, used to prototype the MPC controller, and
drake, used for the final verification simulations.
Some details that are shared across both simulating frameworks are the following:

e During a jumping phase, the robot is free falling. The system is analyzed from a reference frame attached
to the robot, which is accelerating with an acceleration of g. Consequently, the limbs do not experience
acceleration relative to this body frame, and therefore, gravitational forces are not present in the reference
frame used for the analysis. As only the orientation of the quadruped is of interest, and not its position,
gravity is disabled in both simulations.

e Both frameworks do not explicitly handle close kinematic chains. A work-around is to add a virtual spring.

3.5.1 Simulink Implementation Details

The absence of gravity allows the use of a spherical joint to connect the quadruped to the simulation world.
As the global position of the robot is of no interest, this joint does not introduce unnecessary degrees of freedom.
At the same time, it encodes rotations using quaternions. So, the simulation does not suffer from gimbal lock and
provides immediate feedback in quaternions for the controlling modules. To close the kinematic chain, a planar
joint was used, as the kinematic chains move in the same plane by default. An overview of the simulation plant is
shown in figure

The simulation parameters, such as solver options and virtual spring stiffness and damping, are presented in
table )] The presence of the virtual spring, which had high stiffness to ensure the kinematic closure of the leg,
motivated the choice of this particular solver, as it is suited for stiff problems.

Table 9: Simulink simulation parameters.

Solver odelbs Relative le-3 | Kspring | 9e4
Tolerance :
. Absolute
Max step size le-3 Tolerance le-6 | Dspring | 3e4
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disable_unactuated_joints

FRONT RIGHT LEG

disable_unactuated_jointsl

FRONT LEFT LEG

disable_unactuated_joints2

REAR RIGHT LEG

disable_unactuated_joints3

REAR LEFT LEG

Figure 18: Model of olympus in simulink.

3.5.2 Drake Implementation Details

In drake, the torso is connected via a floating joint in the world, as it is the only joint that is parameterized
using quaternions, and thus does not suffer from gimbal lock. To close the kinematic chain, a bushing joint was
used. The simulation parameters, such as solver options and virtual spring stiffness and damping are presented in
table An overview of the simulation structure is shown in figure

Table 10: Drake simulation parameters.

Solver Runge Kutta 3 (RK3) | Kx | 3e4 | Dx | 2.5e2
Max step size le-4 Ky 0 Dy 0
Relative

Tolerance le-4 Ky | 3ed | Dy | 2.5e2

An overview of the simulation structure is depicted in figure[I9} The system outputs are the torso and leg states
and the actuation torques. The current implementation has integrated PID position controllers, which mimic the
robot current control interface. Finally, the simulation can be launched with revolute body joints and the testbed,
to mimic real life experiments.
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Diagram
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Figure 19: Structure of drake simulation
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4. Control design

The goal of the control system is to stabilize the attitude of the quadruped’s torso and reach the desired
orientation gp by moving the legs of the robot. The legs themselves are a complex dynamical system, with various
workspace constraints (linear and nonlinear). Also, the relationship between the motor torques and leg movements,
and the body-inflicted torques and the resulting rotational motion of the body, is not linear. For this reason, a
hierarchical approach is used, a conceptual overview of which is shown in figure

Attitude Controller
4D Body 5 ' Low Level u
Leg P1
Planner °g trannet Controllers 1¥ o

Figure 20: Control architecture conceptual overview.

Firstly, the torso trajectory is calculated, in the Body Planner module, along with the required body torques
7. At this stage, the robot is treated as a single rotating rigid body with fixed inertiaF_?l Then, the resulting body
torques are fed to the second module, the Leg Planner, which finds the corresponding leg movements to produce
the desired body torques, while respecting the workspace limits. The full leg actuation torques u* and desired
joint angle trajectories q* are then given as references to the low level controllers of the robot.

The planning modules, are designed using non-linear model predictive controllers (NMPC), in order to incor-
porate various input, task and workspace constraints as needed. The MPC is implemented using the acados open
source framework, which was presented in section [2.5.4 To solve the Leg Planner MPC efficiently, additional
modules are wrapped around the MPC. A resetting strategy is used to enable the controller to plan periodic tra-
jectories online and a torque allocation method exploits the symmetries of the system to avoid collisions between
legs and reduce computational cost by optimizing only one leg motion.

In this section, initially the Body and Leg planner modules will be analyzed. Next, the full controller architecture
will be presented.

4.1 Body Planner

The Body Planner treats the robot as a single rotating rigid body with constant inertia (taken at the home
position), and optimizes the torques that are acted upon it to rotate it to the specified orientation. The body
planner is based on a nonlinear model predictive controller. The formulation of the MPC and the selection of
appropriate parameters is presented below.

4.1.1 MPC Formulation

The MPC for the body planner has the following formulation:

Th
win [ (1608, + Nl + IalR) e+ 1l o + lop IRy +2cr(ss) (69)
Terminal cost terms

so that
x =f(x,7p) (70a)
f,5=0 (70b)
xg = x(¢) (70c)
TB € [’TBJ, TB,u] (70d)

where:

® X = [qT7 wT]T = [w7 qzy Qy, Gz, Wz, Wy, WZ]T

® Tp=[TB4, TBy TB.|" is the body torque expressed in the body frame {B}.

It was chosen not to have 4 T3, one for each leg, as with the current formulation, there would be multiple
optimal solutions as the torque in each direction would split arbitrarily between each leg.

22This is a simplification, as the inertia changes as the legs move.
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e The function f; is the error metric presented in (2.2.2]). Using this metric, the shortest path is selected
by the controller.

e f(x,Tp) is the dynamics constraint. The dynamics of the system are given by
e The lower and upper values for the body torques are: 75, = 10, 75,,; = —10 [Nm] [12].

o The (slacked) terminal constraint (TC) ensures the solution is close to the desired orientation using the metric
presented in . Setting the gg = ¢p is not a correct formulation, as the deviation would be calculated
treating quaternions as real valued vectors.

e zp(sg) is the slack penalty function for the terminal constraint, with slack weights: Zg = 0.11I5
Q, = diag([100, 100, 100}), Qq,r = diag([1000, 1000, 1000])

e Q. = Q.. g = diag([10, 10, 100)

e R = diag(]10,10,10])

To find the more suitable parameters, different variants of the above formulation were tested in closed loop
re-orientation scenarios in simulink. The parametersFE] that were modified were: prediction horizon T}, number
of stages N, controller update rate T, and simulation steps N, which are the internal simulation steps of the
nonlinear MPC. Also, some variants do not have a terminal constraint, while others do not have a terminal cost.

The tests include 100 re-orientations scenarios (returning to x,.5 = [1, 0, 0, 0, 0, 0, 0]) from a random initial
orientation. The simulation settings are presented in table The dynamic plant in simulink is a rigid body with
inertia equal to the inertia of the robot in the default configuration. The results are presented in table Settling
time is the time it takes for the body to reach and stay within the specified threshold, which here was chosen as
3°.

Table 11: Settings for comparing body planner MPC.

Relative Tolerance
Absolute Tolerance

le —3
le—6

r,p,y € [_71—7 ﬂ—]
Wy 0

Max step size le—=3 | qo
A6 convergence 3°

The above formulation can be extended by is penalizing simultaneous torques at different directions (Cross
Variant). To achieve this, the following nonlinear term is added to the cost function:

foross = (KoToTy)? + (KoTyT.)* + (Ko1.7,)? (71)

Table 12: Comparison of body planner MPC performance with different parameters.

Settings Variant 1 | Variant 2 | Variant 3 | TC+4Cost | Only TC | Cross Variant
T 5 2 2 2 2 2
N 50 20 4 4 4 4
T, 0.1 0.1 0.5 0.5 0.5 0.5
Ny 1 1 5 5 5 5
Terminal Cost yes yes yes yes no yes
Terminal Constraint
and initialization 1o 1o 1o yes yes ves

Results
AV G(solution time) [ms] 1.86 0.467 0.406 0.46 0.42 1.63
MAX (solution time) [ms] 117 7.26 5.63 2.62 3.34 25.9
Converged /100 98 100 95 100 100 100
AVG (settling time) [s] 2.09 2.0104 2.3286 2.2667 2.3458 3.4114
STD (settling time) [s] 0.52 0.41509 0.59335 0.55475 0.57844 0.7467

Variant 2 is superior than variant 1 as there are fewer decision variables, resulting in faster and more reliable
convergence. In variant 3, using a lower number of stages and a higher number of simulation steps, the same
discretization of the dynamics is achieved, but the controller accounts for a less reactive leg controller that cannot
instantaneously produce a torque in a different direction. The difference between variant 2 and 3 is showcased in
figure where the body planner was used with initial conditio qo = [0.7011, 0.0923, 0.5610, 0.4305]T. It can

23The parameters are explained in section m
24Tt is rpy = [7/2, 7/3, 7/4]
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be observed that the overall trend for the torque is the same, but the MPC accounts for the lack of instantaneous
torque delivery from the legs. Finally, it can be observed that variant 3 converges more reliably with the existence
of terminal constraint.

The usefulness of extending the objective with comes from the architecture of the control system, which is
discussed in section [4.2.3] The performance of this formulation is showcased in table[12]and a representative result
is shown in figure It can be observed that only one direction has a significant torque reference at each instance.
Also, it is a stable formulation, as all tests were successful. It should be noted that the increase in computing time
is not a significant issue, as it remains minimal and allows for deployment at a maximum rate of 500Hz. However,
the average increase in settling time by one second should be taken into account.
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Figure 21: Body Planner optimized torques based on different formulations.

The results highlight that the body can be controlled to reach a desired orientation even with large sampling
intervals. However, the stabilization once close to the desired value cannot be tested with that simulation, as the
body changes its inertia when moving its legs.

4.2 Leg Planner MPC

The Leg Planner is responsible for finding the leg trajectories that generate the torques 75 from the Body
Planner. It is based on a torque tracking MPC complemented by auxiliary modules designed to make the problem
solvable in real-time. Initially, the formulation and tuning of the MPC are discussed, followed by an analysis of
the additional modules.

4.2.1 Position Tracking MPC

Firstly, to test the capabilities of an MPC based planner for the leg, the controller was tested in a simple
position tracking task. The formulation is presented below:

x,u

Th
. 2 2 2
mln/o [IIX —Xrefllg + ||U-HR} dt + |xp = Xrep pll, +2s5(sE) (72)
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so that

x =f(x,u) (73a)

xo = x(t) (73b)
XN = XEg (730)
X € [Xla Xu] (73d)

u € [u;, u,] (73e)
Cx € g, 84 (73f)
h(x) € [h;, h,] (73g)
(73h)

where:

® Xpof = [}, 077, Qe is the goal configuration for the position tracking task.

e Q= dia’g(Qqa Qlj)7 Qq = dlag(505 50, 50, 50, 50)5 Q(} = dzag(5, 9,9,9, 5)
* Qr=01Q
e R =10I;

e f(x,u) are the closed chain dynamics described in section [2.3.2]
e Cx are the linear (polytopic) workspace constraints (67l68a)).

e h(x) are nonlinear constraints and include the closure constrain@ and the non-linear workspace con-

straints (68b, [68c]).

e The terminal constraint is slacked with Z, r = 10Ii9x10. The slack variable weights for all the other
constraints are presented in table [I3] as they are the same with the torque tracking formulation which will
be presented in section 4.2.2

Table 13: Slack weights for Leg Planner MPC.

State Constraint Polytopic Constraints
Z, = 200I1px10 Z, = 501454
z, = 101101 z, = 10°14,
Closure Constraint | Workspace Constraints
Zh,closure - 10I2><2 Zh,ws - 102I2><2
Zp closure — 102]-2><1 Zh,ws = 10312><1

The only hard constraints are the dynamics and input constraints . Slacking all the other constraints,
ensures the optimization problem is always feasible. Also, as discussed in section [3.3] the dynamics are well defined
across the whole workspace, and thus the optimization problem is well posed.

To find suitable parameters for the MPC that ensure its convergence, some basic tests took place. The setup is
as follows; the system is in a random initial position inside the workspace and tracks a similarly randon@ setpoint.
The system starts from rest, meaning ¢ = 0. The purpose of the initial test was to evaluate the impact of the
constraints, and thus the parameters that changed were the constraints and their corresponding slack variables
and the number of stages. The horizon time is set at T}, = 1s. A second test followed to tune the MPC.

The results for the initial test are shown in table It is apparent that the constraints do not influence the
solution performance that much. Removing them completely makes the solution 5ms faster on average. Still, in the
unconstrained case, there are outliers with ten times the average solution time. Finally, the generated trajectories
contain many more points outside of bounds, which can result in unwanted collisions in the real system.

However, the results above highlight the difficulty of the MPC to converge for large prediction horizons in an
online setting. This observation is supported by a second set of tests, the tuning tests, where T), and N were
changed. The results are presented in table It can be observed that with N = 30, when the horizon time is
lower, the average solution time slightly decreases, but it does so in a much more repeatable way. The standard
deviation of the solution time is halved. Also, with lower T}, fewer sampling points are needed, which results in
faster solution times. Thus, the key parameter that affects solution times is the prediction horizon.

25As discusses in section [2.5.4] acados does not support equality constraints directly. So the closure constraint is formulated as a
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Table 14: Comparison of leg position MPC performance with different parameters for 7}, = 1s.

Settings High N | Low N | Normal N | Light slacks Unconstrained
N 50 20 30 30 30
Linear constraints yes yes yes yes no
nonlinear constraints yes yes yes lightly slacked no

Results
AV G (solution time) [ms] 85.2 41.9 54.3 50.7 44.5
STD(solution time) [ms] 35.2 37.6 35.9 39.4 30
MAX (solution time) [ms] 885 369 581 511 455
Converged /1000 999 986 998 994 997
Constraint violations 57 23 31 167 209

Table 15: Comparison of leg position MPC performance with different parameters for lower prediction horizons.

Settings
N 30 30 20 30 15
Th 1 1 1 0.75 0.5
Constraints yes no yes yes yes
Results

AVG(solution time) [ms] | 49.1 | 44 | 31.3 | 45.5 | 22.6
STD(solution time) [ms] | 38.4 | 38.4 | 14.8 | 18.3 | 6.48
MAX (solution time) [ms] | 516 | 446 | 212 | 209 | 55.3
Converged /200 199 | 198 | 200 | 200 | 200
Constraint violations 8 o4 2 13 7

The key takeaway is that the current model cannot be used to optimize large trajectories online. Therefore, the
MPC must be wrapped with additional logic to track the required torque from the body planner. This additional
logic is presented in sections and The MPC that is investigated for tracking the body planner torque
in the next section has a short prediction horizon for that reason.

4.2.2 Torque Tracking MPC
The formulation for the torque tracking MPC is the following;:

Th
win [ [I7a = 73l + el + %= Xoerllge] de+ e — xe £y, (74)
0

x,u
with the same constraints as in the position control task (73), apart from a terminal constraint on state.

e The term |75 — T*BH%VMC;C tracks the body torque that comes from the body planner. This torque is
calculated using the following equation:

Uy
Tp>r =T = PRypgu= | cos(qum)(us — u3) (75)
—sin(quprm)(uz — us)

e The term ||u2,3||%vu penalizes torques to smoothen the output of the controller.

e The terms [|x — Xyefllge and |xp — xr6f7E||3NE guide the controller to specific setpoints in the workspace.
Biasing the optimization with this term compromises the torque tracking capabilities but greatly helps the
solver converge. More details about the selection of these reference points will be given in section [4.2.4

To tune this MPC, 1000 tests were done per variation. A random point inside the workspace was set as initial
condition qg. Some handpicked reference setpoints were chosen. These are the same as the ones used in the
resetting algorithm presented in section After some initial converging settings were found, the maximum

two sided inequality constraint with identical bounds.
26Both the initial and final setpoints are valid setpoints which satisfy all the constraints.
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torque that can be tracked from the MPC was found. Having the maximum torque that can be tracked, random
torque values within the maximum limits were generated as the input reference. As pitch and yaw desired moments
can be contradictory, only one of these torques was requested each time. This is in accordance with the architecture
detailed in section The results of the testing are presented in the following table:

The following parameters were constant throughout the testing:

e Slack weights are the ones presented in table
e Woosure =0 and W, = 51,

® Wirae = diag (max(1207/||7||,[5,5,5])). This formulation tracks the main components of the desired
torque while penalizing unwanted torque production.

e The initialization for the MPC is the initial state of the leg for all stages x; = xg and zero input u; = 0.
e Prediction horizon: T = 0.1s

So the parameters that were varied in these tests are: the number of stages, the value of the Levenberg-Marquardt
parameter, the value of Qg and Q.

Table 16: Comparison of leg torque tracking MPC performance with different parameters for T, = 0.1s.

Settings Variant 1 Variant 2 Variant 3 Variant 4
N 10 10 10 5
Q 0 0 D(0.11, 215) Qus
Qr D(0.01T5, 0.02T5) 0 Qo1 Qo1
ALevenberg—Marquadt 0.075 0.075 0.075 0.05
Results
AV G (solution time) 76.2 170 56.7 27.9
STD(solution time) 25 15.3 12.5 11.8
max weighted torque error [0.2,6,13]% [0,11.7,13|% | [0.6,13.4,21.7|% | [0.7,8.7,12.8]%
Converged 968/1000 40/1000 100/100 981,/1000
Constraint violations 150 20 14 139

The following conclusions are drawn from the results above. First, reference setpoints are required to improve
convergence and solution time. Also, even though stage weights on state tracking compromise torque tracking, they
improve convergence and solution speed. Finally, the main factors which influence solution time are the number of
stages and the chosen Levenberg-Marquardt parameter. To investigate the performance of the prediction horizon,
the following tests were conducted:

Table 17: Comparison of leg torque tracking MPC performance with varying prediction horizon.

Settings Variant 1 Variant 2 Variant 3 Variant 4
N 5 5 6 8
T}, [ms] 75 100 125 150
)\Levenbergfkfarquadt 0 0 0 0.015
Results
AV G (solution time) 8.78 12.2 18.6 34.1
STD(solution time) 5.69 12.5 20.2 29.2
MAZX(solution time) 43.6 88.8 105 139
max weighted torque error | [0.5,4.2,21.4]% | [0,9,19.8]% | [2.3,9.1,19,5|% | [5.6,9.6,27.6]%
Converged /100 100 99 98 96

It can be seen that the Levenberg-Marquardt parameter can be ditched when the number of stages is small,
and the solution time is greatly improved. Also, increasing the prediction horizon, decreases the torque tracking
capabilities as can be observed from the latest variant with T}, = 150ms.

43



4.2.3 Torque Allocation

The workspace of each leg interferes with the workspace of the other legs. To implement collision avoidance
between different legs in the MPC, additional nonlinear constraints must be introduced. In fact, these constraints
would use the planned trajectories of the other legs, which are not known a priori. Therefore, at each MPC
step, an iterative approach is necessary, where each iteration uses the previouslyﬂ optimized trajectory of all legs
to formulate the constraints. This approach is costly and not suitable for online planning of trajectories. Also,
knowledge from previous MPC updates cannot be used, as the update rate of the Leg Planner MPC is equal to its
prediction horizon. Moreover, the MPC must be solved separately for each leg, further increasing the computational
cost. Finally, it cannot be guaranteed that the legs will not enter in a configuration from which escape is either
impossible or highly costly. The inability of the MPC to handle large horizons (even with simpler constraints) that
was observed in section enhances this problem.

To avoid this issue, a torque allocation strategy is employed that takes advantage of the following facts:

e Fach leg has a similar range of motior@ The motor housing joint has a range of around 270° while the hip
motors have a range of 291°.

e Each chain has identical link lengths, as seen in table[I] and similar inertial characteristics.

e The workspace constraints are almost identical. Differences exist only in the roll direction and in the
workspace constraints that come from the collision of the front legs with the rear motor housing. Both
of them can be handled with suitable offsets.

Using the above observations, the optimal trajectory of one leg, the front right one, can be projected into the
other using simple linear transformations.

Same-side legs: The workspace of same-side legs interferes the most. Thus, to avoid same-side leg collisions,
the rear legs mimic the movements of the front ones. This allocation strategy is implemented with the following
transformation:

qMH -1 0 0| (qum qMH -1 0 0| (qun
q11 =10 01 q11 ;Y 11 =10 01 q11 (76)
@12 ) g 0 10 Q12 ) pp Q2 ) gL 0 1 0] \ ¢qi2 ) 5y

Prn T

Opposite-side Projection: Given the relation-
ship between same-side legs, only one transformation T ST T
must be further specified; the transformation of the 5 — Ty i
trajectories from the front right to the front left leg. . i} i
From , the only actuator that produces rolling 5 BT : .
torques is the one actuating the hip. Actuating the PN T Tz 1)1”“/
hip joints produces pitch and yaw moments, depend- (a) Rolling Allocation DOF.
ing on qprg. Thus, the projection has two degrees of z
freedom; whether rolling moments will cancel out (by
extending and retracting the legs of opposite sides in
unison) or not, and whether the legs will produce pitch
or yaw moments.

These degrees of freedom are shown in figure 22]
where a schematic of the robot and its legs (shown as
point masses) is depicted. The movement of the legs is
indicated along with the induced torque in the torso.

As it can be seen in figure when opposite-side
legs extend their legs outward and retract them inward
from the sagittal plane (7, plane) simultaneously, the
net rolling torque on the torso is close to zero. When
one side retracts inward and the other extends outward,
a net rolling moment in the torso is induced. In short,
the Rolling DOF is associated with the movements of opposite-side limbs in the coronal plane.

o .-+ Tz plane

(b) Pitch-Yaw Allocation DOF.

Figure 22: Allocation degrees of freedom (DOF).

27From the previous iteration, not previous MPC update.
28Defined as the length of the interval [4s,., ¢;,u] where ¢; 1,,q;,u are the lower and upper limit of the i-th joint. The joint ranges
can be calculated from table @
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Producing pitch and yaw moments is more complicated as the legs must move near particular planes, as
indicated by ; near a parasagittal plane (7, plane) for pitch and near the transverse plane (7, plane) for yaw.
Assuming that they do indeed move in the right plane for pitch and yaw torques, a particular mapping is still
required to actually achieve the desired effect. As illustrated in figure @ when the legs are in the 7, plane
inducing a pitch moment in the torso requires synchronized movement of opposite-side legs from front to rear and
vice versa. Conversely, in the 7, plane for yaw, creating a yaw moment necessitates a leg from one side moving
forward while a leg from the opposite moves backward. Therefore, the Pitch/Yaw DOF controls whether legs
move forward and backwards in unison.

The Rolling DOF transformation is described in while the Pitch/Yaw DOF transformation in .

qMH,FR — 35°, rolling mode
qMH,FL = ] (77)
—4qMH,FR, canceling roll
-1 0 0 1 30°
{QU} _ [0 _J {(111} ’ {QH} _ [1 0} {(Jn} +{300} (78)
— ——
Pryitch Pryaw

However, this projection couples all the leg movements. Depending on how this coupling is achieved, some
torques cancel out. The advantage of opposite side projection is that by correctly specifying the projection,
opposite side collisions are avoided and only one MPC is needed to produce leg reference trajectories. For these
reasons, this strategy was employed. However, the legs can produce torques in a discrete way, which results in
sub-optimal manoeuvres, as indicated by the cross variant in table

So according to the selected projection settings, the controller can operate in four different modes:

1. Roll Mode: It uses the rolling mode and pitch transformations.
2. Pitch Mode: It uses the cancel roll and pitch transformations.
3. Yaw Mode: It uses the cancel roll and yaw transformations.

4. Stabilization Mode: It uses the cancel roll transformations and inherits the previous pitch or yaw projection
setting.

The operating mode is selected based on the largest term of 7%. The controller switches to stabilization mode
once the robot’s orientation is within a defined angular threshold of the target orientation.

4.2.4 Reset Algorithm

The short horizon of the leg planner MPC does not allow it to plan the whole motion on its own. When the leg
reaches the boundary of the workspace while tracking a reference torque, reaching a resetting point from which it
can efficiently resume the torque tracking, goes against its short term objective. Indeed, this resetting manoeuvre
is most likely a movement that produces torque in the opposite direction. Thus, a resetting strategy must be
wrapped around the MPC. Previous work used a similar resetting strategy, but using a heuristic way to produce
the leg trajectories, treating the leg as a pendulum [I2]. The developed algorithm is inspired by that work and
takes into consideration the conclusions of section [£.2.2} the use of reference setpoints to improve the convergence
of the torque tracking MPC.

Intuitively, the movement of the legs is separated into phases. There is a phase in the trajectory that produces
the desired torque and another one where the leg goes to an advantageous position to continue tracking the
torque in the feature. These are the TORQUE and RESET phases respectively. These phases are infused by two
intermediate phases: EXTENSION and CONTRACTION. During these phases, the legs extend or contract in
length, causing the center of mass of the entire leg to move farther from or closer to the body, thereby increasing
or decreasing the induced torque on the torso from the limb’s motion.

The resulting resetting algorithm functions as a Finite State Machine (FSM), where each state/phase is linked
with a set of weights for the MPC, and a corresponding reference setpoint. These setpoints were selected manually,
through experimentation. Transitions between states occur when the leg configuration reaches the specified setpoint
within a defined accuracy, which itself is a parameter of the resetting algorithm.
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The parameters of the FSM are listed below:

e A reference setpoint for the Leg Planner q; (3 parameters @ ).

e Weight values for the Leg Planner (12 parameters). The weight values that change are Wy,.qc (3 values),
W, (1 value) and Qq, Qq,5; Q4, Qg (8 values, 2 values each, one for gasy and one for the rest of the
states).

e A weight matrix W; needed for the state transition function [79| (3 parameterﬂ.

e A threshold value 7; needed for the state transition function (1 parameter).
The state transition function is the following;:
la(t) — aqillw, <Ti (79)

The FSM is presented in figure 23] while its geometric interpretation is shown in figure 24

Contraction la(t) — acllw, < 7e

e Reset Phase

la(t) = aillw, < T lat) - arllw, <7

la(t) — gellw, <Te :
Torque Phase |« e Extension
Phase

el |

Figure 23: Finite State Machine of the resetting algorithm.
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Figure 24: Resetting algorithm conceptual overview. Each colour is associated with a certain phase. When the leg
is close to the phase reference setpoint within the defined accuracy, the FMS transitions to the next phase. The
contracted and extended configurations of the legs are also being shown.

Each state has 21 parameters, which results in 84 parameters for the whole FSM. Due to the allocation
algorithm, these parameters are different for each rotation mode. Thus, the whole controller has 252 parameters.
These parameters were manually tuned to get satisfactory results.

The legs have one configuration where they are fully extended and one where they are fully contracted, thus
contraction and extension phases were selected near these configurations. However, depending on the direction of
the desired body torque 73, the torque and reset setpoints are interchanged. This introduces some anisotropy in
the controller, which is observed in the simulation results presented in section

29In reality it is 5 parameters as there are 5 joint angles. However, only 3 of them are independent. The other 2 are calculated
(offline) using the state estimation algorithm
301t is usually diagonal
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It must be noted that it is crucial to detect the phase change when it happens, as some of the setpoints were
near the workspace boundaries to increase the range of motion and the torque produced. Thus, in the actual
implementation, in each control loop it is checked whether a phase change occurs.

4.3 Architecture Overview

The overall control architecture is shown in figure[25] The body planner takes the latest orientation and angular
velocity estimates of the body ¢p(t),wp(t) and calculates the optimal body torques 75. The Leg planner reads
the latest joint positions and velocities q(t), q(¢) and latest virtual torques 77, checks whether there is a mode or
phase change and calculates the optimal joint trajectories for the front right leg, which are then projected suitably
in all the legs, through the Allocation Module. Finally, a tracking controller is responsible for tracking the desired
joint trajectories qp and torques u. Here, a PID position controller is utilized, although more advanced tracking
controllerﬂ that accept state and input trajectories can also be employed.

In general, the attitude controller runs at 1kHz, in order for the phase transition checks of the FSM to take
place. The Body Planner that was used was Variant 3 with terminal constraint and cost, as described in table
while the Leg Planner is based on Variant 2, presented in table but utilizes different weights determined by the
resetting algorithm. The Body and Leg planner update rate is 10Hz. The allocation module updates the reference
every 20ms, as there are 5 stages in the MPC of the Leg Planner. However, if a phase change is detected, the leg
planner recalculates the trajectory based on updated parameters. Its interrupting capability is indicated by the
red colour in figure

(Attitude Controller
(Leg Planner )
q(t), q(t
Plant & (), q(t) FSM
Sensors
Y aB (t)’
UJB (t) qv"ef7 W’i
Y
o | | Body Th Leg Planner
u; (t) Planner MPC
urg(-),
QIFR,D(')
Y
Tracking | 9,0 (), wi(") Allocation
Controller Module

Figure 25: Controller Architecture.

311n the sense of a feed-forward PID: u = up;p + uprrpc like the one used in [34].
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5.

Results

This section is dedicated to simulation and experimental results. Initially, single axis reorientation simulations
are presented, in order to quantify the performance of the controller. Next, the effect of adding extra mass in the
paws, which is expected to increase the control authority of the system, is investigated along with the robustness
of the proposed control to the mass of the torso. Finally, experimental results are showcased and compared with
the simulation.

5.1

Simulation

To showcase the performance of the controller, it was tasked to stabilize 90° single axis turns. The setup of the
simulations is the following:

The robot starts with ¢y = q;.
A desired orientation gp is given as reference to the attitude controller.
Gravity is disabled to simulate the free falling conditions during jumping phase.

The robot is connected with a floating joint into the world, meaning it is free to rotate in all degrees of
freedom.

For these simulations, the update rate of the body planner and leg planner is 0.1s. Thus, the position
reference update rate, for the low level PID, is 50Hz.

The simulation settings are listed in table

The convergence threshold was set to 5° as the controller generally performs wide movements and thus it is
difficult to stabilize very precisely with the current formulation. Also, even if, through suitable projections,
torques in unwanted directions are minimised, they are still present, which makes precise stabilisation even
more difficult because the total angle is taken into account to enter the stabilisation mode.

5.1.1 Roll Step Response

The response of the system for a roll reference of £90° is presented in figures 26 and 27}

Roll +90° : Body Orientation

t [s]

Figure 26: Simulation of response to +90° reference for roll.

48



Roll —90° : Body Orientation
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Figure 27: Simulation of response to —90° reference for roll.

The results of the simulation are summarized in table The orientation converges within the specified
threshold in both situations. The solution time of the leg planner was well within the allowed time of 100ms
between consecutive calls of the controller. Also, it can be observed that the pitch and yaw remain relatively
unaffected, only because of the suitable projection of the optimized joint trajectories from the front right leg to
the rest.

Table 18: Roll step reference simulation results.

+90° | —90° +90° —-90°
MPC solution time
Steady State Error | 3.9° 2.2° 13/4.2/25 | 12/6.1/55
y (/o /max [ms)) /4.2/25 | 12/6.1/

Settling Time 6.3s | 7.2s | @y [°/s] 14.9 12.8

5.1.2 Pitch Step Response

The response of the system for a pitch reference of +90° is presented in figures [28] and The results of the
simulation are summarized in table The orientation converges within the specified threshold in both situations.
The solution time of the leg planner was well within the allowed time of 100ms between consecutive calls of the
controller. Also, it can be again observed that the roll and yaw remain relatively unaffected.

Table 19: Pitch step reference simulation results.

90° T =90° +90° [ —90°
MPC solution time 8.5/9/55 | 9/9/42

(1/o/max [ms])
Settling Time 24s | 44s | @ [°/s] 37.5 20.5

Steady State Error 1° 0.6°
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Pitch 90° : Body Orientation
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Figure 28: Simulation of response to +90° reference for pitch.
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Figure 29: Simulation of response to —90° reference for pitch.
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5.1.3 Yaw Step Response

The response of the system for a yaw reference of £90° is presented in figures [30] and

0z ]
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Oy [°]

0z [°]

Yaw 90°: Body Orientation
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Figure 30: Simulation of response to +90° reference for yaw.
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Figure 31: Simulation of response to —90° reference for yaw.
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The results of the simulation are summarized in table The orientation converges within the specified
threshold in both situations. The solution time of the leg planner was well within the allowed time of 100ms
between consecutive calls of the controller. Also, it can be again observed that the roll and pitch remain relatively
unaffected.

Table 20: Yaw step reference simulation results.

+90° | —90° +90° —-90°
MPC solution time
Steady State Error | 1.5° 2.1° 6.6/4/19.4 | 5/4.4/16.5
y (/o /max [ms]) /4194 | 5/44/
Settling Time 5.5 | 10.4s | @ [°/s] 16.1 8.5

5.2 Ablation Study

This section is dedicated to an ablation study, where the effect of extra mass in the paws is investigated. Also,
the robustness of the control method is investigated under parameter uncertainty, mainly the mass of the torso
(eg. adding a bigger and heavier battery, different actuators or extra on board sensors and tools). The effect of
these modifications on each direction is showcased in figures 32} 33 and [34]
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Figure 32: Roll Ablation Study.

First, it can be observed that the controller manages to stabilize the desired setpoint in all cases, demonstrating
its robustness. Roll seems quite unaffected by changes in the mass. The roll moment of inertia is very small (one
order of magnitude smaller than other directions), so it is expected that doubling the mass of the main body
will not significantly change the turning ability of the robot. It is mainly the inertia of the legs that affects
the controller’s performance. Adding mass to the paws simultaneously increases the rolling inertia and control
authority of the robot, so the result depicted in figure 32| is reasonable and is in accordance with previous results
[12]. Pitch performance is greatly improved by adding extra mass to the paws. The main indication of improved
performance is the displacement achieved per cycle, which steadily increases until 150gr. Increasing the torso
mass has a negative effect on the turning speed of the robot, as expected. Finally, adding extra mass to the paws
increases the performance of yaw, especially in the —90° case.

From the simulations above, it can be observed that paws of mass 150 gr offer the biggest performance benefit,
reducing convergence by 0.7 seconds in pitch and 2 seconds in yaw in the —90° case. Further increase, can
destabilize the controller as the movements become too violent to converge in the desired orientation. This can be
observed in figure for 200gr in the —90° case. Also, the controller is quite robust to body mass changes.
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Figure 33: Pitch Ablation Study.
Yaw Ablation Study
20 100
Reference
paw mass: 20gr
paw mass: 100gr
paw mass: 150gr
0 ) paw mass: 200gr 80
torso mass: +50% /
-20 60
o
-40 - 40~
N
>
J
60 |- 20 |
|
/ Reference
-80 - 0 \ paw mas 0gr
paw mas 00gr
paw mas 50gr
——— paw ma 00gr
torso mass: +50%
100 . . | | . . 20 . | . . . I i
0 2 4 6 8 10 [ 1 2 3 4 =) 6
t [s] t [s]

Figure 34: Yaw Ablation Study.

53



5.3 3D Reorientation

In this subsection, indicative results from arbitrary reorientations will be presented. The robot starts at an
arbitrary orientation, which is specified using the Roll-Pitch-Yaw (rpy) convention, and returns to qp = g;. The

results are showcased in figures and To increase the control authority of the system, the mass of the
paws is increased by 100gr.

Body Orientation : rpyy = [90°,0, 90°]

t[s]

Figure 35: Reorientation simulation: rpy, = [7/2,0,7/2]

Body Orientation : rpyy = [0,90°,90°]

Figure 36: Reorientation simulation: rpy, = [0, 7/2,7/2]

54



Body Orientation : rpyg = [90°,90°,0]

Figure 37: Reorientation simulation: rpy, = [7/2,7/2,0]

In all cases, it can be observed that the controller manages to stabilize the orientation within the specified
accuracy of 7.5°. However, the settling time is very large; on average, 16.7s. The sub-optimal performance is mainly
due to the manually selected hyper-parameters. Additionally, these parameters were tuned based on single-axis
re-orientations, leading to over-fitting and thus poor generalization in 3D manoeuvres. Moreover, the separation
of reorientation modes into discrete roll, pitch, and yaw manoeuvres, as per the allocation strategy discussed in
further degrades performance. This is supported by the cross-variant results in table Also, because of the
large range of motion of the leg manoeuvres, the controller fails to stabilize near the desired orientation, resulting
in oscillatory behavior. This is the reason for the large stabilization threshold of 7.5°. Finally, when the controller
is switching modes, it often introduces unwanted disturbances in other directions.

5.4 Experiment
5.4.1 Experimental Setup

The experimental setup is depicted in figure The robot is mounted on a testbed, which is essentially a
rotating rod that rotates together with the robot. For each rotational degree of freedom, the robot was placed
differently on the testbed, so that gravity was parallel to the axis of rotation. Orientation feedback was provided
by the laboratory motion capture system. The controller, estimation and motor controller nodes were deployed
on the on board computer, while the reference publisher and visualization were running on a different computer.
Communication was established via Wifi. The structure is depicted in figure

This setup ensures that gravity does not affect the rotation of the torso directly but rather acts as a disturbance
to the system, affecting the link motions. Additionally, as the axis of the rod does not pass from the centre of
gravitypzl, some bending moments are induced in the bearings that affect their friction characteristics. Indeed,
bearings are not designed for handling bending moments. To achieve better performance and overcome frictional
phenomena, the experiments were conducted with extra 100 gr in the paws to provide the system with greater
control authority. Also, the leg planner update rate was increased to 20Hz and only the latest angle reference was
given in the low level controller. This reduced oscillations in the system and provided a more constant reference
for the motors to track. Finally, no pitch experiments took place, as the presence of the rod severely limited the
workspace of the leg.

For roll and yaw, 2 kinds of experiments took place. A response to a step input reference of +90° and a response
to a changing reference (piecewise constant). The step responses were used to extract some quantitative results
for the controller and verify the simulation environment.

32In yaw, the axis passes through the centre of mass when the legs are in their default configuration, but not necessarily when
moving.

55



(a) Experimental setup for roll. (b) Experimental setup for yaw.

Figure 38: Experimental setup.
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Figure 39: System architecture during the experiment.

The second experiment showcases the ability of the controller to track more complex manoeuvres. Also, in
both roll and yaw, the last commanded displacement is greater than 180°, which showcases the ability of the
controller to select the shortest distance. However, in the diagrams, the last commanded angle was shifted (+360°)
to showcase the convergence of the controller.

5.4.2 Experimental Results

The step responses for roll are depicted in figure [0} while the tracking of the changing reference is shown in

figure

56



20

-20

-40

Ox [°]

-60

-80

-100

250

-100

Roll : —90 Roll : +90

100

— Experiment
---Reference

80

60

40+

Ox [°]

—Experiment
---Reference

4 5 6 7

L L L L 20
-1

Figure 40: Response to a step input reference for roll.
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Figure 41: Response to a changing input reference for roll.
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From the figures, it can be observed that the steady state error is around 1.5°, which is within the stabilization
threshold specified for roll 5°. Also, the robot requires 5s to stabilize a 90° turn. In the second experiment, the
controller manages to track a changing reference and finds the shortest path from 90° to —150° (or equivalently
210°), by continuing to turn in the positive direction, to minimize the distance metric that was introduced in
section

Similarly, the same types of experiments took place for yaw. They are showcased in figures [42| and

Yaw : —90
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: 40+
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Figure 42: Response to a step input reference for yaw.
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Figure 43: Response to a changing input reference for yaw.

From the figures, it can be observed that the steady state error is around 2.5° for the negative step reference and
almost zero for the positive reference. Also, the convergence time is different between the two turning directions,

58



requiring 6.5s to stabilize +90° and almost 12s for the negative direction. This can be attributed to the manual
tuning of the controller, which has introduced some anisotropy in the controller, and the misalignment of the rod.
Even though tuning of the testbest had taken place before the experiments, oscillations may have disturbed its
alignment and introduced a local minima in the direction of the robot, which favoured positive motion. In the
second experiment, the controller manages to track a changing reference and finds the shortest path from 120° to
—120° (or equivalently 240°), by continuing to turn in the positive direction.

5.4.3 Comparison with Simulation

To validate the simulation model, the reference positions generated by the attitude controller in the experiment
were replayed in a simulation that included the testbed and gravity was enabled in order to mimic the experimental
conditions. The results for roll are shown in figure It can be observed that the simulation has similar behaviour
to the actual system. The playback took place for different damping coeflicients for the testbed to investigate its
effect. However, the observed deviations are independent of the damping coefficient. Therefore, the differences
can be attributed to factors such as the imbalance of the rod, the presence of non-viscous friction (which is not
modelled in the simulation), and differences in motor saturation limits.

Roll step response : Experiment vs Simulation
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40
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Figure 44: Experimental and simulation roll displacement using the experimental motor references.

The results for yaw are showcased in figure [f5] Yaw presents a significant difference between the simulation
and the experiment, especially the positive step response. This can be attributed to the following:

e The motor models in the simulation are not accurate enough. The actual motor controllers have different
saturation for each gain term. This explains the non-smoothness of the displacement curves. Also, the motors
in simulation are ideal torque sources.

e The rod was imbalanced. This can be observed as the difference between positive and negative turning
directions is considerably greater. Imbalance in the rod can introduce an equilibrium point in the system,
which biases the angular velocity towards a certain turning direction. Before testing, the testbed was tuned
to avoid equilibrium points. But vibrations from previous tests, could re-introduce them.

e Non viscous friction moments are more prevalent in yaw, which has lower control authority than rolling
motions. Figure depicts the Stribeck curve, a comprehensive model of the tribological phenomena in
lubricated contacts. It demonstrates that friction increases at low speeds, potentially hindering resetting
motions where the robot’s angular velocity is lower compared to forward movements.
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Yaw step response : Experiment vs Simulation
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Figure 45: Experimental and simulation yaw displacement using the experimental motor references.
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Figure 46: Stribeck curve.

Finally, in figures [47] and [48] experimental and simulation results are compared. In both cases, the desired ref-
erence is tracked successfully. However, the performance varies between the simulation and the experimental data,
especially for yaw. This difference can be attributed to both different frictional phenomena and the performance
sensitivity of the controller to various dynamical parameters. The controller manages to find periodic trajectories
online, but these trajectories change depending on when the phase transition occurs.
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Roll changing reference : experiment vs simulation
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Figure 47: Comparison between experimental data and simulation for changing roll reference.
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Figure 48: Comparison between experimental data and simulation for changing yaw reference.
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6. Conclusions and Future Work

6.1 Conclusions

In this thesis, the modelling and attitude control of a jumping quadruped were investigated. A detailed
kinematic and dynamic analysis led to the development of analytical models for the robot. Also, analysing the
workspace led to the extraction of various operational constraints. A hierarchical model-based attitude controller
was then developed. The controller first optimizes the torso trajectory to track arbitrary orientation references
using a simplified rigid body model and virtual torques that are acted upon it. The quaternion parameterization
and suitable metric allow the top-level controller to select the shortest trajectory to the desired orientation in
less than 2 ms. The bottom module finds corresponding joint trajectories for only one leg to produce the virtual
torques that result from the body planner while respecting various workspace, state and input constraints. A
“resetting” strategy allows online computation of the joint trajectories and an allocation method projects the
optimal trajectories to the other legs. The controller was evaluated both in simulation and in experiments.

One important outcome of the present work is the simulation framework, which is easily modifiable, documented
and can be easily used to test reorientation scenarios both in free floating and experimental conditions. Also, it has
the same API as the actual robot, rendering it a useful tool that can be used for further development of Olympus.

The proposed controller manages to stabilize the robot in single axis reorientation scenarios. However, the
performance is suboptimal and worse than the state of the art [12] [I0]. The proposed controller has a lot of tuning
parameters; each orientation has 56 parameters. This makes achieving a stabilizing performance, let alone an
optimal one, a challenge. In addition, while the complete dynamic model of the leg allows for accurate handling
of workspace constraints, its complexity severely limits the horizon of the optimization, which in turn limits the
optimality of the leg planner. Also, the current formulation of the leg planner is conflicted, as the optimizer
tries to jointly track a setpoint reference and a desired torque. Due to the high nonlinearity of the problem, it is
generally difficult to achieve a suitable compromise. Finally, the proposed controller struggles to stabilize arbitrary
orientations. This is mainly due to the discretization of the turning manoeuvres in roll, pitch and yaw.

The experimental results showcase that the controller is applicable to a real system, as the robot managed
to reorient itself and track changing references. At high velocities, the experimental results closely mimic the
simulation. However, in slower velocities, such as the experiments in yaw, nonlinear frictional phenomena greatly
affect the result.

6.2 Future Work

The work of this thesis showcased that model based controllers can stabilize the attitude of a jumping quadruped
avoiding self collisions. However, the performance of the proposed controller must be improved in order to stabilize
the quadruped’s attitude during jumping. One direction could be the use of a hyperparameter optimization tool,
such as Optunaﬂ to find optimal MPC parameters, and increase the performance of the controller. Also, it is
expected to make the tuning process easier. Additionally, the present formulation can be used to create a series of
switching controllers with different setpoints and weights to increase performance near the reference orientation.
Another direction, is to use only the adjacent leg projection described in section and use two MPCs, one for
each side, to allow the controller to track multi-directional torques. This is expected to increase the performance
for arbitrary orientations, as hinted in table[I2] Finally, it is worth investigating simpler models for the legs to co-
optimize the the body trajectory and leg motions, and avoid using an allocation algorithm that in turn discretizes
the reorientation motions.

Regarding the experimental aspect, the current simulation framework should be modified to model the frictional
phenomena in the rod to allow for a more detailed comparison between simulation and experimental data. Also,
more detailed motor models should be implemented [35], [36].

33https://optuna.org/
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Appendix A - Euler-Lagrange Equations of Motion Extraction

General Methodology

For the derivation of the analytical dynamical equations, the Euler-Lagrange method was used. The process is
as follows:

1. Calculate the Kinetic energy (7") of the system.
2. Calculate the Potential energy (U) of the system.
3. Calculate the Lagrangian: £L=T —U.

4. Find the following derivatives:

7 (%)
(L)
dq

where q is the vector of generalized coordinates. Here q is the joint angle vector. The equations of motion

are given by:
g (0L oL
o () ot _, 0
ot \ 0q dq
where f is the generalized force. It contains:
e the coulomb friction: Fg sign(q) = diag{Fs1,..., Fs,..} - sign(q)
e damping forces: D q = diag{D7,...,D;,..} - q

e forces due to interactions with the environment: J7(q)h,, where J7 is the geometric Jacobian and h,
is the wrench vector from the end-effector to the environment

e motor inputs: 7

Usually, these equations are more useful in a matrix form, that takes the following form:

B(q)q + C(q,4)q + G(q) + Dq + Fysign(q) + I" (q)he = 7 (81)
5. Collect the terms to get the matrix form of the equations.

Having the dynamics in the form of equation , one can easily simulate the system using equation .
(This form is compatible with the matlab and acados solvers):

d |aq q

dt M B [B(q)1 - (1 — C(q,q4)q — G(q) — Dq — F,sign(q) — J*(q)h,)

Regarding the friction and damping forces, usually only the joint static and viscous frictioﬂ is taken in

account in robotics, and thus these forces can be calculated if the matrices F, and D are defined. Both in drake

and simscape, one can directly define these matrices. These forces will be ignored, except if stated otherwise. The

interaction force is zero as long as there are no interactions, such as when the robot is moving in free space. Thus,
initially, one has to find the B, C, G matrices.

(82)

Calculating the Lagrangian
The first step is the calculation of the Lagrangian. The following steps are needed:
e Definition of the transformation matrices *~1'T;.

e Loading of the geometric and inertial quantities of the leg, from the URDF.

34Friction forces that have to do with the end effector and the environment are modelled as an external wrench he.
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e Calculatation of the positions of the coordinate frame i with respect to the j fram

P, = 13;(1:3, 4) = [I353 03,1 ' Ty {0?1“] (83)

e Calculatation of the orientation of the coordinate frame i with respect to another j frame

IR; = IT;(1:3, 1:3) = [Isp3 0341] ‘T, [(I)?*j (84)

e (Calculation of the positions of the center of mass of link ¢ with respect to the 0 frame. From solidworks, we
have ‘r.; (the position of the center of mass of link ¢ with respect to the coordinate frame of the link 7).

'%.; = "P;+ R, ‘r.; (85)

e Calculation of the angular velocities of the coordinate frame i with respect to the 0 frame. These are the
same as the angular velocities of the center of mass of the link i with respect to the 0 frame.

Yw; = %wi_1+ °R; [0, 0, " (86)
e Calculation of the linear velocities of the coordinate frame i with respect to the 0 frame.

Oui = 0111;1 + 0112:71 + [sz;l]x ORz;l i_lpi (87)
=0

e Calculation of the velocities of the center of mass of link ¢ with respect to the 0 frame.

Yuci = Cwi+ul; + Pwi)” 'R, re, (88)
—~—

=0

Having calculated these quantities, it is easy to write the Kinetic energy as:

1 1
T = ; |:2ml Ouzi Oucyi -+ 5 Ow;f ORZ' Il (ORZT) Owi (89)
The potential energy is :
3
U=-> mig "%, (90)
i=1

where g is the gravity vector expressed in the base frame of the kinematic chain.
The Lagrangian is the L =T — U

Getting the B,C,G matrices

Getting the derivatives of the Lagrangian can be done using the differentiation functions of the symbolic
package of matlab.
Each equation concerning the i-th DOF has the following form:

eqi =Y _bij(@)d;+ Y cij(q.@)d; + Gi(q) (91)
J J
To get the matrices, the following process is followed for each degree of freedom 1:

1. Get b; ; from the coefficients of G; in the equation of the i-th degree of freedom. This can be achieved as the
polynomial of §;, p(g;) has degree deg(p(G;)) < 1. The latter fact can be observed from .

2. Update the equation:
1 ..
eq; " = eq; = bij(@)i
J

35Indexing via matrix multiplication was done because symfun objects cannot be indexed using parenthesis indexing
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3. Get ¢; j from the coefficients of ¢; in the new equation of the i-th degree of freedom eg;’' ew:l The polynomial

of ¢;, p(¢;) has degree deg(p(¢;)) < 2. This fact can be observed from (91). The polynomial is p(g;) =
Po + P1G; —|—p2qj2. So c¢; ; is obtained by :
Cij = P1+ D2g;

Generally, there are inﬁnit@ choices for the C matrix.
4. Update the equation:
cw,2 vew, 1 . -
6q;lm}7 — eq;m;, _ Z CiJ (q’ Q)C]j
J

new,2

5. The rest are the gravitational terms: G;(q) = eg;

Getting the coefficients is done by the coeffs command of the symbolic toolbox. Getting the coefficients of
the full polynomial for each degree of freedom is done by providing the ’All’ argument.

368iciliano [14], section 7.2.1. For example, a term kq1go in the i-th equation can be distributed in the C matrix as follows:

ciit+ = A2
ciot = (k= Nq1
where A € R.
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