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NeplAnyn

Elval katL mapamdavw and npodaveg otL to Atadiktuo dev gival To (610 OnwG MPLV Ao UEPLKEG
Oekaetieg. E¢eAixBnke kal €depe véEQ amMOTEAEOUATO KAl TOPAYOVIEG TTOU TO AAAaav Kol TO
£KOVOV CUUBOTO HE TIG TPEXOUCEC AVAYKEC. EXOUME YIVEL LAPTUPEC LLOG EMAVACTOONG KOL TNG
yévvnong texvoloylwy onwce to Internet of Things, eup£éw¢ yvwotd we loT ot pépeg pag. To
napadoolakd Aladiktuo €xel Sleloduoel oe MOAAOUC TOMPE(C TNG KaBnuepwvotntag Kat Sev
0KoAoUBEeL MALOV TO QpPXLKO TTAPASELYUa, OTIOU O XPNOTNG OVOLyeL €vav emttpanéllo 1 opnto
umoloylotr] kal cuvdéetal oto Sladiktuo. H 16éa twpa eival OTL «avTiKeipeva» OMwG oL
umoloylotég  pag mAakétog (SBC) 1 oL povadeg emefepyaciag xYapnAolu KOOTOUG
Xpnollomolouvtal o Topelg omwe n EEumvn Mewpyia n ta OxAuaATa Kol PECW QCUPHOTNG
ocuvbeong (2G/3G, 4G, 5G, Wi-Fi, LoRa , Zigbee, Sigfox, Bluetooth, Satellite,...) kaL otaBepsg
ouvbéoelc (LAN, omtlkég iveg,..) o xpnotng umopel vo oAAnAsrudpdoel pe aobntnpeg Kot
EVEPYOTIOLNTEG, TIPOKELUEVOU VA TIAPOTNPNOEL, UETPNOELC apxeiwy kataypadng dedopévwy Kat
va evepynosl avaloya. Ta SBC kat ot povadeg emefepyaaiag xapunAou KOOToUG ival eEOMALOUEVQL
UE aLoOnTrpeg, eMoUEVWC gival LOAVLKA yLa TTOAAEC TTEPLOXEG OTIOU UTIAPXEL OVAYKN YLOL AVIXVELON
Kot kataypadr O6eSopévwy oe pila 1 Teploootepeg ouvdéoels. Qotdoo, n xprion tou loT
nepAapBavel mMoANG TteplocoTeEpa Ao TNV amAn kataypadn dedouévwy pécw atebntripwv. OL
HOVASEC Umopouv va Asltoupyolv avetdptnta amd tnv emnifAsePn Tou xprnotn. Mmopolv va
AelToupyoUV aUTOVOUO HECW TNG XPHONG TPOYPAUUATWY TIOU £X0UV amoBnkeutel og autad. MNa
napadeypa, oto Internet of Vehicles (loV) mou eival pa umokatnyopia tou loT, ot koupot
(oxAuata) umakovouv otn Aoylkp tou loT. EmumtAéov, ekteAoUv O CUVBETA TPOYPAUUATA,
mpayuatonololv aAlayn tng B€ong toug Kal avallouv To meplBAAlov yla TNV aoPAAELld TwWV
Xpnotwv mou Ppiokovtal péca ota oxnuata. To loT umopel va Sdtacuvdéetal pe Cloud kot
Sladopec Ynnpeoieg Aladiktuou, wWoTe €vag Xprotng mou {eL otn Meppavia va pmopet va eAéyxet
TOV £EUTIVO ETPNTH EVEPYELAC TTOU £ival TomoBeTnuévoc o £va ortitt otnv EAAGSa.

Me tnv g€£AEN TG Mnxavikng Madnong (ML) eivat ebikto va ektedeotel kwdikog ML og SBC kot
VO TIOPEXETAL TIEPLOCOTEPN EMEEEPYAOTLKN LOYXUC OTIG OUOKEUVEG loT. Aev eivatl acuvibioto va
OUVSEETAL pLa KAPEPO O pia povada emefepyaociag xapunAol KOGTOUG Kol LECW TNG XPHONG EVOC
EKTIALSEVUEVOU HOVTEAOU ML LKOVOC YLl VO CUUTIEPAVOUE OVAYKEC emefepyaaciag {wvtavng
£LKOVAG, OTIWG EAEYXOC TIAPACITWY O aypoKTnUa 1 avaluon alatotntag eSadoug Kat avaiuon
ooBevelwv twv GUAWV. Ta pn emavdpwuéva evagpla oxnuata (UAV) cuvdéovtal aclpuata pe
otaBuolg Bdaong kot prmopoUlv va TpaPrfouv €KOVEG ATO €va QyPOKTNHO TIPOKELLEVOU Va
EVTOTILOOUV BACLIKA TTPOPARLLATA OTO QYPOKTNLLAL.

Aut n SLaTPLB TEKUNPLWVEL TNV TpEXOUoQ epyacia oe edappoyéG tou ALaSIKTUOU TwV
MpayHATWY OTOV TPAYHOTIKO KOCUO o€ SLadopeTIkoUG TOUELC. ApXLKA, avaAUETAL N AOYLKN) KalL Ol
Sladopec Aemropépeleg tou loT kat ™G Mnyavikng Mabnong otn yewpyila akplBeiog.
Edapuootnke €va oxnua yla tTnv aviyveuon kat afloAoynon SladopeTIKwy apayoviwy o€ Eva
EpyooTnplakoe melpapa. Aviyvevetal Kkal Kataypadetal n Beppokpacia, n  umeplwdng
aktwofoAia, n uypacia tou e£ddadoug kaL n uypaocia tou aépa. Méow tnNg Xpnong evog
e€ehlypévou emavalappavopevou veupwvikoU Siktiou - MakpompoBeopng MvhAung (RNN-
LSTM), eivol og Béon va ipoBAETEL KALPLKEC CUVONKEC, WOTE 0 XPHOTNG VA LMTOPEL VAL EVTOTIOEL
note xpetaldtav apdsuon tou GuToU 1 TOU AypPOKTAUOTOS. Me autdv Tov TPOMo o Xprnotng Ba
purmopolos  va  efolkovopnoel  LSATIVOUG TIOpoOUG Kal xpAupata amodelyovtog TV
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neptten/unepPorikr) dpdeuon. H evépyela elval €vag moAutwog / omavio¢ mopog ota
aypoktApata. Q¢ ek TOUTOU, TIPOXWPA Kal ot avAluon SlodopeTikwy povadwy loT Kal Twv
OXETIKWV aoUPHOTWY CUCTNHATWY, TIPOKELLEVOU VO EVTOTILOTOUV TPOToL BeATioTonolnong tng
KOTAVAAWONG EVEPYELAG.

AeUTeEpOV, Tpayuatonowdnkav nelpdpota otn odaipa tou Aadiktiou twv Oxnuatwy (loV),
omou n aodaAela lval KploLpog apayovtag. Mo oUYKEKPLUEVA, TTPOCOUOLWONKE €va SikTuo
oxnuatwv loV og mpooouolwTtr ns-3, 6rmou avaAlOnkav StadopeTIKA AoUUETPO KQUTITOYPADIKA
npwtokoAa (NTRU, ECC, HECC-g2, HECC-g3, RSA). Mapatnpndnkav HETPACEL; TWV XPOVWV
KpuTmtoypadnong/anokpumtoypddnong, LeyEDn pnvupdtwy, xpdvoug Snutoupyiag urtoypadwv,
Xpovoug enaAnBsuong umoypadng, HeyeOn avtaAlayng xelpaiog Kal xpovoug avtoAAoyng
PeVSWVUPWY, VW EEETACTNKE ETIONG TIWG EMNPEACTNKE N EVEPYELX TWV KOUPwWV (oxnuaTwy)
KOTA TNV EKTEAECN KABE ACUUETPOU TIPWTOKOAAO.

Tpitov, avaAuBnKav Ta AMOTEAECUATO TWV LOVIEAWY Mnxavikng MABnong Kal o CUYKEKPLUEVOL
TWC oUUTIEPLDEPETAL TO HOVTEAD ZUVEALKTIKOU Neupwvikol Atktvou (CNN) otav ekteleital os
SL0POPETIKEG OPXITEKTOVIKEG emefepyaoiag. Xpnowpomowibnkav 3 SBC mou evowpdtwoav
Sladopetikeg povadeg enefepyaoiog (CPU, GPU, TPU) mou XpnoLUOMOLOUVTOL OTO KOMUATL TOU
inference yla tTnv avdluon £wkovag mou oxetiletal pe TG 0oBéveleg Twv UMWY, H TpEyouca
£peuva EMIKEVTPWONKE Kupiwg otn xpnon CPU, pvAung RAM kat swap, kKoBwg kal otn
Bepuokpacia Kal TNV KATOVAAWON EVEPYELAC.

Tétaptov, unmnpéav ektetapévo melpapata pe povadeg Arduino loT oe dappeg pullov Kot
KOAQUTIOKLOU, Pe xprion Mnxavikng Madnong kat o cuykekpipéva ta CNN kot ta RNN-LSTM. H
Mpappiky NoAwvépounon kot n NoAAamAn MaAwvSpounon xpnolponowénkav €mniong yla tnv
QVAAUCT TWV OYPOKTNUATWY, KOL CUYKEKPLUEVA OE QyPOKTHHATO 0pUIWVWV. IXESLAOTNKE EMIONG
MLOL TIPWTOTIOPLOKI] GUGKEUN Yo EPEUVNTLKOUE AOYOUG, OoTa TAALOLA TNG O poU oA ALSOKTOPLKNG
AwatpLpnic, otnv omola avaAuBnke n cuAhoyn pnTivng KAl KAoUToOUK ou UAomolOnke pe faon
Tov MLKpoeAeyktr Arduino kat Siddopoug aloBntripeg, mou petadidel otov TEAKO Xprnotn
mAnpodopleg yLa tnv katdotaon Tou meplBaiiovtog.

TéNog, edeupébnke €va TPWTOMOPLOKO YPOUUATOKIPWTIIO YloL EVIUTIEC ETUOTOAEG, ME TN
SuvatodtnTa va evnUEPWVEL ToV XPAOTN HEow unvupdtwv Short Message/Messaging Service
(SMS) oe mepimtwon ARYPng emLoToAnG. XpnoLomolel évav alobntipa UEPUBPWYV TTOU AVIXVEUEL
™ AQYPn evog vEou YPAUUATOC Ylol VO avayvwplosl TOTe UMAPXEL Eva VEO YPAUUA LECA OTO
YPOUUATOKIBWTLO. Evowpatwvel eniong 086vn uypwv KpuoTdAwv (LCD) kot mAnKTpoAdyLo ylo
TOV £A€YX0 OPLOUEVWY AELTOUPYLWV OTIWG 0 aplBUog Kvntol tnAedwvou tou TeAkol Xprotn, N
Tpéxouoa KotavaAwon Kat n oxV¢ onuato¢ GSM/GPRS (Maykooplo Xvotnua Kwntwv
Erkowvwviwy). O xpRotng Umopel emiong va eAéy€el tn tapkelo {wng tng pnatapiag. H cuokeun
£xel KatoyupwbBel pe SimAwpo eupeotteyviog otov Opyaviopud Blopnxovikig IStoktnotiag
EA\GSog.

NE€erg KAewdud: Texvnty Nonpoouvn (TN), Tuveliktikd Nevupwvikd Aiktua (INA), Aladiktuo twv
Avtikelpévwy (ATA), EmoavaAnmuikd Neuvpwvikd Aiktua Makpdg-BpaxUxpovng MvAaung, ),
Raspberry Pi, NVIDIA Jetson Nano, Google Coral TPU, Compute Unified Device Architecture
(CUDA), Arduino, aiwoBntnipec, mpoPAedn, Awadiktuo twv Oxnuatwv, Kpumrtoypadia, RSA,
EMeuntikég KaumuAeg, Yrep-EAeuttikeég KapmuAeg, NTRU, AES.
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Abstract

It is more than obvious that the Internet is not the same as it was a few decades ago. It has evolved
and brought new results and factors that have changed it and made it compatible with the current
needs. We have witnessed a revolution and the birth of technologies like the Internet of Things,
widely known as loT nowadays. The traditional Internet has penetrated many areas of our
everyday life and we no longer follow the initial paradigm, where the user turns on a desktop or
laptop PC and connects to the internet. The idea now is that “things” such as Single Board
Computers (SBCs) or low-cost processing modules are being used in areas such as Smart
Agriculture or Vehicles and via wireless (2G, 3G, 4G, 5G, Wi-Fi (Wireless Fidelity), LoRa (Long
Range), Zigbee, Sigfox, Bluetooth, Satellite...) and stable connections (LAN — Local Area Network,
optic fiber, ...) the user can interact with sensors and actuators, in order to observe, data log
measurements, and act accordingly. The SBCs and the low-cost processing modules are equipped
with sensors, so they are ideal for many areas where there is need for sensing and datalogging
over one or more connections. However, the usage of loT involves so much more than just
datalogging via sensors. Modules can work independently of user supervising. They can operate
autonomously via the use of programs that have been stored on them. For instance, in the
Internet of Vehicles (loV) which is a sub-category of 10T, the nodes (vehicles) obey to the loT
rationale. Furthermore, they execute more complex programs, implement changing of their
position, and analyze the environment for the safety of the users that are inside the vehicles. loT
can interface with Clouds and various Internet Services, so a user who lives in Germany can control
the smart Energy Meter which is placed in a house in Greece.

With the evolution of Machine Learning (ML) it is feasible to execute ML code in SBCs and provide
more processing power to the loT devices. It is not uncommon to attach a camera to a low-cost
processing unit and via the use of a trained image ML model to inference live image processing
targeting needs such as pest control in a farm field or soil salinity analysis and leaf disease analysis.
Unmanned aerial vehicles (UAVs) are connected wirelessly with base stations and can capture
images from a farm field in order to identify essential problems in farm field.

This thesis documents our work on real world Internet of Things applications in different areas.
First, we analysed the rationale and various details of 1oT and Machine Learning in precision
agriculture. A scheme was implemented in order to sense and evaluate different factors in a
laboratory experiment. We sensed and logged temperature, Ultra Violet (UV) radiance, soil
moisture and air humidity. Through the use of a sophisticated Recurrent Neural Network - Long
Short Term Memory (RNN-LSTM), we were able to forecast weather conditions, so the user could
identify when there was need to irrigate the plant or farm field (in cases of scaling up). This way
the user could save water resources and money by avoiding unnecessary/excess irrigation. Energy
is a valuable/scarce resource in farms, therefore we also proceeded to an analysis of different loT
modules and the related wireless systems, in order to identify ways to optimize energy
consumption.

Secondly, we performed experiments within the realm of the Internet of Vehicles (loV), where
security is a critical factor. More precisely, we simulated an IoV network of vehicles in an ns-3
simulator, where different asymmetric cryptographic protocols Number Theory Research Unit
(NTRU), Elliptic Curve Cryptography (ECC), Hyper Elliptic Curve Cryptography — genus 2 (HECC-g2),
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Hyper Elliptic Curve Cryptography — genus 3 (HECC-g3), Rivest Shamir Adleman (RSA) were
analysed. We observed metrics of encryption/decryption times, message sizes, sighature
generation times, signature verification times, exchange handshake sizes, and pseudonym
exchange times, while we also examined how the energy of the nodes (vehicles) was affected
when executing each asymmetric protocol.

Thirdly, we elaborated on the effects of Machine Learning models, and more precisely how the
Convolutional Neural Network (CNN) model behaves when executed in different processing
architectures. We used 3 SBCs that incorporated different processing units: Central Processing
Unit (CPU), Graphics Processing Unit (GPU) Tensor Processing Unit (TPU) used in the inference
part on image analysis related to leaves’ diseases. Our research focused mainly on CPU-, Random
Access Memory (RAM)-, and swap memory usage, as well as temperature and energy
consumption.

Fourthly, we experimented extensively with Arduino loT modules in rice and maize farms, in
cooperation with Machine Learning and more specifically CNNs and RNN-LSTMs. Linear
Regression and Multiple Regression were used for farm metrics' analysis, especially in rice fields
farms. There is also a pioneer device analyzed towards resin and rubber collection presented
based on Arduino microcontroller and various sensors, that transmits to the end user information
about the environmental conditions of the resin/rubber collection via GSM/GPRS or via Xbee
Zigbee.

Lastly, a pioneer mailbox for hardcopy letters, was invented, with the ability to inform the user
via Short Message/Messaging Service (SMS) messages if a letter is received. It uses an InfraRed
sensor which senses the reception of a new letter in order to identify when there is a new letter
inside the mailbox. It also incorporates a Liquid Crystal Display (LCD) screen, and keypad in order
to control some functions such as the end user’s mobile number, the current consumption and
the GSM/GPRS (Global System for Mobile Communications/General Packet Radio Service) signal
strength. The user can also check the life of the battery. The device has been patented in the
Hellenic Industrial Property Organisation (“OBI” in greek).

Keywords: Machine Learning (ML), Convolutional Neural Networks (CNN), Internet of Things (loT),
Recurrent Neural Networks — Long Short-Term Memory (RNN-LSTM), Raspberry Pi, NVIDIA Jetson
Nano, Google Coral TPU, Compute Unified Device Architecture (CUDA), Arduino, sensors,
forecasting, Internet of Vehicles (loV), cryptography, RSA, ECC, HECC, NTRU, Advanced Encryption
Standard (AES).
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zuvoyn

Jtnv mopouoa ddaktopikn dLatplr mapouataletol n €peuva Kal Ta EpApata Tou uroPndiou
miou éAafav xwpa os BEpata AladIktuou Twv AVTLKELLEVWY, E0TLATOVTOG KUPLWwG o€ 2 AEOVEC, TNV
E€aywyn Nvwong kat tnv AcddaAela.

210 1° kepaAato yivetal AOyog yla TG epappoyEG Tou ALaSIKTUOU TwV AVTIKELUEVWY (ATA) otnv
lrewpyio AkpiBeiog. H Nrewpyla Statnpel pia e€€xovoa B€on otnv Kowwvia KaL KAt MEKTACH OTNV
KOLVOTNTA o€ ayKOopLa KAlpaka. Yrdpxouv MoAAEG SUCKOALEC TToU MPENEL va EemepaotolV oe
OLUTOV TOV TOMEQ, OTtWC YLa Ttapadelypa n achaAela tou dayntou, N cwoth xprion Twv dtadopwv
TOPWV TIOU UTIAPXOUV TV $Uaon, ol SLOKUUAVOELG Tou KALpatog, n avénon IAtnong ya ¢aynto
KOlL N omatdAn BlomotkAoTnTac. To AladiKTUOo TwV AVTLKELUEVWY, €lval pLa TexvoAoyia ou pmopet
va BonBnosl wote va 600el pa Abon og moANG and ta npoavadepBivia mpoPARpaTa, LE TNV
gvepyoroinon tng Mewpyiog AkpLBeiag we pépog tng rewpyiag 4.0, d€pvovtag pe autdv ToV TPOTO
T KoAUTEpa amoteAéoparta o KABe mepintwon. Mia Baotkr mpokAnon €ival o HETPLACUOG TNG
XPnong vepou otnv Mewpyia.

To ATA mpayuatomolel tnv ouvdeon avAapeca o TOAMEG CUOKEUEC, TIPOKELUEVOU Vo
aAnAoemibpaoel pe tnv avialloyn SeSopévwy Kal AapBavovtag oav MAEOVEKTNUO UTNPEGCLEC
Nédoug. Ta Oebopéva mou ocuMAéyovtal amo OladopeC cuokeuég ATA Tou PBplokovtot
TOTOOETNUEVEC OE OTPATNYIKA CNUELQ, UTOPOUE OTNV CUVEXELA VA TA EMEEEPYAOTOU UE KOIL VOL TOL
afLoTIOL) OOV UE O aVAAUOELG KOl Ao ACELG OXETIKEG e BeATioTtomoinon. H texvoloyla AtA, £xel
£l0€ABEL OTOV EUTMOPLKO TOUEQ KOL UTIAPXOUV TIOAAEC TIPOOTIABELEG TIPOKEIUEVOU VA VIVEL TILO
dAKN tpog Tov xprotn. To ATA mapouactalel TV SuvatoTNTA OV €XEL 0TO VA BEATIWOEL TIC LWES
Twv avBpwnwv Kabwc Kal otnv BeAtiwon Sladopwv AEITOUPYLWV O€ TOKIAOUC TOUELG, OTwg oL
£€NC: TOMEQC Uyelag, TOMEOC eKMaldeuong, TOHENC TOPOAYWYNAC KOL AypoTIKOG Topéog. Mo
OCUYKEKPLUEVQ, N artoSo)I HLOC TETOLAC TEXVOAOYLOC, OwG To ATA otov topéa tng Newpylag odnyel
Tpo¢ TNV gudavion g Fewpyiag 4.0. Mia amnd tg ouclwdelg SUCKOAIEC TTOU UTIAPXOUV CHUEPA
glval ouvdebdepévn e to clotnua Slatpodnc, KaBwWEC o TAYKOOULO ETIMESO UTIAPXEL N AVAYKN
ylo avénon tng mapaywyng dayntou emmAéov 50% péxpL tnv xpovid 2050, os oxéon ue to 2010
n mapoxn Tpodnc os £vav mpoPAenopevo mANBuouo mepimou 10 Sloekatoppupliwv avBpwnwy
eivat 18laitepa UokoAN, evw mapaAAnAa avdvovtol oL TILECUEVOL KAl TIEMEPACUEVOL TIOPOL (0TN
duon) Kat n avaykn MPOCAPUOYNG OTLG TOXEWS UETABAAAOUEVEC KALLATIKEC ouvOnKeg. QoTOoO,
TO onuepwod KAlpa kabwg kot ol umolouneg meplBallovtikég ouvOnkeg dev Bonbouv otnv
QMALTOUEVN alEnon TNG GUTIKAG MOpaywyng e TNV mapadoolakr) mpoogyyilon otn Mewpyia. Ot
teXvoloyieg mou meplypadovtal oto kedpdhalo 1 propouv va Bonbricouv otnv eniAucn autou
TOU MPOPBANMATOG KoL va eMPEPOUV AUENON TWV ANoSOcewV KOBWE Kal Lelwon Twv avaykaiwy
TIOAUTILWY TTIOPWV. X auTd TO onuelo, n Fewpyia AkplBeiag kat n €€umvn Mewpyla pmopouv va
BonBrioouv. H uwoBétnon twv peBOdwv tng akplBoug Aapdeuong Bonba Toug aypoteg va
XPNOLUOTIOLOUV VEPO HOVO OTLG KOAALEPYELEG TIOU TO XPELAIOVTIAL TPAYHATIKA. TO QmMOTEAECUA
elval n e€olkovopunon vdATVWY TOPWV.

Elvat yvwoto ano tnv BipAoypadia, 6tL ot Hvwuéveg MoAtteleg xpelalovral mepinou to 80% vepd
NG XWPOG Kal TEPLOCOTEPO amo To 90% mou XPNOLUOMOLE(Tal OTLG SUTIKEG TOALTELEG. TNV
KaAwdpopvia, kat to €tog 2019, yia va moticouv 1.530.000 otpéupata apuySdalou, ol aypoTeg
xpnotpomnoinoav 195,26 dioekatoppipla yohdvia etnoiwg. e pio GAAn epyacia, umtootnpiletot
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OTL n avudpn meploxn 6aong oto PopeloSuTikd TUAA tng Kivag mapéxel vepd oto 95% tou
TomikoU TANBuopol Kot oto 90% TNC OLKOVOULKNG Tieplouciag Alyotepo amd to 10% tng
KOTEXOUEVNG TTEPLOXNG, TTOU elval n Baatkr {wvn Tng teploxng. To cvotnpa apdeuong umootnpilet
TN YEWPYLKN KOl KOLWWVIKOOLKOVOUIKI) XPRon Tou vepoUl, Kal dlatnpel tnv Loopporia tou
neplBaAAovtog, mou kaBopilel tnv emBiwon tng 6aong. To cuotnua Apdeuong TAPEXEL
UTIOOTAPLEN OTOUG TOUELG TNG MEWPYLAG KL TOU KOLVWVLKOOLKOVOLKOU TOUEQ. M TNV TMEPALTEPW
£MEKTAON TOU, Slatnpel pLa .ooppomia oto neptBaAlov mou sivot urmtelBuvo yLa TNy emBiwon Tou
OLKOOUOTAMOTOG TNG 6aonc. Ta teAeutaia xpovia, Aoyw tn¢ SOUAELAG Twv avBpwrnwy Kal Aoyw
TWV KALOTOAOYIKWY aAAQywV, TTOPATNPEITOL TTOCOTIKY HETABOAN TOU VEPOU TIOU UTIAPXEL OF
AvudpeC EPLOXEC (0aon). Zuvenela auToU elval OTL emnpealovral oL UTIOYELEG SeEQUEVEC VEPOU),
TO VEPO TOU ATALTE(TAL YLOL TN YEWPYLKA SpaoTnELOTNTA KAl N aVTLIOTOLKN AAQTOTNTA TOU VEPOU.
JUudwva pe tnv Naykooua Tpamnela, mepinou to 70% Tou MOCLUOU VEPOU €lval amapaitnTo yLo
™ Mewpyla, evw ta epyooTtacta Kal n umoAounn Bopnyxavia xpetalovrol mepimou 1o 20%. To dAAo
10% tou vepoU xpnotpomoleital S1eBvwg yLo olKLakES epyaoiec. MExpl o £10G 2050, oL avBpwrtot
mou ouv otn 'n Ba ptdcouv Tov eKMANKTIKO aplBud twv 10 Sioskatoppupiwv. Eival mpodaveg
OTL OL AVAYKEG O€ VEPO Kal TpOdLua Ba auEnbouv.

Moto eivat to mpoBAnua

To loT Bploketal og MOAU WPLUO EMiNeSO MPOKELEVOU va ePapPUOOTEL oTOV TopEA TN Mewpylag
KoL va Swoel AUoelg og TIOAAAG {NTAPaT, OMWE N BLWOLKOTNTO, N MOLOTNTA KL N TTOCOTNTA 0TV
anodoon, n oxéon KOOTOUG-OMOTEAECUATIKOTNTAC. Avamtucoovial cuothuota  €Eumvng
apbeuonc yupw amnod cuokeuég loT, mou anotelouvral and atedntipeg, CPUs, Kol EVEPYOTOLNTEG,
TIOU OTOXeUOUV OTNV EKTIUNON TOAWV TOPAUETPpWY, OMWE N Kotdotacn tou £8ddoug, n
KOAALEPYELQ, T KALPIKA GOLVOUEVO KoL TIAPEXOUV UTOOTNPLEN OXETIKA HE amodAoELS TIOU
Aappavovtal yia tnv apdeuon ¢putwv. MNa to Adyo autd, Ba MPEMEL va UTIAPYEL CWOTH EKTIUNGCN
YLOL TO TTOOO0 VEPO TIPETIEL VAL XPNOLUOTIOLEITAL O€ £val aypOoKTnUa, StadopeTika Ba £xoupe EAAeLdn
1 meploogupa veEPOU, |LE ATIOTEAECLA VAL UTIAPXOUV TIPOBANLOTA.

AUaon oto npoBAnua
Mo tnv Abon tou TMopandvw TPOPRANUATOG XPNnoluomoBnke o UikpoeAeyktng Arduino oe
ouVOUAOUO e ToUG KATwOL alodntipeg, onwg dpaivetal otnv Elkova 1:

a) XWwPNTIKOG aLodnTRpaC yla LETPNON TNG vypaciog eddadoug

b) o DHT22 aiweBbntrpag ylo thv HETpnon tnhe Beppokpaoiag Kot Tng uypaciag

c) o VEML6070 aieBbntrpag yLa tnv LETpnon tng Yrneplwdoug aktvoBoAiag

JTNV OUVEXELD, KATOUETPNOAUE TG SLADOPEC TMOPOUETPOUG ATO TOUC aUoONTPES KAl TTHPAUE
kamota amoteAéopata. Me tnv Bonbsia Mnyovikng Mdadnong Kal TIO CUYKEKPLUEVA EVOG
veupwvikoU Siktuou RNN-LSTM, xpnotpomnotioape cav elcodo ta Sedopéva mou THPOUE amo
TOUG QULOONTAPEG KoL UTTOPECAE VO KOVOUE TIPORBAEPELG yLo. LEAAOVTLKEC TLUEG OE OXECN LE TNV
Bepuokpaoia, uypacia agpa, vypacia edadoug kat uneplwdouc aktvoPBoAiag. Emiong, yla to
OUYKEKPLUEVO TIELPAO XPNOLLOTIOLCOUE SLAPOPETIKA CUCTHATA AoV PUOTNG ETILKOWWVIAG KoL
KOTAYPAPOUE TNV KATAVOAWON EVEPYELOG UE €LOIKI] CUOKEUN KATAUETPNONG EVEPYELAG TIOU
avantuxbnke oto Epyaotrplo Awaxutng Nonpoouvng tou E.M.M. Ta amoteAéopata ¢aivovral
otov Mivakag 1.
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Raspberry Pi 4B (4GB)

240 AC to 5.1 Volt DC
and 3 Amperes power
supply

Xbee explorer USB +
Xbee Zighee

AAA Baottery -|
l- Asemieg vy

AAA Battery -|
|- Aszmes vuy

5 Valt

Xbee + Xbee
adapter

% UV sensor

DHT22

Ewkova 1 H cuvdeopoloyla Tou KUKAWUATOG yLa TNV KETPNON Twv Stadopwy mapapéTpwy tou Gputou (Beppokpacia
aépa, vypaocia aépa, UV aktivoBolia, vypaocia edadoug).

PeUpa Asttoupyiag (mA)

- (o] o < n ((-] ~ -] ()] 3
Ztolyeio & & & & & & & S S S
<] <] <] 3 3 3 3 3 3 3
P P P P P P P P P P
g g g 8 8 8 8 g g g
Q Q Q =l =l = =l Q Q Q
Soil moisture sensor 4.8 4.8 4.8 4.8 4.8 4.8 4.8 4.8 4.8 4.8
DHT22 sensor 1.4 1.4 1.4 1.4 1.4 1.4 1.4 1.4 1.4 1.4
VEML6070 UV sensor 3.3 3.3 3.3 3.3 3.3 3.3 3.3 3.3 3.3 3.3
Arduino MEGA2560 R3 (measured without pins used) | 109 109 109 109 109
Xbee Zigbee 41 41
SIM900 GPRS (EGSM 900) mean of (PCL=5) 310 310
SIM7600E 4G (20Mbps) 624 624
Adafruit RFM96W LoRa Radio (+13 dBm) 51 51
Adafruit RFM96W LoRa Radio (+20dBm) 152 152
Raspberry Pi 4B 290 290 290 290 290
ZUVOALKO peUpa KatavaAlwong (mA) 164.3 333‘3 747.3 | 1743 | 275.3 | 345.3 | 614.3 | 928.3 | 355.3 | 456.3
Téon (Volts) 5 5 5 5 5 5 5 5 5 5
KorravéAwon lox0oc (in mWatts) 8215 ;166. 2736. 8715 é376. é726. 3071. £51641. ;776. ;281.

Mivakag 1 JUYKPLTLKN AIMEKOVION TwV SLladOopwv AcUPUATWY HOVASWY UE SLadOPETIKOUG UIKPOEAEYKTEG, WG TIPOG TNV
KOATAVAAWGN EVEPYELAC.
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To kedAaio 2 avadpetal otnv xpron dladopetikwy Babuidwyv enefepyaoiag, onwg CPU, GPU
kat TPU otov Topéa tng Mnxaviking Mabnong, kabott eival eupéwg ouvdedepévn ta teAeutaia
Xpovia pe povadeg ATA, kal tovilovtol Ta TTAEOVEKTAUATA Kol TO HELOVEKTAUOTO KAOE
npoogyylonc. Ta tedeutaio xpovia €KTOC amo tnv KAooolk Pabuida evdg moAu-mupnvou
enefepyaoTtr) TIOU XPNOLUOTOLEITAL YL TNV OvVayvVWELoN £IKOVAG OTO KOUUATL TOU AgyOpEevVoU
inference, 6nAadn tnv Asttoupyla mou yivetal n avayvwplon (CUUMEPACHA), €XOUV KAVEL TNV
gudAavion Toug Kal AN BaBuidec, OMwE MOAU- VNUOTIKEG KAPTEC YpadIKwy, Ta yvwotd Graphics
Processing Units (GPUs). Emiong, ta teleutaia xpovia €xouv KAvel epdavion kot ta Tensor
Processing Units (TPUs). 2to kepalalo 2 mapouctdloupe MwG avtamokpivovtal 3 SLadopeTIKES
OPXLTEKTOVLKEG OTO (Ol0 EKMALSEUUEVO HOVIEAO QVOYVWPLONG ELKOVAC, KATL TIOU €XEL UEYAAN
onuaoia ywa TNV auTOpaTn avayvwplon Kol KATnyoplomoinon Kataotdoswv amo Ssdopéva
TIPAYHOTIKOU XPOVOU. ZUYKEKPLUEVA, TO Baolkd Béua mou efetalel To KedpdAalo auto eival n
enefepyacio €lkOVAC HE TN OXETIKA Taflvounon £lkovwv pe GUAAO avdloya pe To av sivat
appwota f uyt. MNpokelpévou va enektaBel éva tponyoUUeVo cUVOAO SeSOUEVWV TaELVOUNGNC
mou amoteAsital anmd 10-15 kAdoelg, amodaociotnke va oploBetnBet to mpoBAnua pe 33
Katnyopleg yla ta enefepyacpéva ¢pUANQ, PE Pl TipoomtdBeta va pnv koataotpadel n akpifeta
TOU HOVTEAOU. To cUVOAO SE80UEVWV TIOU XPNOLOTIOLHONKE CUYKEVTPWONKE amod auto £va L8IKO
eAelBepnc npooPaong amoBetripol. To oUvolo Sedopévwy Tou xpnowwomnolidnke dev rtav
KOTOVEUNUEVO TO (1610 o€ KABe dpakelo- kKAAaon. Eyve Aoutov mpo-enetepyacia, MTPOKELUEVOU va
UTTOAOYLOTEL 0 APXLKOG OPLOUOG TWV EKOVWV. O aplBUOg TV ELKOVWY otV Taén ntav 152. Y& kabe
taén Statnpndnkav 3 *min (6mou min o gAdxlotog aplOUOg elkOVWY ava KAdon = 152) = 456
ELKOVEC, EVW UTIAPXOUV TAEELC PE TEPLOOOTEPEG amd 1000 slkdveg, mou Ba eixov apvnNTIKEG
EMUMTWOELS OTNV akpiBela tou povtéou, adol n daon ekuddnong Ba ATav MPOCAPUOCUEVN OF
oautolG. H mpo-eneepyaoia npayuatonolibnke oto Nédog péow tg BondnTikng Xxprnong tng
edappoyng Google Drive. H ekmaibguaon 6Aou tou oynuoatog vAomolOnke oto Google Colab, éva
gpyoleilo mOU KAVEL KOAN XprRon TG apXLtekTovikng GPU kot TPU yla va emitayUveL Tov KwoLKa
Mnxovikng Mabénong, ypaupévo os yAwooa TPOYPOUUATIOHOU python. XTn ouvéxela, TO
EKTIALOEVEVO POVTEND peTadoptwdnke os SBCs mpokelpévou va edappootel n mpdPAredn oe
Aayvwoteg (véeg) elkoveg. OL alyoplBpol Mnxavikng Mabnong ekteAéotnkav o YTTOAOYLOTEG
Single Board texvoloyiag AtA, onwc: Raspberry Pi 3B+, Raspberry Pi 4B, NVIDIA Jetson Nano,
Google Coral TPU Edge Dev Board. O otdxoc ntav va mapayxBel éva HovtéAo XpnoLULOTIOLWVTOG
000 TO SUVATOV ALYOTEPOUC TIOPOUC, TILO CUYKEKPLUEVA XapunAry RAM kal pelwpévn oxy CPU. Ot
£lkOveC poptwvovtayv Kabe dopd oe poviédo ML kot epoppodoTnke Eva tuxaio dphtpdplopa oe
QUTEG YL va aAAGEouv SLadopeg MOPAUETPOUG OTIWG TO EUPOC TWV XPWHATWYV. O TR eVpoug O0-
255, dpwrewvotnta, Loup K.ATL H 16€a o€ auTEG TIG Sladikaoleg ATav va £XOUE 00O TILO PEAALOTIKO
ouvolo SeSopévwy elval Suvatov, emeldr) ol elkOveG Ttou Ba tpododotouvtal amd Tov Xpriotn dev
Ba NTav o ApLOTN KATAOTOON, Kol €ToL To Hovtédo ML Ba émpene va AdBel unoyn Stadopeg
atéAelec. Apa, To povtENo Ba EmpeTe va XelplleTal MEPUTTWOELG OTIOU 1 ELKOVA TIY EPLOTPEDETAL
1 6ev €xeL Tov KATAAANAO GWTLOUO K.ATL

2TLG OUOKEUEG ATA elval TTOAU onUaAvTIKO va KOTAVOAWVETOL 660 To Suvatov AlyoTepn eVvEPYELQ,
eneldn unmdpyouv Teploplopol Loxvog, eldikd eav to Single Board Computer (SBC) Aettoupyet pe
Vv unootnPEn pag pratopiog poli pe éva nALOKO TTAVEN 1 LA KPR OVEROYEVVATPLO. EKTOC
oo petpnoelg ou adopoucav RAM, CPU, Bepuokpacio Kal xpovo, Eyvoy Kot GANEC LETPROELG

1 https://github.com/spMohanty/PlantVillage-Dataset
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OXETIKA HE TNV KATAVAAWON €eVEPYELOC. XpNOLUOTIOINONKE €l8IK OUCKEUN HETPNONG TIOU
KOTaoKeEUAOoTNKe oto Epyactriplo Aldxutng Nonuoouvng tou EMIM. Kataypadnkav Sedopéva
OXETIKA LLE TNV KOTOYEYPOUUEVN TACN TNG CUOKEUNC (o Volts), To pedpa (og xtAtootd Apmép) kat
NV oYL (o€ xtA\loota Watt) tou ¢oprtiou.

Moo givat to mpoBAnua

Edv ol aoBéveleg Twv duTWV SEV EVTOTILOTOUV O TPWLUO OTASL0, UTAPXEL O Kivduvog avénong
TOU KOOTOUG Mapaywyng otn Fewpyla. Autd deixvel OTL Ba MPEMEL val UTIAPXEL €va cUOTNUO
mapakoAoUBnong pe uPnAn cuxvotNTA yla TNV QVIXVEUCH MPWLLWY onpelwy TNg vOoou, TPLV N
aoBgvela kKaAUPEL OAa Ta aypoTikd ¢utd. Eival mpodavég otL n mapakoAolBnon oAOkAnpou tou
QYPOKTAHATOC Elval apkeTtd SUCKOAN. QOTO00, [E TN ONEPLV TEXVOAOYLa KAl LECW TNG XPoNG
UOVTEAWV QTIOUOKPUCHEVNC TtapakoAoUBnong kat Mnyaviky Madnon eival kATL mou pmopel va
npayuatonolnBei. To tpéxov kepahalo mopouctalel tnv ektéAeocn aAyoplBuwv Mnyavikng
EkpaBnong mou ektehoUvtal o utoAoyLoTeg SBC yla Tnv avayvwpLlon GUTIKWV acBeveLwv.

Ta tedeutaia xpovia, n Texvnt Nonupoouvn £xel embeifel dlaitepn AMOTEAEOUATIKOTNTA UE
TEPAOTLEG EPOPUOYEC O€ TTOAOUG TOUELS, KAVOVTAG EVIOVOTEPN TNV avAyKn yla SeSopéva Kal Tio
£€umvoug Kat TTOAUTIAOKOUC aAyopLBpoug enefepyacioc. Autd To GaALVOUEVO UTIOYPAUUIlEL TNV
ovayKn yLo. 660 To SuVATOV MEPLOCOTEPO ATOSOTLKA XPHon TwV Slabéoipuwy mopwv, Onwg RAM,
CPU, evépyela. Méow tng Mnxavikng Mabnonc ol unxaveg pmopouv va ensepyalovtal Stadopeg
gpyoaoieg anodacilovrag To anotédeopa xwpic avBpwrivn aAAnAenidpaon, pe Bacn tn Guoikn
YVWON TIOU TOUG TIOPEXOUV oL avBpwrol ota apykd otadta. H Texvnti Nonpoouvn mopéxel
UTOOTAPLEN 0g MOANG ebia yila Ty emiluon poBAnUATWY, ylo mapddsypa: Mnxavikn Madnon,
enetepyaocia puaolkng yAwooog (Natural Language Processing - NLP), emefepyaoia swkovag Kal
moAAGd GAAa. H Mnyavikp Mabnon eivat pa umokatnyopia tng Texvntnig Nonupoolvnc.
AnoteAeital and AAyoplOuoug Tou pmopolv va PBeAtiwBolv xwplg avBpwruvn mapépfaocn
(autopata) pe Bacon TNV eunelpia. To CUYKEKPLUEVO KEDAAALO XPNOLUOTIOLEL TNV TiEpMTWON TNG
ETIOMTEVOUEVNG MABNong, Omou o XPNotng XpnoLdomolel eTikéteg ota SeSopéva Tmou
tpododotolvrtal oto povtédo ML. To povtédo ML pmopel va KaTnyopLloTotnoeL Tig eLoddouc Kal
TG €€660u¢ dedopévwy. To TpoTelvOpUeEVO HOVTEAD ML gAéyyel Evav aplBUO TEPLTTWOEWY TIOU
OTOTEAOUV HEPOC OCUYKEKPLUEVWV KOTNYOPLWV KoL XPNOLUOTIOLEL YVWOTEG ETIKETEG yloL Va
npocdloploel o mola kaTnyopia avikel pla mpdodartn eicodog. ETal, 0 UnXaviopog ekmaldeveTalL
ME TPOTMO wWote va pmopel va Slaxwpilel XapakInploTkA He BAcn To oUVOAO Sedopévwv
ekmaidevong, to omoilo amoteleital and to dedopéva el0odou. ITn CUVEXELD, €va OUVOAO
Sebopévwv emikupwong tpododoteital oto povtédo ML. H oxéon petafl twv Sedopévwy
£10060U Kal TwV £TIKETWV €€080U eival yvwotr, emopévwg to povtédo ML eival oe B£on va
afloloynoel tn Aettoupyia ekpuadnong.

To koppdtl tng emalnBeuvong Asttoupyel wg £€AC: ta Sedopéva emklPWONG ELCAYOVTAL OTO
HOVTEAO ML Kol cuyKplvovTal PE TIG TTPAYHOTIKEG TIHEC TNG €€660U. ITNV daon ekudbnong o
Xpnotng tpododotel to povtého ML pe SOKIUAOTIKO cUVOAO S£60UEVWY TIPOKELUEVOU VAL EXEL UL
aflohoynon tou mooo akplBAg £xeL yivel o pNXaviopog. Xtnv teleutaia ¢dacn, o xpnotng
KoAUTTEL/KPUBEL TIG €TIKETEC At To povTéAo ML, wotdoo, To poviého taglvopet ta dedopéva
€L0060U e 00a £XEL LAOEL PEXPL TWPA. ITO TEAOG TN Asltoupyiag, Unmopel va umtoAoyloel Tov
0pLOUO TWV MEPLUTTWOEWY TIOU TAELVOUNBNKOY CWOoTA Kal £T0L, TO LOVTEAO Unopel va aflohoynBet
W¢ TPOG TNV afloTioTia Tou. X OAa Ta TElpApaTa xpnowdomnotndnkav ta Neupwvikd Aiktua
JuveALENg (CNN), pia AUon yla gpyaocia Pe ELKOVEC KAl TILO CUYKEKPLUEVA yla TpoPAnuata
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tafvounong. Tafwvounon eival n Aettoupyia tpododociag tou poviédou ML pe lkOVEG Kol TO
LOVTEAO TIPOKUTITEL O€ TIOLOL KOITNyopla avrKeL N €lkOva, uoSelkvUovTag Eva TOoooTO.

210 KedAAalo auTO aoxoloupaote pe ta € dedopéva: xprion CPU, akpifela yla kabes kAdon,
Slapkela Tou inference yla kaBe kKAdon pe xprion tou Google Colab, xprion Tng pvAung (%), xprion
™G UvnuNng oe Mbytes, Bepuokpaoia, katavalwon pevpotog, xprion CPU ( yia batch size = 2, 4,
8, 16), xpnon pvAung (ywa batch size = 2, 4, 8, 16), xpnion UvAUng oe Mbytes pe xpnon
ImageDataGenerator (yia batch size = 2, 4, 8, 16), Beppokpaocia pe xprion ImageDataGenerator
(yia batch size = 2, 4, 8, 16), katavaAwaon pevpatog Le xprion ImageDataGenerator (yla batch size
=2, 4,8, 16), xpnon CPU, xprion RAM (%) yia to Raspberry Pi 3B+, xprion RAM (MBytes) yia to
Raspberry Pi 3B+, xprion swap pvnung (MBytes) yia to Raspberry Pi 3B+, Bepuokpacia Raspberry
Pi 3B+, CPU, xprion RAM (%) yia to Raspberry Pi 4, xprjon pvnung RAM (%) yla to Raspberry Pi 4,
xprnon pvnung RAM (MBytes) yia to Raspberry Pi 4, Bepuokpacia Raspberry Pi 4.

Jtnv Ewova 2 TapouclaleTal N KATAVOAWON EVEPYELOC OTIC OLAPOPETIKEC HOVASEC TOU

XPNOLLLOTIOLCOE YL TO TIElpA QL.
Current
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ElkOva 2 JUYKPLTIKNA ATELKOVLON TNG KOTAVAAWONG EVEPYELAG Kol TwV TeEcodpwv SBCs (Single Board Computers).

S P P @ P

Y10 3° kepaAato yivetol Adyog yia tnv ebappoyn pebddwv vmoloylopol Tng aAatotnTag TOU
e8adoug oe kalEpyeleg pullol, PEow TNC XPNONG S0PUGOPLKWY ELKOVWV I ELKOVWV OO LN
enavdpwpéva aspoxnuata (Unmanned Aerial Vehicles — UAVs / drones).

Mia armd TIC ONUOVTLKOTEPEG OlVNOUXIEG OTOV QYPOTLKO TOPEQ VoL N CWOTH XPHON TWV OPWVY,
yla mapadetypa: vepod, Autdopota, £5adog. Autou Tou eiboug ot tdpol oxetilovral Apeoa Ue Ta
Xpnuata, ya kabe péco aypotn. Etol, 6AotL mpoomabouv va XpnoLomoLlolV ToUG TIOPoUS AUToUG
HOVO OTav Kal ylol 600 xpetdletal. Etol amodelystal n umepBoAikr] xprion mopwv, Kabwg Kot n
XPNon UKPOTEPNC TIOCOTNTAG AUTACUATWY KAL VEPOU aTto O,TL XPELALETAL, KATL TIOU UIOPEL vaL €XEL
OPVNTIKEG OUVENELEG otnv amddoon. MNa va AndBel n cwot anddacn, xpeldletal n xpnon
KOTAANAWY gpyaleiwyv. ITo KepAAALO AUTO TtaPoUCLAleTaL Lo edappoyn TTou dnuoupyndnke
JLE TO OKEMTIKO va BonBroeL Toug aypdTteg va AdBouv pLa eKTiinon TG AAATOTNTAC TIOU UTIAPYEL
010 £€60a¢0¢ TWV AYPOKTNUATWY TOUG LECW TNG XPNong Hovo eikévwv Unmanned Aerial Vehicle
(VAV), xwpig kauia xprnon atodntipwv edddouc rj onotoudnnote dAlou e€omiiopol. H kUpla
W6éa NTav va dnuioupynBel pia amAn Siemadn yla Atopa mou Sev elval €LSIKEUMEVA OTOUG
UTTOAOYLOTEG, WOTE VA UIMOPOUV VO XPNOLUOTIOLOUV EUKOAQ TNV ELKOVA TIOU AapPBAvetal amno to
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UAV/drone ywa va AdBouv mAnpodopieg yla tn pEon T oAatdtntog os €va XwpadL oto
aypoKTnua pullov.

H edapupoyny Onuloupynbnke xpnowomowwvtag script python kot T okoAouBeg
BBAoBnkee/maxéta: ConfigParser, Geospatial Data Abstraction Library (GDAL), matplotlib,
numpy, opencv_python, Osgeo, Pandas, PyQt5, Rasterio, sklearn, Tifffile.

Xpnoluorolel enefepyaoia €KOVAG WOTE va Umopel va uttoAoyioel toug Stadopoug SeikTeg
BAaotnong efetalovrog TIG {wveg KABe €lkOVOC Kol 0LOAOYWVTAG TNV QAATOTNTA MECW TNG
XPNOoNG ELOIKWY LOBONUOTIKWY POVTEAWV.

H Swadikaocia eival n €€ng: o xprnotng emhéyel amo to pevol «YTMOAOYLOUOG» Ttolog Agiktng
BAdotnong (Vegetation Index - VI) tawptdlel otnv KATACTOCH TOU avAAOya LE TNV EUMELPLA TTOU
€xeL, ywri kabe VI ypnowonolel Stadopetikeg lwveg. Adou emilexBel n swkdva, o XpPHoTNG
emAéyeL molov VI Ba xpNnoLLOTIOLNOEL YLlat va UTIOAOYICEL TNV EON AAATOTNTA O OAO TO XWPAPL.
Zav anotéAeopa n ebapuoyn TUTIWVEL Eva LRvUpa ontwe paivetal otnv Elkova 3, omou daivetal
£€va eUPOC OAATOTNTOC OTO CUYKEKPLUEVO XWPAdL.

(X menu demo v~
(&=|[GEIGH  Information  Control
X} Information... VoA e =

Int1 calculated. Salinity of the image = [
0.5011-0.7135]1dS/m

Ewkova 3 ATElkOVLon TNG EPAPUOYNG, KAL TOU EUPOUG ATIELKOVLONG aAATOTNTAG E8APOUG TTOU EKTLUA N Epapuoyr).

210 KeaAaio 4 yivetal avadopd yla tnv edappoyn Tng Mnxavikng Mabnong o cuvbuaouo pe
1o ATA otnv lewpyia. H avapelEn tou edadoug pe SlaAutd dlata adrvel To €dadog alatouyo.
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To teheutaio eivatl éva onpUavtiko mpoPAnUa, eMeldn N AAATOTNTA LETPLATEL TNV TAPAYWYLKOTNTA
™G ync. Kamoleg popéc ta ahatouya eddadn eival amotédeopa tng apdeuong, AOyw TwV aAATwWY
TOU TEPLEXELTO VEPO. Ta ahatouya e5ddn Ba urmopoucay va ival TO AMOTEAECHA TNG AUENUEVNG
xpnong vepol oe kovilva mapdktia media, Aoyw tng Sleicduong tng BAaAacoag Kal Twv
TIANUUUPWYV TIOU CNUELWVOVTAL KOVIA O€ OUTEC TLC TIEPLOXEC WG OMOTEAECHA TWV KOTOLYLIOWV Twv
LECOYELOKWYV TIEPLOXWV. ITa SEATA TWV TIOTOUWY, EVTOC TNEG EUPWETOYELOKAG TIEPLOXAG, N KUpPLAL
KoAALEpYELO TTOU KaAALepyEiTal eival To puTL. Q¢ AMOTEAECLA TOU YEYOVOTOG OTL N aAatotnTa eival
evOnULKA O YWPAPLA KOVIA OTIC OKTEC, Ta GUTA PUTLOL TIPEMEL VO YEUIOOUV HE YAUKO VEPO yLa
va JeTplaotel N ahatotnta Tou vepou. Etol, amatteital moAU peydAn moodtnTa VEPOU ylo TN
pelwon TG aAATOTNTOC KoL CNUAVILKI TIOCOTNTA EVEPYELOG Yla TNV AVIANGn vepol amo ta
TIOTALA.

‘Evag tpoémog yia tn ouvexn detypatoAndia tng ahatotntag, sival péow aitebntripwv loT, mou
tomoBetouvtal oTto £50¢d0g KAl AVOVEWVOUV TO VEPO GTO OypOKTNUA LdVo otav sival amapaitnto.
Qotooo, 6tav o opulwvag sival TEPACTLOC, OTIWE CUXVA CULPBALVEL O TPAYUATIKEG KATAOTAOELG,
glvat oAU akpLBo yla tov TeEALKO XpHoTn N Tov aypoTn va TonoBetrost ToANOUC aloBntipeg ATA
OTO QypOKTNUA Tou. EmutAfov, pmopel va umapyel MpoPAnUa otav mpemnel vo tonoBetnBolv
VEWPYLKA LNXAVALOTA OTA OYPOTEUAXLA, OTIWG TPAKTEP. Na To AOyo aUTO, lval EMITAKTLKA N
ovaykn mapakoAouBbnong TNG OCUYKEVIPpWONG aAatiol oTo YwpddL xwplc alodntipeg
tomoBetnuévoug oto £8adog, al\d eupeoa, péow enetepyaoiag UAV kat 5o0pudoplkng elkOvag.
‘Etol, omw¢ avadEépBnke mponyoupévwg, pia (akplBr) Avon yla tn HETPNoN TNE AAATOTNTAG TOU
e6adoug Ba pnmopoloe va eivat n tornoBEtnon moAwv aleOntrpwyv ATA os moAa onpeia péoa
oTo aypoktnua pullov. Mia (un Samavnpn) Avon Ba Atav n akdAoubn: v ta GUTA Ot HLa
KOAALEpYELa pullol KaAUTITOvVTOL HE auénuévn TR oAATOTNTOG TOU HETPATAL amd £vav
awodnthipa AtA, tote O6Aa ta GUTA Kovtd oTto pUTL Ba avtipetwrilouv To (610 oTPEg AAATOTNTOC
Tou e6adouc. Auto pnopei va avaAuBei amd UAV ) SopudopLkeg ELKOVEG, € AMOOTACEWG, XWPLG
aloOntrpsc.

Control

X =654846.048 y = 2497767.187
# € +Q salinity = 0.8716

Ewkéva 4 Yriohoylopdg alatotntag edddoug dmou daivovtal Katl oL GUVTETAYHUEVES, avAAoya e TNV ETUAOYH TOU
onueiov mou tomoBeteital o eiktng TOU MOVTLKLOU.
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H Ewova 4 anelkovilel éva mapadelypo evog Evepyomnointr) BéAtiotng Mototntag Nepou. Ot
XPNoTeg £lodyouv pia eikova UAV mou tpafixtnke amod drone. ITn CUVEXELQ, €TIAEYOUV TO
XPOVLKO £UPOG TIOU TIPETEL VAL £(VOL OXETIKO HE TNV £IKOVA TTOU AapPdvetal Kal ol alyoplBpotl
Talplalouv TN XPOVIKN onpaven tg ARPng ekovag e TIG UETPAOELG Ao TOug olobntrpeg
£6adoug. O xpAoTng eMALYEL Evay armo Toug 2 aloBntipeg ATA mpokKeEVOU va XpnaotpomnolnBel
w¢ KLpLa avadopd yla tn oclVSean ekOVaG. AuTO Tou Kavel o Evepyomowntig (Enabler) eival va
g€ayel plo TR otnv epappoyn Pe TG ouvtetayuéve LONGITUDE, LATITUDE pe tn OXETKN
ektipnon aAatotntoag tou edddoug, avaloya Pe To oV TomoBetel Tov S€ikTn TOU MOVTIKLOU. H
epapuoyn xpnowormolei uebddoug Avtiotpodpn ItabBuion Amoctacng (Inverse Distance
Weighting - IDW)? kat tov oXeTiko kOppo atodntrpa loT rou tonobeteital oto £8adog.

XpNOLUOTOLWVTAG AUTOU Tou £i60u¢ TNV ekTiunon tng alatotntag tou edddoug, o aypotng n o
TEAKOC XpNoTNG eival og B£on va AdPeL armopAoeLlG OXETIKA UE TO TOTE Ba TOMoBEeTrOeL vEPO OTO
aypokTnua pulloy TOu, OKOWN KoL O TIEPUTTWOELG OTIOU To Xwpddl Sev eival e€OMALOUEVO UE
awdntipa loT. To aypoktnua pullov mou armewkoviletal otnv Ewkova 4 mepléxel povo Suo
awodnthpeg loT yla T pEtpnon ¢ alatotntog tou edddoug. Emiong, o aypotng amodeuyel
INULEG oTnV amddoon TNG KAAALEPYELAC TOU YLOTL EVNUEPWVETAL TTOAU ypriyopa yla TV av&nan tne
oAatotntog tou £6adoug Kol e€olkovopEel TOAUTLUO VEPO TIOU G OUTEG TLG CUVONKEG Kal ylol TNV
TIOCOTNTO TIOU TO XPeLdleTol KooTilel TOAU.

MNapakdtw Ba avadepBoUv KATOLO TTELPAPOTA TIOU €ylvav oTo Tedio tng Euduolg MNewpylog pe
xpnon Mnxavikng Maénong kot aobntrpeg ATA.

210 1° meipapa, mapouvolalovial To anoteAéopata anod tnv xprion Mnxavikng Mdaénong, yla tnv
MPOBAedn AYyPOTIKWY KOl HETEWPOAOYIKWY OeSopévwy, Pe OTOXO ThV TPOPAsdn KaAlPLKWV
SebouEvwv o TOTIKO eMinedo. TUYKEKPLUEVA XPNOLUOTIORONKE To VEUPWVLKO Siktuo RNN-LSTM
To omoio adou tpododotndel pe xpovooelpég Sedopévwy, 0w n Bepuokpacia, n uypacia agpa,
KOLL N uypaoLa KOVTA 0TO GUTO, UMOPEL va €EAYEL CUUMEPACHATA VLo TLG TLUEC TTou Ba AdPBeL kaBe
pio amod Tig mponyoUpeveg 3 MAPAUETPOUC 0TO HEAAOV. Me QUTOV TOV TPOTIO O YEWPYOC UIopel
va tapel anodacelg pe faon mpoPAEPELG TTou eviomi{ovtal OXETIKA KOVTA 0TO SL1KO Tou Xwpddt
KOLL OXL YEVIKEG, OTIWG CUMPALVEL e TNV MPOPBAEPN KALPIKWY SESOUEVWV YLA VOLOUG LA XWPAS 1
aKOpa KAl OAOKANPN TN XWea.

e daMo meilpapa og gl aAn epappoyn Mnxavikig Mabnong oto medio tng lewpyiag,
xpnoluomnotndnke éva aAAo idog veupwvikol Siktuou, To Aeyopevo CNN, to onoio edpapuoletol
KUPLWG otnv avayvwplon ewovag. H 0An uhonoinon Baociotnke oe 60puUdOPLKEG ELKOVEG TIOU
amelkovilouv xwpadla pullol Kol PETPAOELG TIOU CUYKEVIpWONKav amd alobntrpeg loT mou
toroBetnOnkav péoa oto aypotepdyto. Ou awodntrpeg loT ouykévipwoav mAnpodopiec ot
ouveyn ouxvotnTa, aviyvevovtag tThv ahatdtnta Tou e5ddouc.

OuoLaoTIKA UTtAPXE UL cUVSeon peTafl TNG nuepopnviog ANPNng twv opudopLlkwy ELKOVWY Kall
TWV UETPAOEWV TwV emiyelwv oleOntipwv loT. AlaTtnpAoapse TIG TWEC TwWV alobntripwy
ohatotntog edadoug loT mou tomoBetiOnkav oto aypoktnua pulol. Kabs pépa tng Aqdng
S0pudopIknG elkOVag cUVEEDNKE e TN HECN AAATOTNTA TTOU AVIXVEUTNKE ATO TIC CUOKEUEC loT.
Juvenwg, kAOe Tiun adotdtnTag otpoyyulonow|Onke os pia tipn. Kabe véa (otpoyyulomolnpévn)

2 https://en.wikipedia.org/wiki/Inverse_distance_weighting
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TN Slatnpel éva evpog + 0,05. MNa mapadelyua, n dwroypadia mou tpapnyxtnke otig 12-07-2021
£xel alatotnta 0,487 kal PETA TN oTpoyyulomoinon n véa tg T eivat 0,5 £ 0,05. H Baoikn
oKEYN ATAV va XPNOLLOTOL ooV e povtéda Mnyavikng Madnong kat akpiBéotepa CNN, wote va
UropoU e va ekMaldeU00UE CWOTA TO LOVTEAO Kal KABe dopd Mou o TEAIKOC XPHOTNG ELCAYEL
MLo elkOVa amo pa Sopudoptkn tnyn Rt iy UAV yia va UTIoSELEEL TLG OXETIKEG TIEPLOXEG LE
oAQTOTNTA, TNV TLUA TNG AAATOTNTOG OTNV TOVIOEVN TIEPLOXN] KOL TO OKOP €KTinoNG (akpiPfeLa).
H akoAouBoupevn Sladikaoia tng tpéxoucag LOEAG Elval EUPEWG yVWOTH WG Tagvopnon. Onwg
gival Aoyiko, Sev Ba pmopoloape vo EXOUUE €vav oplOUo TAEEwv ou va oXeTilovtal pe KaBe
6ekadikd aplBud ahatrotnrag, yiati Oa siyaue €évav tepdotio aplBpd KAdoswv. Autdg ATav o
AOyog mou emAé€ape T AUON oTpoyyuAomoinong TNG TWAG TNG oAaToTNTOC KOl
OVTUTPOOWIEVOUNE KABE OTPOYYUAEUEVO aplOUO UE €val EUPOC, WOTE VO EXOULE EVaV AOYLKO
aplBpo khdocswv. Xpnowornotoape 8 dladopetikég tafelc. Ta amoteAéopata daivovtol otnv
mapakATw Etkova 5.
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sal: 0.3 ds/m: 75% [sal.
sal: 0.2 ds/m: 57%3, g3 asymy 0L 0-3 dS/m: 59%ali ¢ ...

ial: 0.3 ds/m: 6¢

—— = 05 S
- sal: 0.3 ds/m

< 0.7 as/m: 757, 0.9 as/m:

Ewkova 5 AltoTENEGUA UTTOAOYLOMOU TNG 0AaTOTNTOG £6AdOUG Le Xprion ZUVEAKTIKWY NEUPpWVIKWVY Alktuwv (CNN).

310 5° kedAato yivetal AOyoc yLa piot ATA cUOKeUH pNTVOCUAAOYHG, TILO CUYKEKPLUEVA pPNTIVNG
nevkou (pine resin). llvetal avadopd otnv omoudaldtnta TNG PNTIvNG Taykoouiwg Kalt
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napoucLalovtal KATOLEG Ao TIC eDAPHUOYEG TTOU €XEL N pNTivn oTnV KaBnuepvotntd pag. Evog
oo TouG MEYAAOUG TTAYKOOULOUG e€aywyels pntivng eival n Kiva, pe 200.000 tovoug Tnoiwg.
Mvetal extevic avadopd otnv umapxouoa PBiPAloypadio Kol CUYKEKPLUEVA OTILC UTTAPXOUOEG
pueBodoug cuAoyng pntivng (tapping) mou sivat ot e€ng Svo: 1) Texvikn quarre kat 2) texvikn drill.
Kat otig 2 uebddoug n pntivn cuMAéyetal o €va So0xelo 0TO KATWTEPO HEPOG Tou SEvtpou. Kata
TNV avaokomnon tng oXetikng BiBAloypadiag (€tog 2023) dev BpEOnke kAol cuokeun ATA Tou
va TtapEXEL 0TO CUANEKTN pntivng mAnpodopieg tdéoo yla tnv cuMexBeioa moootnta pntivng, 660
kot meptBarovtikég mAnpodopieg ou xpeldletal va €XEL O yvwon 0 YEwPYoE. MNa tov Adyo
QUTOV KOTOOKEUAOTNKE KOL TIAPOUCLAZETAL L0l KALVOTOUOG OUOKEUN CUOCKEUNG pntivng ME
KOTAAANAQ NAEKTPOVIKA OTOLXEl®, TIOU EVNUEPWVEL TOV YEWPYO HEOW TOU QOUPUATOU
TPWTOKOAAOU Zigbee i pe SMS 0TO KLvNTO TOU yla TNV moodtnta pntivng n omoia €xel cUAAeXBel
oto doxeio kabBwg kat ylo Aolmeg mepLBaANOVTIKEC cuvOnKeg Tou odeilel va yvwpllel yla tnv
TOLOTNTA TNG PNTivNG. YIIApXEL N Suvatotnta va evnuepwBel o yewpyog UE UAVULO OTO KLVNTO
TOU yla TNV uypoaoia kot Beppokpacia agpa KabBwe Kal av UTAPXEL BpoxomTwaon n OxL otnv
nieploxn. Yrapyet n Suvatotnta va mAnpodopnBei yia 6Aa ta Sedopéva Tou LETPNTH HECW EVOG
push button kat plog 086vn LCD otav Bploketal SimAa otnv cuokeun, xwpic va damavdral
TIOAUTLUN EVEPYELD YLA VAL ATTOCTAAOUV acUpHATA OL LETPNOELC. Emiong, n ouokeur ATA Slabétel
pnxaviopd Pu€ng 6Aou TOU CUOTHAMOTOC HECW PNKTPWY KAL EVOG LLKPOU OVEULOTHPA, O OMoLog
gvepyoroleital oétav n Bepuokpacia 0To e0WTEPLKO TNG OUOKEUNE auénBel. OAo To oclotnpa
tpododoteital amd nAlako mavel, to onolo optilel £éva NAEKTPOCUOOWPEUTH («UmoaTapia»)
pHEow KatdAAnAou doptioth. H OAn kataokeun dalvetal otnv Elkova 6.

Bucket for pine ‘ v
resin collection

Pine resin collection
device

Rain sensor device

Solar panel for
supplying the
device with power

Ewova 6 Mapoucioon tng cuokeung pntivooculloyns. Daivovtat ot €n¢ Babuideg: to kahdBL cuAAoyn ¢ Kat
KATAPETPNONG TNG PNTivNG, 0 atoBntrpag Bpoxnc, To GwToBoATalKO TTAVEA KAl N KEVTPLKN LOvVASA LLE TOV
MLKPOEAEYKTH, TOV HOPTLOTH, TOV NAEKTPOCUCOWPEUTH KOL TOUG ETILLEPOUG aoONTAPEG.

Y10 6° kepdAato yivetal Aoyoc yia tnv StoodpdAion IStwtikdTnTag o€ meplBAAAov AladIKTUou Twv
OXNUATWY HECW KpuTtTOoypadLKWV aAyopiBpwy, 6w Twv PN cUPPETPLKWY RSA, ECC kat NTRU,
KOLL TOU CUUUETPLKOU AES.
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H texvoloyia loT umopel va edpapuootel otic petadopéc, OMOU N evowUATwon Ttou loT
TAPOUCLALEL EVTOVEG TIPOKANCELG KOl EVKOLPLEC OTOV EUMOPLKO Topéa. H xprion tou loT otov Topéa
TwvV petadopwv pnopei va odnynoet otnv mpoAndn atuxnUATwyY Kal va BeATIWOoEL BEpata OMwG:
KukAodoplakr] cupdopnon, Slaxelplon kKukAodopiag, KOAUTEPOG TPOYPAUUATIONOS. Mrmopsel
£miong va BeATiwoel Toug 06nyouGg o€ TopEelg OTwG: €EUTtvn TAOAYNON, AUTOLOTN TANPWHA KATA
Vv €icodo otnv neploxn Slodiwv. Me tnv edpappoyn Twv Bacikwy apxwv tou loT ota oxnuara,
UTIAPXEL N SleuBETNON evog SIKTUOU OXNUATWY KoL N WBéa Tou Ttepidnuou Atadiktuou OxNUATWY,
MLOL TIOAU QTTalLTNTLKE) TIEPLOXI TIOU €XEL CUVETIELEG OTOUG avBpwroug (odnyoug).

210 loV umapyel peydAn avaykn ywo unAn aodpalela eneldry epmAékovral avBpwriveg {wEG.
Enopévwe, n aoddlela Evavtl Twv KWOUVWY, ECWTEPLKOU, EWTEPLKOU ETILTIOEUEVOU N KOL TWV
SUo0, elval mMoAU onpavtikn. Ano autn thv anoyn, n dStaoddAion SeSopévwy TOU TIPOEp)OVTaL
ano Sladopetikoug evdladepopevous dopeig evtog Tou mediov loV yivetal oAl kpiown Kat
amottnTkn. EmumAéov, akoAouBwvtog TIG TPEXOUOEC 0ONYIEC OXETIKA HE TO AMOPPNTO TWV
Sebopévwy, onwe cupPaivel o 6Ao tov KOOHO, oMol gpeuvntég e€etdlouv pueboddouc otov
TopEd TNC LBLWTIKAC {wng dedopévwy, Ttou meplExouv tnv LO€a loV.

Ta oxrjpota otov topéa loV avtaAldooouv Sebopéva PeTall Toug Kal pe Tig O8IkéG Movadeg
(RSU) edpapuolovtog ta Aiktua Ad hoc Oxnuatwv (VANETS). Ta VANET £xouv edappoyr ota
gudun ocuotiuata petadopwv Intelligent Transportation System (ITS), SieukoAUvovtag tnv
npoPAedn otatikol MAoUTou R MAoUToU Suvaptkng euduiag ota diadopa evdladepopeva pepn,
OTIWC yLa TtapadeLly o mAnpodopieg mou oxetilovral pe: aochaAela, Aemtopépeleg 0dwv, KOUBOUG,
tomoloyia ocuyva petofaArropevou mAaloiov. Ol {weEg Twv eMIBATWY A TwV 06NYWV UMopel va
umootouv PBAABn otav amoctéAdovtal tpononolnpéva dedopéva oto VANET. Emopévwg, givatl
TIOAU ONUAVTIKO va epappooTel N achdAela kat n mpootacio Sedopévwy ota dedopéva otav
petadidovral 4 Adappavovral pecw SikTuwv loV.

AUTO TIOU TIpayHOTEVETAL TO TPEXOV KEPAAOLO €lval n eKTiUnon TOAAWY MPWTOKOAAWV TOU
oxetilovTal Je TNV ACUMPETPN KpuTtToypddnon Kal armokpuntoypddnon, yla napadsiypa. ECC,
RSA, NTRU, ulomoloUvtalL oe tomoloyieg loV, mpayuotomolwvtag SlapOpeTIKEC UETPHOELS
anodoong, Onwe M. 0 Kpumtoypadikdg aiyoplBuog AES sival to KUPLO oxnua yla OAEG TIg
METPNOELG EKTOC QMO T SLOUPOPETIKA ACULPETPA TIPWTOKOAAQ, TIou avadEpBnkav mapandavw.
‘Etol, oL SLadOpETIKEG TTAPAUETPOL TIOU HETPHONKAVY, EKTOC AT TOV ACUMUETPO aAyopLlBuo, NTav
To MéyeBOC TwV pnVUPATWY, n  avialayn YPeudwvOpwv, o TPOMOC HE TOV oOmoio
TpayHOTONOoLOUVTOL TO VEA PEUSWVU LA LE TN OXETIKA KatavaAwaon evépyelag. H afloAdynon twv
npoavadepBiviwy afloloynbnke oe mpooopoiwon HECw TNG XPAONG AOYLOUIKOU avolytou
kwdwka ns-3 kat Simulation of Urban Mobility (SUMO), AapBadavovtag umodn Bépata onwg m.y.
CPU, katavalwaon evépyelag, RAM o teptBarlov loT, 6mou £Xouv MEPLOPLOUEVOUG TTOPOUG.

H £peuva pe Intrpato arnopprtou oto loV amote)el pla pokAnon Adyw Tou yeyovoTog OTL oL
TAONTIKEG KOl EVEPYNTLKEG EMLOECELC OTOXEUOUV OTNV QAVAKTNON TPOCWTIKWY TTANPOdOopLWV.
Otav Bpioketal o e€EAEN pa maBnTikn enibeon, o eloBoAfag avoallel ta dnuoota dedopéva
T(POKELEVOU VaL evtoTtiosl evaiocbnteg mAnpodopisc. Qotdo0o, oTNV MEPLMTTWON TNG EVEPYNTIKAG
emniBeong, o eloPoléag otoxeleL otV MPAOOPAON O LOLWTIKES TANPOGOPILES yLO vaL TIC AANOLWOEL.
Mo va dwooupe éva mapadelypa, otav undpxel eniBeon alloiwong dedopévwy, o elofoléag
npoomnaBel va eloaydyel 1 va aAAAGEEL TAKTIKA SeSopéva. AUTO €XEL ETIUTTWOELS OTNV amodoon
™G eknaibeuong tou edbappoopévou alyoplBuou Mnxavikng Mabnong, yia mopadelypa eVog
FDIA (False Data Injection Attacks).
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H Baowkn Wbéa tou tpéxovtog kedaAaiou elval n avaAuon HLAG ANTOTEAECUOTIKNG HeBOSOoU TToU
Slatnpel o anoppnto tonobeciog os pia urntodopn Siktvou loV. UpdPwva e TA EUPAUATA TNG
aflohoynong, n péBodog mou mapouolalel To TpEXOV KePAAalo, €xXeL TpomonolnOel mpoKeévou
va emtevyBel kaAUtepn anodoon o€ UETPNOELG OMWG TO HEYEDOG TWV UNVUUATWY, N XPOVIKN
SlapKeLla TIOU KATOVAAWVEL KABe MAVUMA KOl N KatavaAlwon evépyelag. Ou kpumroypadikol
oAyOpLOUOL TTOU XPNOLUOTIOLOUVTOL O OAQ TO TTELPALOTA AVAAUOVTOL ETTIONC EKTEVWG.

Mapouaotaletal £va véo oxnua yla I dlotrpnon Tou anoppntou tonobeciag ota diktua loV kat
to omoio Baoiletatl otnv Aoywkry MixGroup. MoAAQ pnvUpata mou OanmooTtéAlovVTaL EVIOG TNG
nepLodou Aettoupyiog tou MixGroup nepidappavouv kpumrtoypddnon os SeSopéva £T0L WOTE va
UTTAPXEL OKEPALOTNTO TWV OESOUEVWY, QVOYVWPELOTIKA TWV HETASIOOUEVWV OVTIOTHTWY KOl
npootaocio anod enTOEUeEVOUC (MEPLOCOTEPO YVWOTOUG WG UTTOKAOTIELG). H emiAoyn Tou cwaotou
TPWTOKOAAOU KpuTttoypadnong eival oAU Kpiowun, omwe pmopel va kataAdfel kAmolog, ylatl
EMNPEALEL TNV AMOTEAECUOTIKOTNTA TOU HOVTEAOU KOl TIPETIEL VAL CUUTIEPLDEPETAL 000 KOAUTEPQ
UTopel mpoKeLévou va BEATLWOEL TG ATlALTOELG aohaleiag TTou £Xouv 0pLoTEL. YIIAPYEL aAvVAyKN
yla ypryopn omokplon HECW CUCKEUWV LLE TIEPLOPLOPEVOUC TTOPOUC ot Siktua oV, eMopévwg,
£vaG 0oBopOg UNXavIopUog Ba mpémel va damavd 600 To duvatov AlydTepoug UTIOAOYLOHOUG Kat
EVEPYELAKOUG TOPOUG Kal Tautoxpova va ehaylotorolel to péyeBog twv SebSouévwv mou
npokettal va urmtoPAnBolv os enefepyacia. IT0 MPOTEWVOUEVO oXNua AapBavovtal urodn ta
akoAouBa:

1. Anuwoupyia KAelSLwv: Stadikacia dnpovpyiag kKAetdlol, tn Snuoupyia MLOTOMOLNTIKWY,
™ SLdpKela NG Kpumtoypddnong/amokpuntoypddnong, Toug XpOvoug umoypadng otn
Snuoupyia f Ty emaAnBeuon kat aAAa InTAuoTa.

2. Kpurmtoypddnon/amokpuntoypddnon HNVURATWY

Mapaywyn kat emaAnBsuon Yndlakwv unoypadpwv

4. MNapaywyn kal emaAnBevon achaielog

w

H 16€a tou Mix-Group Baoiletal ota €ENng:

1. Mikpog aplOuog oxnUATWY CUYKEVIPWVYOVTAL OTA KABOAWKA Kowwvika onpeia (global
social spots) kKaBwg Ta MEPLOCOTEPA O LATA CUVOAVTWVTOL 0€ SLadOPETIKA onpeia KabBwg
KlvoUVTaL 0To 061Ko Siktuo.

2. H mAsoPnodia twv oxnuatwv dtabetouv kowvwvika onpeia (individual social spots) ota
omola cuvavtave Ta ePLocOTEPA GAAD oxrpaTa Péca oThV SLa pépal.

‘Exovtog unoyn ta mpooavadepBivia, Ta KOWWVIKA onueia xwpllovtal os Vo Kotnyopleg.
TAyKOOULO Kal Tipoowrikd. Etol, yla va Slaxelplotovpe 600 to duvatdv MePLoCOTEPO TO
omopPNTO, UTIAPXEL N OVAYKN VA KAVOU e KOAR XpHon Twv 800 BaoIKwV TEXVIKWY. O LnXaviopog
Tou BacileTal 0TO OKEMTIKO Tou Mix-Group oToxeUeL TOCO OE MOYKOOULO OGO KOL OE TIPOCWTIILKO
OTNV MOPELA EVOC OXNUATOG, WOTE VO UTTOPEL va Snutoupynosl pia kaAun (toémog) 6mou umapyel
ovtalhayn Peudwvipwv. Exel, évoc kopBog (Oxnua) pmopel vo avtoAAACCEL GUVEXWG
Peudwvupo TPoKeLUEVOU va GTACEL 0TNV KAAUTEPN HUOTIKOTNTA TTOU UIMOPEL yLlo TV TAUTOTNTA
tou. OL kOuPol (oxAuata) mou Pplokovral evidg TNG MEPLOXNG UETOTPEMOVTOL O HEAN ULOG
OpAdag Kal XpNOLOMOLOUV KOLVH TOUTOTNTA YLO TNV ETUKOLWVWVIA LLE TOUG UTTOAOLTIOUG KOUBOUC
KOL TOV OXETIKO UNXAVIOUO £dooov aAAdalouv BECELG EVTOC TNG OTOXEUOUEVNC TteploxXng. ETal,
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a€lomololv KoAd Kot Twv SU0 eldwV KOWWVIKEG BE0ELC, KOBWE UTIAPXOUV OTO EKTETOUEVO TIESIO
KoL aroteAouv emaAnBeupéva onpeia avtaAlayng Peudwvupwy.

MoAAEG petpnoelg Edafav xwpa otov e€opolwTh ns-3 akohouBwvtag To HovtéAo Tou Mix-Group,
Kot yla ta 3 acUppetpa mpwtokoAa: ECC, NTRU kat RSA. Mo CUYKEKPLUEVA LETPNOELG EYLVAV
OTLG £€NC TTAPAUETPOUC: XPOVOC TTapaywynG KAELSLOU, XpOVOG Tapaywyrg TMILOTOTIOLNTLKOU, XPOVOG
KpuTITOypAdNoNG, XPOVOG amokpumtoypddnong, XPOvog mapaywyng umoypadng, Xpovog
niotonoinong unoypadng, néyebog avtaAlayng xelpaiag, péyebog avrarlaync Peudwvipwy,
uéyeBog evepyomnoinong Peudwvipou, KOTAVAAWGCN EVEPYELOG, EVIPOTILAL.

Mia pétpnon amo Ta QMOTEAECMATO TOU TMAPAUE Amd TIC €€OUOLWOEL OTO AOYLOWLKO Nns-3
napoucLaovral mMapakatw, otny Ewova 7. ITnv €KOVA QUTH MOPOUCLATETAL N KATAVAAWON
EVEPYELQG YLa Ta Sladopa £i6n pnvupdtwy mou avtoAAdooovtal oto diktuo loV

Energy Consumption(J)

HEADER_TYPE_RECORD_CONF
HEADER_TYPE_RECORD
HEADER_TYPE_PSEUDO_3
HEADER_TYPE_PSEUDO_2

HEADER_TYPE_PSEUDO_1

4] 0.02 004 006 0.08 0.1 012 014 016

RSA M NTRU M ECC

EwkOva 7 ZUYKPLTLKA QTIELKOVLON TNG KATAVAAWGON NAEKTPLKNG EVEPYELAG YLO TO SLADOPETIKA UNVUOTA KaL YLa
S10popeTIKO TPWTOKOAAO ACUNUETPNG KpUTITOYPAdNONG.

Ito 7° KkepdAaio yivetal avadopd o€ KPUMTOYPADIKEG TPOOoEeyyloel EAAEUTTIKWY Kol
Yriepe M emTikwv KopumuAwy yla tnv npootacia tg ISuwtikotntag og meptBailov ALaSIkTUoU Twv
OxnudTwv.

To Alabiktuo Twv AVTIKELPEVWY, lvol €va SIKTUO ToU MepLEXEL GUOLKEC CUOKEUEC, OXNUATA N
AaAAa otolxeia mou pépouv aloBNnTAPEC 1 AOYLOULKO TIPOKELUEVOU val OTEIAOUV TIG TTAnpodopiec,
ta 6ebopéva toug oto Aladiktuo. Mia urtokatnyopia tou loT eival to IoV (Internet of Vehicles),
To omoio &ivel Tn SuvatdtnTa oTA AUTOKIVNTA KAl 0TV UTIOAOLTTN 081KN uTtodopr va cuvdgovtal
pe to Aladiktuo Kat va otélvouv Tig mAnpodopieg Toug os MOAOUC amodEKTEC. H emikovwvia
V2V petal Twv aUTOKIVATWY Kol LETAE) TWV QUTOKIVATWY KAl TWV UTIOAOUTWY GUCKEU WY, OTIWG
n urtodopun (V2I) eivat moAl pelwpévn otig HEPeS poc. Méow TG Loxupng e€EALENG Tou loT Kal TLg
SUVOTOTNTEG TOU TToU Slatnpet yia T BEATIWON TNC EUMELPLOC TTOU QVTLUETWTTI{OUV OL XPrOTEC OF
KoOnuepwv Bdon, unopset va enektabei os meptBariov loV. H cUyxpovn texvoloyia syyudrtal
OLUTOMOTLOWMO, OIMOTEAECUATLKA aflomoinaon Kol EUKOALO OTOV TOUEQ TWV HETAdOPWY, LE ATIOAUTN
TPOTEPALOTNTA OTNV €yyUNOCN TNG aoPAAELOG TWV 08NYywWV Kal TO HETPLACUO TOU aplBuol Twv
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TPOXALWV ATUXNUATWY OTOUG SPOLOUC TIOU £XEL WG OMOTEAECUA QUENHEVO TTOGOOTO BaVATWY OTLG
MEPEC pag. KabBwe s€ehiooovtal ol texvoloyieg 5G kal 6G, mpoadépouv oAU uPNAEC TaxUTNTES
ALaSIKTUOU Kol UITOPOoUV VAl ETUTPEYPOUV L0 EMAVACTACN OTOV TOUEA Tou loV.

Av KOL UTTAPYXEL Lo Taxela EEALEN TTOU TIPOKOAEL VEOUG KLV UVOUG oTNV LOLWTIKY {Wwh TWV XpNoTwy,
UTIAPXOUV VEOL TPOTIOL OTOXEUONG YloL va SLELGOVUOOUV OTLG MPOCWTIKEG TANPodopieg Twv
XPNOTWV KAl va TIG EKUETOAAEUTOUV. MO CUYKEKPLUEVA OTOV TOMEQ TNG EMLKOWwwviag loV
(V2V/V2l) n aoddlela xpeldletal mPOOeKTIKA tapakoAolBnaon, ylati ol eloBoleic ektdg amo tnv
KAOTUA TPOCoWTILKWY SES0UEVWV UtopoUV va B€couv o€ kivduvo kat tn {wn Twv odnywv. Etot, yla
To AOyo auto, T TeAeutaia xpovio UTAPXEL N avaykn tng dnuloupyilag acpoAéotepou
TepBAANOVTOC ETILKOLVWVLIAG, TO OTIOLO TIPETIEL VAL TTPOCAPHOCTEL OTO TEPLOPLOUEVO TIEPLBAANOV.
Ma tov Adyo auto, ol AUoELg aodaAeiag aUTWV TwV e8KWV TEPIBAANOVTIWVY Kal YEVIKA OTAV
oxetiovtal pe 1o loT, mpémel va elval amoTeAEOUATIKEG, YPNYOPES Kol va [NV ¢popTwvouV To
Slktuo pe axpnotn kivnon deSouévwv.

Mo ™ HETpNnoN ToUu Xpovou XPNOLLOTIOL | COLUE ™m ouvaptnon:
chrono::high_resolution_clock::now() mou tomoBeteitat otnv apyxn kot oto TEAOC KABe
umoAoylopou. OL HeTpoELg Tou eAndBnoav sival ot e€n¢: xpovoc Snutoupyiag {evyoug KAELSL0U,
XpOvVOoG dnpLoupyiag motonotntikoy, Xpovog ANPNG LLWTIKOU KAELSL10U TILOTOMOLNTIKOU, XPOVOG
gfaywyng 6nuociou KA£lSLOU TLOTOMOLNTLKOU, XPOVOG KPUTITOYPAdNong UNVULATOC, XPOVOG
amokpunrtoypddnong HNvUHATOC, XPOVog Snuloupylag umoypadnc, XpOvog Totomnmoinong
umoypadng, Xpovog KwoLKoToinang, XpOvog amokwdikomoinong, cUyKpLon HEYEBWVY UNVUUATWY
(GL_LEADERSHIP_PROOF,  VEHICLE_SEND JOIN_GL,  GL_ACCEPT,  VEHICLE_INFORM),
KOTAVAAWGON EVEPYELOC.

Ma tv mpooouoiwaon xpnolponolnBnkav ta akdAouBa otoweia: Virtual Machine (VM) Linux
Ubuntu 20.04.6 oe kevipikd umoloyloty Windows 10, 8 Giga Byte (GB) RAM, 4 nuprveg (Intel
Core i5-10300H, xpoviopévog @ 2,50 GHz), NS-3,30, SUMO 1.16.0 kat Number Theory Library
(NTL) 5.5.

Kamota amnd ta anoteAéopata mou npape daivovral mapakatw otnyv Ewkova 8:
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Structure

The thesis is structured as follows:

“Part 1: Knowledge Extraction in Internet of Things” starts with one of the main prototypes | built
for the agriculture-related part of my research, which is presented in Chapter 1. It is an Internet
of Things (loT) device, incorporating Arduino microcontroller and various sensors, targeting
sensing various parameters related to agriculture. The Machine Learning model that was used in
order to predict future values of the sensed parameters and help the users take significant
decisions about their farms is also presented here.

In Chapter 2, there are many experiments on loT Single Board Computer (SBC) devices with
different architectural processing units (CPU, GPU, TPU). Machine Learning code targeting
agriculture was executed on these devices and various metrics were gathered, in order to
evaluate them.

In Chapter 3, we analyze an application using linear and multiple regression in order to
estimate the Rice fields’ salinity with a number of loT devices placed in the ground, but mostly
based on UAV images.

Another implementation is presented in Chapter 4, which predicts future environmental
parameters regarding Maize fields and soil salinity in Rice fields, using ground loT sensors and
Machine Learning models, such as Convolutional Neural Network (CNN) and Recurrent Neural
Network - Long Short-Term Memory (RNN-LSTM).

In Chapter 5, there is a presentation of a new loT device for monitoring pine resin (or rubber)
collection via various sensors (weight, temperature, humidity, rain) and informing the end user
via a Global System for Mobile Communications/General Packet Radio Service (GSM/GPRS) or
Zigbee module.

“Part 2: Security in Internet of Things” focuses on another aspect of loT. In Chapter 6, we
present the IoT rationale in the Internet of Vehicles (loV). We analyze the loV privacy in vehicles
via the use of asymmetric cryptographic protocols, such as RSA, NTRU, ECC, and a symmetric
cryptographic protocol, such as the AES. We also implement a specific modern protocol and
gather various metrics related to loV privacy.

In Chapter 7, we implement a new algorithm for protecting privacy in loV, using three
asymmetric cryptographic protocols, such as ECC, HECC genus 2 and HECC genus 3, and the
symmetric AES. We have conducted many experiments concerning Road Side Unit (RSU), Group
Leader (GL) and vehicles, and gathered many useful metrics.

Finally, in “Part 3: Discussion and Future Plans”, we present our conclusions, as well as our
vision and the plans for the next steps in our research.
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Chapter 1: Internet of Things
technology in precision agriculture

1.1 Introduction

Agriculture maintains an essential role in the society and the community in a worldwide level.
There are many difficulties to bypass in that area, for example security of food, correct uses of
the various resources that exist in nature, the variations of the climate, the more demands of
food, footprint control, biodiversity wastage and many others. Internet of Things is a technology
that can help to give a solution to many of the aforementioned problems, by enabling precision
agriculture, as part of Agriculture 4.0, and bringing best results for each occasion. One essential
challenge is to mitigate the water usage in agriculture.

loT realizes the connection between many devices, in order to interact by exchanging data and
taking advantage of Cloud services. We can gather data from various loT places and process it to
support decisions related to optimization [1]. loT technologies, nowadays have entered the
commercial sector and significant effort is being spent to make them more user-friendly for
people who do not have extensive background knowledge. 1oT has shown a tremendous potential
for enhancing people’s life and improving many operations in various domains, such as health,
education, manufacturing, and agriculture [2]. Agriculture is a great example, as the spreading of
loT technology has actually guided us towards Agriculture 4.0. One of the essential difficulties that
exist today and is related to the food system in a worldwide level is the need to raise food
production by half more (50%) until year 2050, in relation with 2010 [3]. The latter is critical to
occur in order to provide food to a foreseen population of about 10 billion people, while in parallel
there are rising stressed and finite resources (in nature) and needing to adjust to fast changing
climate conditions. However, today’s environmental conditions do not help to the needed
increase in crop production with the traditional approach in agricultural handling [3]. All the
previous described technologies can help in solving this problem, and bring increase in yields
while also protecting the precious resources. At this point, precision agriculture and intelligent
farming can make a great difference. The acceptance of accurate irrigation assists farmers in order
to use water only for the crops that really need it. The result is the saving of water resources.

It is known [4] that the United States have a lot of problems with water availability. In California,
for example, at the year 2019, in order to irrigate 1,530,000 almond acres, the farmers used
195.26 billion gallons per year. A similar situation seems to be troubling China [5]. The irrigation
system provides support to the agriculture and socio-economic sectors. To further extend it, it
maintains a balance in the environment which is in charge for the surviving of the oasis ecosystem.
The recent years, due to people’s work and because of the climatological changes, there is a
change of the water that exists in arid areas (oasis). The consequence of this, is that the
underground water reservoirs, the water needed for farm activity and the corresponding water
salinity, are all affected. According to the World Bank, around 70% of the water is necessary for
the agriculture, while factories and the rest industry need around 20%. The other 10% of water is
used internationally for household works. By the year 2050, people living on Earth will reach the
amazing number of 10 billion. It is obvious that the needs for water and food will increase [6].
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1.2 Related State of the Art

There are plenty of initiatives that research the viewpoints of smart farming, related to the
benefits of the Internet of Things technology, as well as Machine Learning algorithms, control of
energy that loT devices draw, and many others. A lot of research work effort has been focusing
on the loT field [7] [8] [9] and on Artificial Intelligence [10] [11], aiming on farm irrigation. The
most significant efforts related to the state-of-the-art research on loT and/or Machine Learning
algorithms with the view of reducing water in irrigation of farms as well as decrease of energy
consumption without affecting crops are presented here.

1.2.1 Smart irrigation approaches focusing on loT and ML

In [12], the authors refer to a smart irrigation device that is controlled via loT technology by the
user. It can update and inform the user on the values of soil moisture, temperature on crops and
pH using special sensors. The sensors communicate with Arduino in order to send the sensed
values. The proposed devices help to decrease the water logging in the farm fields. When the
temperature increases, the idea is that the system uses drip irrigation so that it can chill the crops.
The pH sensor informs the user so that it can take measures if the soil is acid, which affects crop
not to grow. Finally, the device updates the user for critical situations of the crops.

In [13], the authors describe a system that takes good advantage of soil moisture and the devices
that control water irrigation, and when the soil wetness exceeds a certain value, it changes the
time of irrigation. They use an Arduino microcontroller programmed by Arduino Integrated
Development Environment (IDE). When the values of the soil moisture sensors fall below certain
values the related water pumps start operating in order to irrigate. However, when the moisture
values are over specific values, the irrigation enters a hold on.

In [13] the researchers propose a device that informs the user in real-time on various irrigation
aspects. It aims to reduce the cost and use optimally the resources. For instance, it data-logs
temperature and soil humidity, by setting different ranges for the soil and crop types. The
irrigation system switches on or off according to the related thresholds that are exceeded. The
device switches the related water pumps on or off according to the values it senses. The sensors,
such as soil moisture, pH sensor and temperature sensor are connected to an Arduino MEGA 2560
micro-controller. Moreover, the researchers have built an Android application, in order to handle
the water pump either via GSM cellular network or via Bluetooth of the Android phone.

In [14] the authors use wireless receivers/transceivers, in order to realize smart communication
while limiting power consumption. Their constructure uses: a 50-watt solar panel (consisted of a
5Volt Li-ion battery), an ESP8266 microcontroller, sensors for measuring humidity and
temperature and an anemometer. The data processing and the related analytics of the machine
are transmitted via Cloud infrastructure. The latter contains historical data in order to make good
use of them and feed decision support on when to irrigate. The authors have also connected an
LCD module with the target to display more user-friendly parameters to the operator.

In another endeavour [15] they constructed a machine consisted of a sensor for measuring soil
moisture, a temperature sensor, a humidity sensor, and a pH sensor. They have implemented an
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application that can be used by the operators (farmers) and the consumers. The latter can order
vegetables or other goods via that application. The device is powered by a solar panel. An Arduino
microcontroller gathers the data from the sensors and feed the Cloud while filling the data
measurements with timestamps. As far as the Machine Learning part is concerned, the authors
followed the Google Inception v2 model, and used 90.000 images gathered from 38 classes, 20%
of them for testing and 80% for training. The accuracy reached 96.8% on the training part and
96.4% on validation part. The purpose of all these is that users can monitor the health of the farm
fields, get informed about possible deceases and buy from them when they feel it is the right time.

In [16], the authors have built a system based on Arduino Uno R3 with the following sensors: JXCT
soil sensor, pH sensor, soil moisture, a sensor to measure soil temperature and a micronutrient
sensor, an Electrical Conductivity (EC) sensor, an OC sensor, and an OM sensor. The Arduino
microcontroller sends all the measurements to a Server through the help of an ESP8266 Wireless
LAN (WLAN). Then, a Kafka cluster is used, in order to send the data to an ML server, so that it can
train them. Extensive analysis takes place by considering specific thresholds on the data.

In [17], they have made a device which incorporates a Raspberry Pi 3 and the famous NodeMCU
Devkit. They connected a DHT-11 sensor and a Hygrometer. This device gathers measurements
from the sensors and send them to a DataBase. DHT-11 is a humidity and temperature sensor. A
motor, also, is used for bringing water in cases the moisture falls below certain values. The
proposed device stores all the measurements in Firebase, in order to use them for future
prediction. More than 700 records are included. They divided the data for training and testing. A
prediction of 3 of the most appropriate crops can be made, presenting also a number of how
confident is that prediction.

All the previous presented work cannot be scaled easily. The devices and algorithms can work well
in small environments, but when they are deployed in large scale there are some difficulties, such
as the fact that they are powered by batteries on a 24-hour operation, 7 days a week, using a solar
panel. However, there are many countries especially in the North where they have 80% - 90%
clouds or rain and no sun at all. Another problem is the fact that the Raspberry’s CPU gets hot and
a fan should be used, thus consuming more current, that is precious in a battery-powered device.
Arduino do not face cooling issues with their CPUs because the mainstream boards such as UNO,
MEGA 2560 have their CPUs clocked at 16MHz. Another issue is that sensors because they are
very cheap and use most of them for lab experiments cannot be used for real cases: their (Mean
Time Between Failures) MTBF is really low. GPRS also draw current, when they meet “spikes”,
they can draw 1A or 2A currents. LoRa (Long Range), Xbee are more suitable for communicating
between loT devices, but WIFI not. WIFI (Wireless Fidelity) draws more current than LoRa and
Xbee and covers distances up to 100 meters, unsuitable for a farm that can cover kilometers. UV
sensors also help measure UV radiation, which affects the plants as it will be presented in other
part of the current thesis. None of the aforementioned examples uses RNN-LSTM Machine
Learning models that are becoming the number 1 solution for forecasting in fields like agriculture
[18]. RNN-LSTM neural networks are based on seasonality and can “monitor” patterns that can
be used in order to then forecast. The proposed solution is based on many measurements,
something critical for expecting correct work of an RNN-LSTM. Many configurations were made
so that the ML could work. For instance: number of epochs, type of optimizer, dropout value,
learning rate, etc.
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1.2.2 Current research towards energy consumption control

In [19] the researchers describe current experiments concerning energy consumption in loT
devices powered by batteries and used in the agriculture area. They communicate with the
devices via 3G/GPRS modules in order to aggregate temperature, humidity and noise signals when
somebody logs trees illegally. LoRa modules are used on dairy areas. The researchers also depict
GPRS modem curve when the modem rises up to 200 mA, something that indicates the idea that
GPRS modules consume a lot of energy in comparison to other Receiver/Transceiver RX/TX
wireless modules.

In [20] the researchers have made an loT module consuming low power for use in agriculture field.
They describe how much time can power be provided by the battery, and especially mAh, using
calculations and various measurements. They use LoRa receivers/transmitters. As they claim,
although the current consumption is not high during the sleep state of the device, it has
consequences in the battery of the life. Moreover, they propose that if someone needs to have a
battery that lasts many hours or days in his device, he should place a battery that self-discharges
really slow in the LoRa module. The authors, also measured the LoRa module and they resulted
in the following: the module (CMWX1ZZABZ) has a consumption of about 47 mA of SF7 mode and
128 mA on SF12 during the transmission of data and 21.5 mA during the reception of the data. A
calculated mean value of the current would be the following: (47 + 21.5)/2 = 34.25 mA during SF7
mode and (128 + 21.5)/2 = 74.75 mA during SF12 mode.

In [21] the researchers describe a device that aggregates data from many sensors sensing the
following: temperature in the weather, soil moisture, how acid the ground is, etc. Then, further
processing and analysis takes place. The authors present a table demonstrating the various loT
wireless devices and their current consumption for every sensor. For instance, the Xbee consumes
100 mWatts, LoRa consumes 440 mWatts, (Narrowband Internet of Things) NB-loT consumes 550
mWatts and 5G consumes 400 mWatts. It is more than obvious that Zigbee consumes the least
power among all the modules. The mainstream supply is 5 Volts, and for that number Zigbee
modules draws 20 mA, LoRa draws 88 mA, NB-loT draws 110 mA and 5G TX/RX module draws 80
maA.

In [22] they implement experiments using 2 different GSM devices suitable for use in embedded
modules consisting of constrained resources. They identified through measurements what the
output represents in general, without concentrate on the GSM module. Their device can measure
the speed of wind, temperature, humidity, rainfall speed direction, radiation emitted by the sun
and the wetness of leaves. A GL86-QUAD and a SIM900 GPRS are used so that they can send data.
In their article they included graphs where it is more than obvious that about 150 mA is needed
for sending SMS and about 140 mA is needed while using GPRS.

In [23] the researchers monitor the aggregated data and their related energy consumption of WSN
(Wireless Sensor Networks) implemented in Farm industry. They claim about the drawbacks that
WSNs meet. In their research they also present research based on loT data processing. Different
wireless devices are presented, so, for instance a BLE (Bluetooth Low Energy) module needs 10
mWatts while operating, Zigbee needs 36.9 mW, LoRa needs 100 mW, SigFox needs 122 mW, the
common Bluetooth needs 215 mW, the LTE (Long-Term Evolution) is energy-hungry and needs
300 mW, GPRS even more needs 835 mW. BLE module can be a straight forward solution,
however, in relation to the Zigbee, the latter covers a 100-meter area and BLE covers a 10-meter
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area. What comes out for this paper is the fact that Zigbee is the less power consuming module
of all the choices, adding an acceptable radio coverage.

In [24] the authors propose a machine which operates autonomously powered by solar radiation.
It has many sensors connected, such as: the famous DS18B20 thermometer, the BME280 for
sensing humidity and pressure, CO2 sensor, AMS CCS811 metal-oxide sensor, the FC28 for sensing
soil moisture and the GL55 light sensor. The device communicates to a mobile APP (Application)
in order to provide data to the user related to crops. It uses a WIFI module to send data to the API
(Application Programming Interface) and it needs 5 Volt Voltage supply and an average value of
230 mA (260 mA at peak values). The average power consumption can be easily calculated as P =
V*1=5%230=1150 mW or P =5 * 260 = 1300 mW when reaching peak values.

In [25], they propose a solution using wide-area mesh network in applications related to loT
technology, implemented in agriculture field. LoRa modules were chosen for their device, using
TDMA (Time Division Multiple Access) technology for large area communication. As far as the
hardware is concerned, they connected the following sensors: soil moisture sensors, weight
sensors, temperature sensors, humidity sensors. A 5-Volt is used to supply the device. The
depicted information, where the LoRa RT/TX module needs 12.5 mA current for reception and
72.5 mA for transmission, for a mean value of (12.5 + 72.5)/2 = 42.5 mA.

1.3 Analysis of the problem and the related proposed solution

1.3.1 What is the problem

loT is in a very mature level in order to be implemented in the agriculture field and provide
solution to many issues, such as sustainability, quality and quantity in the yield, cost effectiveness
[26]. Systems of smart irrigation are being developed around loT devices, consisting of sensors,
CPUs, actuators, targeting on estimating many parameters, such as soil condition, crop, weather
phenomena and provide support to related decisions made on plant irrigation.

1.3.2 Proposed solution to the problem

The solution described below has as its basis the Arduino MEGA 2560 R3 processing unit,
programmed by the famous Arduino IDE (Integrated Development Environment). The module is
connected with the following sensors: i) Capacitive sensors for sensing soil moisture, ii) DHT22
sensors for measuring temperature/humidity, iii) VEML6070 Ultra Violet sensor for sensing the
levels of UV light in the plant.

The good thing with the capacitance soil sensors is that they cannot be corroded as occurs with
the resistance soil moisture sensors. The soil moisture sensors used in the proposed device needs
5 Volt and are consisted of 3 pins, voltage positive pin (VCC), (ground) voltage negative pin (GND),
output (OUT). The signal that a micro-controller can read from the soil moisture sensor is in the
range 0 to 5 Volts, which is related to the intense of the moisture in the soil. The OUT signal is
connected to the Arduino to one of its A/D ports. Arduino can understand 1024 different values
from the sensor’s output values, because Arduino’s A/D converter is 10-bit = 21°=1024, so a range
from 0 to 1023. More sensors were used that operate auxiliary to the primary, in order to have 2
measurements for the same condition and provide the final output.
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The DHT222 module senses temperature and humidity in the air. It is placed in a stable place on
the plant so that it can provide measurements from plant’s leaves. It can operate either at 3 Volt
logic or 5 Volt logic, that means both power supply and the wire communication with the rest
devices. It needs 2.5 mA mayx, it can measure humidity in the range 0 — 100 %, with 2% to 5%
accuracy, while it can measure temperatures ranging from -40 °C to 80 °C, providing +/- 0.5 °C
accuracy, with 0.5 Hz sampling frequency. The sensor consists of 2 parts: a humidity capacitance
sensor and a thermistor. Inside the module there is a chip for transforming Analog measurements
to Digital values, so that it can send them to its output pin. The connection between the sensor
and the Arduino is being settle via the digital input of the Arduino. DHT22 uses 3 pins: VCC, GND
and OUT.

The VEML6070 UV* module works with both 3 Volts or 5 Volts power supply and logic. It exploits
I12C protocol to exchange data with the Arduino. It uses the Ultra Violet spectrum to sense light.
What it basically does is to output a number for each UV light level it senses. The pins used from
this sensor are: VCC, GND, SDA (Serial Data), SCL (Serial Clock).

All the sensors communicate with the Arduino MEGA 2560 R3 module which uses the
ATmega2560 microcontroller®. It has 54 digital input/output pins, 16 of them can operate as
analog inputs and 4 of the 54 inputs can operate as 4 UARTSs. Its CPU is clocked at 16 MHz, lower
than the mainstream CPU modules, but very suitable for what is needed for the experiments. It
incorporates 256KB flash, 8KB SRAM (Static Random-Access Memory) and 4KB EEPROM
(Electrically Erasable Programmable Read-Only Memory) memory. Every of its input/output pins
can tolerate 20 mA current draw. The communication between the Arduino and the capacitance
soil sensors is configured via the pins A0 and Al where A/Ds exist. Digital pin 2 of the Arduino is
connected to the DHT22 sensor and pins 20 (SDA) and 21 (SCL), which consist the 12C protocol,
are connected with the UV sensor. UART (Universal Asynchronous Receiver/Transmitter) 3 port
of the Arduino is connected to the Xbee Zigbee S2 module. All the sensors and the Arduino are
powered by a 5-Volt power supply and obey to 5 Volts logic.

All the data gathered from the Arduino via the sensors, are wirelessly transmitted to a Raspberry
Pi 4B Single Board Computer. The modules used for this communication between the two boards,
meaning the Arduino and the Raspberry, are two Xbee Zighee S2 2mWatts Wire Antenna. Xbee
works on 3.3 Volts both power and I/0 in its pins. To make it work on 5 Volts, special adapters
were used that include voltage level translators. For Raspberry the SparkFun Xbee Explorer USB
(Universal Serial Bus) was used and for Arduino the SparkFun Xbee Explorer Regulated was used.

DIGI manufacturer produces the Xbee Zigbee. It contains improvements on power output and as
well as the protocol in the Pro Series 2 that was used in the experiments. It needs 3.3 Volts and
41 mA. It emits 2 mW radiation, when used, operating at 250 kbps bitrate, which covers the
requirements of the implementation. It can reach 120 meters coverage at LOS (Line of Sight),
using only a small fixed wire antenna without complex installations. It enables input pins and 8
digital input/output pins. One great characteristic is its ability to encrypt and decrypt data using
128-bit encryption, configuration over-the-air as well as AT/API commands®.

3 https://learn.adafruit.com/dht?view=all

4 https://learn.adafruit.com/adafruit-vem!6070-uv-light-sensor-breakout?view=all
5 https://store.arduino.cc/arduino-mega-2560-rev3

8 https://www.sparkfun.com/products/retired/10421
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and 3 Amperes power
supply

Raspberry Pi 4B’ is the most advanced SBC of the well-known Raspberry Pi family. It consists of
the BCD2711 ARM (Acorn RISC Machine) CPU, which has 4-cores, 64-bit SoC clocked at 1.5 GHz
with 4GB RAM. It provides access for 2 bands WiFl: at 2.4 GHz and at 5 GHz IEEE (Institute of
Electrical and Electronics Engineers) 802.11b/g/n/ac, Bluetooth 5.0, BLE, Gigabit Ethernet, 2 USB
3.0 ports and 2 USB 2.0 ports. It supports the standard 40-pin General Purpose Input Output
(GPIO) header. It has 2 micro-HDMI (High-Definition Multimedia Interface) ports in order to
enable connection with external monitor/monitors. The OS (Operating System) (Raspbian) is
executed on a flashed 128 GB microSD. As far as the power is concerned, it is powered by a 5Volt/3
Amperes power adapter via a USB-C plug. It uses a fan in order to decrease CPU’s temperature
when working for many hours. Also, a keyboard and a mouse are used so that someone can
operate the Raspberry Pi as a Desktop computer and make the programming easier.

Raspberry Pi 48 (4GB)

5 Valt

Xbee explorer USB +

Xbee Zighee bd .

% UV sensor

DHT22

Xbee + Xbee

(e £ ‘| adapter
s v

Figure 1 The 2 main basic devices used for data-logging sensed parameters form the basil pot. On the left, the
Raspberry Pi and on the right the Arduino MEGA 2560 R3 with the various sensors.

The modules that were presented in the previous paragraphs are shown in Figure 1. The
Raspberry Piis presented at the top left side of the figure with Xbee adapter connected with it via
the USB wires. It is also shown the power adapter connected to the power port of Raspberry Pi.
At the right side of the figure, someone can identify the Arduino MEGA 2560 R3 with the different

7 https://static.raspberrypi.org/files/product-briefs/200521+Raspberry+Pi+4+Product+Brief.pdf
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sensors (soil moisture sensors, DHT22, UV sensor, Xbee Zigbee) connected to a proto-board and
a powerbank.

Element 1 Element 2 Element 3
Raspberry Pi 4B 240Volt AC to 5.1Volt DC adapter Xbee Zigbee module
Xbee Zigbee adapter USB Xbee Zigbee module

5.1 Volt powerbank Arduino MEGA 2560 R3
Xbee + Xbee adapter regulated Arduino MEGA 2560 R3
DHT22 Arduino MEGA 2560 R3
UV sensor Arduino MEGA 2560 R3
Capacitance soil moisture sensor Arduino MEGA 2560 R3

Table 1 In the table someone can view the different elements used on Figure 1 and their connection between them.

In Table 1 someone can see the connections between each element. As it was presented in the
previous sections, the proposed solution has to do with the building of an Arduino-based system
with many appropriate sensors in order to measure different conditions of farm field such as: soil
moisture, temperature, air humidity and UV radiance with the aim to send all the aggregated data
on the Single Board Computer and undergo further processing. What is very innovative is the
existence of an RNN-LSTM model, programmed in python programming language, running on
Ubuntu OS, capable of forecasting the following parameters: UV radiance, temperature, soil
moisture and air humidity. So, the farmer or the person that is handling the operation can decide
the volume of water which is needed in order to precise irrigate his farm so that no unwanted
water is used, saving resources and money. Research to related articles [27] [28] [29] [30] has
shown that ML algorithms perform outstanding in forecasting in many domains, including
agriculture, showing decreased error (such as RMSE — Root Mean Square Error, MAE — Mean
Absolute Error, MSE — Mean Square Error, CC — Correlation Coefficient) in relation to the rest of
the ML models. Although RNN-LSTM implementation has limited investigation in smart irrigation
problems, as it is more than obvious from the State-of-the-Art paragraphs, the usage in order to
support DSS (Decision Support Systems) is very innovative.

1.4 Evaluation of the experiments that took place

In order to identify whether the previously described device meets the authors standards, an
energy measuring device was built. The latter device aims to data log various characteristics of
the Arduino-based loT device concerning energy consumption, such as: timestamps of the
measurements, current draw, voltage, power consumption. This device is capable of measuring
Current (in milli Amperes), Voltage (in Volts) and Power consumption (in milli Watts). The upper
limit of Current it can measure is + 3.2 Amperes at 5 Volts (maximum) by using the famous INA219
module via 12C port. So, the device consists of the following elements:

e an industrial shielded power supply that can provide 12 Volts, with maximum 6 Amperes
current, 72 Watts.

e 2 DC (Direct Current) -DC Step-Down converters that can provide an output of 5 Volts at
5 Amperes max current. These modules provide power supply to the Arduino micro-
controller and the various rest electronics, connected to the proto-board.
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e INA 219 current/voltage/power measurement module.

e WiFi module in order to access the measurements wirelessly.

e Voltage - level translators in order to communicate with the WiFi module that operates
at 3.3 Volt and not at 5 Volt (as occurs with the rest of the elements).

e Ethernet Shield, in order to access the measurements via LAN network.

e Arduino MEGA 2560 R3 as the main microcontroller.

e Real-Time-Clock (RTC DS3234) in order to store a timestamp with each measurement.

e SD card module, for storing the data that are being data logged.

e 240 Volts/50 Hz plug for supplying the whole construction.

All these connections are presented in Figure 2. The format of a stored measurement is as follows:
21/12/22,3:27:43,5.14,869.90,4742.00, an ordinary CSV format, where from left to right someone
can observe the timestamp (date and time): 21/12/22,3:27:43,5, then is Voltage in Volts: 5.14,
Current in milli Amperes: 869.90, Power consumption in milli Watts: 4742.00. The SD (Secure
Digital) - card stores each measurement: however, they can be accessed in real-time via:

1. USB (through direct connection to a PC (Personal Computer)/laptop)
2. Ethernet
3. WiFi

The “brain” of measuring device is the Arduino MEGA 2560 micro-controller, which
communicates with the peripheral modules. So, it communicates with INA219 via 12C protocol,
with WiFi via one of its UART ports, with RTC via SPI (Serial Peripheral Interface) port. Below, in
Table 2 someone can observe all the elements of the measuring device and their related
connections between them.

5Volt @

USB output
for the Load
connection

Arduino MEGA 2560 R3
+ Ethernet Shield

ovolt &

o @

LTALY

- 12 Volt

12 Volt

level shifter

Wi-Fi module

240 Volt AC
to Real Time Clock
12 Volt DC

Figure 2 View of the Arduino-based measuring device that was used to data-log Current, Voltage and Power
consumption of each connected load on the USB output.
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Element 1 Element 2 Element 3

INA 219 current sensor Arduino MEGA 2560 R3
DC-DC step-down converter 240\/0';:;:;:;32 Volt bC

Wemos D1 WiFi module level shifter Arduino MEGA 2560 R3
USB output 0-5 Volt in circuit supply

level shifter Arduino MEGA 2560 R3 Wemos D1 WiFi module
RTC DS3234 Arduino MEGA 2560 R3
Ethernet shield Arduino MEGA 2560 R3

Table 2 In the table someone can view the different elements used on Figure 2 and their connection between them.

Analysis of the effects of the environment towards plants in general

As far as the wavelength is concerned, the UV radiation can be categorized into three areas:
e UV-Ainthe range 315 nm to 400 nm
e UV-Binthe range 280 nm to 315 nm
e UV-Cinthe range 100 nm to 280 nm

In the Arduino-based device the connected UV sensor operates in the UV-Arange. Itis well known
to the agriculture researchers that UV-C radiation is totally absorbed through the ozone layer.
That does not occur in UV-A, which also does not harm the plants. However, UV-B is affected by
the ozone layer and more specifically it affects its intensity. The most harmful of the above
mentioned 3 ranges, is the UV-C radiation type [31]. According to research literature, UV-A
radiation shows that adverse consequences are present on plants. In [32] the authors claim that
Rosa hybrida and Fuchsia hybrida indicate response in more uniform way than to UV-B. It is
believed that UV-A does not damage plant, however, in the research they show that UV-A causes
harm in photosystem II. PAR which is better known as Photosynthetically Active Radiation, in the
range between 400 nm to 700 nm, filled in with UV-A can increase carotenoids, chlorophyl, which
consist the pigments and antioxidants (UV- absorbing compounds). All these have effect on the
growth [33] [34] [35] [36] [37] [38]. Researchers believe that UV-A radiation comfort the damaging
consequences of the UV-B. For that reason, low levels of UV-A can enhance the collection of
antioxidants in plants which could improve the health of species that consume them.

According to experiments, the Genovese basil plants need more water at the end of development
as well as at the growth stages and during the maturity stage [39]. At the starting stages of crops,
the transpiration of basil is not high because of the shrunk area that is foliaged. However, the
water loss is increased as a result of the evaporation rather than the transpiration that takes place
on the plant [40]. During the initial stage (growth, development), precipitation and high
temperatures were observed, exploiting water evaporation from the ground. While the plant was
growing, there was the need to make biomass produce flowers and rise transpiration: all these
resulted to increased need for water. The numbers gathered from measurements indicate that
water consumption on growth and development levels of basil was 2.98 mm/day. As far as the
dry mass is concerned the mean value was 27.2%. Authors in [39] work claim that the plant in its
maturity period needed 4.87 mm/day (38.9% more than then needs in the previous period).
However, there were no changes observed in the measurements on the dry matter. The authors
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claim that during the maturity period, they monitored higher water needs, the time that the basil
plant was developed, rising in that way dry matter and fresh values. During the harvest period
(beginning of senescence) was observed around 3.16 mm/day consumption in water (63.2 mm
for the whole period). In comparison to the previous phenological period, the authors claimed
that they reached 48.1% decrease in water. The drawback is that the dry matter measurements
approached 38.1% in comparison to the maturity period. As someone can understand the
experiments shown in the current chapter are targeting on basil irrigation on specific hours with
precise water.

The authors in [41] show the results of their experiments that took place on basil plants on how
the temperature affects the plants. What they discovered is that by changing the temperature
from 17°C up to 23°C, just 5 degrees more, there were more flowers in ‘Sweet Dani’, ‘Lime’ and
holy basil. Researchers in [42] showed that by changing air temperature from 15°C to 25°C there
are more flowers in Salvia splendens and Tagets patula (marigold). They also claim that when the
temperature is more than a specific threshold, there are less flower, something better known as
heat delay. The authors of another research [41] saw reduced reproductive values in ‘Lime’ lemon
basil and ‘Sweet Dani’ lemon basil when the temperature was more than 35°C. As another
research [43] states that there are 3 types of crops that have to do with the plant Ty:

1. Cold-tolerant crops, when the Ty is lower than 4°C.

2. Intermediate crops, when Ty is between 4°C and 7°C.

3. Cold-sensitive crops when Ty is more than 7°C.

The authors result in that a Ty, should lie in the range 10.9°C to 12.1°C if it stands for a basil with
fresh weight accumulations. For this reason, the basil is classified as cold-sensitive crop. In cases
where the temperature is more than Ty, the implementation rate rises up to Top, and next it
decreases down to Tmax [44]. In general, it is a good tactic for plants to cultivate in temperatures
ranging between Ty, and Tope. The latter has different values for different species.

In the following research [45] the authors made experiments on Sweet Basil specie, with small
temperatures between houses that were fanned and houses that were not fanned. However, they
found great differences in Relative Humidity (RH), about 95%. The RH, in the houses with fan, was
nearly saturated in high frequency and maintained that for greater amount of time compared to
houses with fan. This phenomenon has consequences to the sporulation of P. belbahri, as it makes
it guide to more conductive environments. Only 4 hours are required for the basil to be infected
in its leaves. When considering sporulation, the minimum time is 7.5 hours of intense relative
humidity. The previously discussed conditions took place frequently in non-fanned houses, but
they almost did not exist in houses with fan. The result of all these is the quick implementation of
epidemics in houses without fan, in comparison to slow progression in houses with fan.

1.5 Experiments with the Arduino and its connected sensors

The experiments that took place in the basil pot, were consisted of the Arduino MEGA 2560 R3
and the following parts: 2 capacitive soil moisture sensors, air humidity sensor, air temperature
sensor, UV light sensor, Xbee Zigbee Rx/Tx module. The experiments took place on a Ocimum
Minimum variety basil.
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An loT ecosystem was built in the laboratory environment, with the aim to provide the necessary
information to the user (farmer) to decide if the irrigation is needed or not, saving resources
(water) and money. Aiming at the environmental conditions, such as: temperature, UV radiance,
humidity, and soil moisture, the related sensing modules have been adjusted so that they send
more measurements when the irrigation of the basil takes place. The latter helps to have a more
precise view of the time of irrigation (before and after the event) and set the optimal thresholds
for the soil moisture as it will be presented latter in the current chapter. All the data, as well as
DSS (Decision Support System) and actuation took place remotely and wirelessly from the
Raspberry Pi SBC, that was operated as a PC in reality.

5o, AR

main USB supply plug ‘

USB DC supply splitter ‘

power consumption
measurement device

cables for 2 soil
moisture sensors +
DHT22 sensors
UV sensor
240 Volt AC/SOHz
power supply cable
Xbee Zigbee wireless

adapter

Arduino MEGA 2560 R3
controller

Figure 3 View of the infrastructure for sensing the parameters of the basil pot (temperature, humidity, UV radiance)
and the measuring device, which measures and data-logs Voltage, Current and Power consumption.

The proposed constructure with the basil pot, the Arduino micro-controller, the various sensors
and the measuring device are depicted in Figure 3 View of the infrastructure for sensing the
parameters of the basil pot (temperature, humidity, UV radiance) and the measuring device,
which measures and data-logs Voltage, Current and Power consumption. The 2 soil moisture
sensors, and the temperature/humidity sensor are placed inside the soil of the basil pot and on
the basil’s leaves respectively. However, the UV sensor is placed on the breadboard, which does
not affect its measurements, since the light exists in all the space. The Xbee Zigbee is also placed
in the breadboard and it is the main unit that is related to the data exchange with the other Xbee
Zigbee connected to the Raspberry Pi. The main constructure is powered by the measuring device
built by the author® in order to have datalogging of datetime, voltage, current and power
consumption. All the data gathered by the Raspberry Pi, via the wireless connection between the
2 Xbee Zigbee, were displayed in a 17” TFT (Thin-Film-Transistor) monitor in real-time, and
provided in order to support decisions on whether to irrigate or postpone the irrigation according
to the values of the measurements. The data were stored in a .csv format file.

8 The experiments have taken place in the (AIL) Ambient Intelligence Laboratory of the School of Electrical and
Computer Engineering of the National Technical University of Athens in Greece.
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Humidity measurements
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Figure 4 Relative Humidity (%) that was measured in the experiment.
It is easy seen that humidity stays low in the day and rises in the night.

UV radiation measurements
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Figure 6 UV radiation that was measured in the experiment. It makes
sense to have non-zero values during the day, where there is plenty of
light and non-zero values at night.
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Figure 5 Temperature (°C) that was measured in the experiment. It is risen
in the day and decreases in the night.
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Figure 7 Soil moisture indirect calculation via the raw data coming from the
A/D converter of the Arduino during the experiment. The higher the A/D
converter’s value displayed in this figure the lower the actual soil moisture.
When irrigation takes place “negative spikes” are observed, whereas when dry
soil exists, the values are increasing.

Many experiments took place in order to evaluate the best values and set them as thresholds to
start or stop irrigation procedure. The experiments were realized between 03-12-2022 to 17-12-
2022, two weeks in total. The frequency of the measurements was set to one minute. The
measurements are depicted in Figure 4, Figure 5, Figure 5, Figure 7.

The way that capacitance soil moisture sensor operates, is very easy to understand. They translate
their capacitance, as a result of the soil moisture in the ground, to voltage value which is then
read by the Arduino MEGA 2560 via its A/D converter. The more increased the sensor’s value, the
drier the soil is. In Figure 7 someone can view the indirect soil moisture values of the whole
experiment via raw values read by the Arduino’s A/D converter. The lower the raw data the higher
the soil moisture and vice-versa. Before there is need for irrigation the values rise up to 360-390,
next they fall very quickly when the basil pot is irrigated. After many experiments guide to the
following numbers (thresholds) which indicate need for irrigation: 300-320. As it is displayed in
Figure 7, three irrigations took place throughout the experiment. The DSS regarding irrigation is
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not based only on that, but, also in humidity/temperature of the air and UV radiance. The
measured current consumption was in the range 166 to 186 mA at 5.1 Volt. Using the equation P
=V * |, someone can indicate power consumption in the range: 850 mWatts to 950 mWatts.

In Figure 8 someone can view the UML (Unified Modelling Language) diagram of the proposed
DSS idea. The Arduino microcontroller checks continually the sensors to identify if any of the set
threshold (one threshold for each sensor). This operation is called polling. When the threshold is
exceeded, the device irrigates the basil using 250 ml of water (the size of a tea cup in volume).
There exists the Irrigation Delay Counter (IDC) which is by default set to the value “72”. The latter
means “72 hours”. That number is decreased by 1 every hour, until it reaches 0. When the
microcontroller meets the value 0, it starts polling round again. From the UML diagram it is more
than clear that no sensor can trigger the system at the same time with any other(s) sensor(s).
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s soil salinity’
>3807

No
Get temperature
sensor reading

Is tem- Yes
perature
> 36 Celsius,
degr.?

No
. . . Initialise Irrigation Reduce counter by|
Get hum'dc';y bl[rlzgﬁage blasfllup\?l Delay Counter (IDC) 1 every hour:
sensor reading Y ml of water IDC = 72 (hours) IDC = 1DC -1

Yes

IsIDC==07

No

Is humidity
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No
Get Uv
sensor reading

Is UV > 1007
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No

Figure 8 The UML diagram of the DSS (Decision Support System) proposed in the current chapter.

1.6 Savitzky-Golay Filtering
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In order to somehow get signals concerning soil moisture values without “spikes”, so that be easy
to identify the thresholds (upper and lower), Savitzky and Golay filtering [46] was used. There
was use of p-degree polynomial for every continuous subset of 2m + 1 points, with p < 2m.
Knowing that 0-th differentiation stands for smoothing and d-th belongs into the range 0to p. The
latter exists in the mean point of the starting data and extracting the fitted polynomial that
undergo differentiation. Then, polynomials regarding least-squares can be implemented by
convoluting the data in the input. The last occurs by using a 2m + 1 digital filter. The coefficients
of the convolution can be gained for any differentiation order, meaning all points in data and any
degree of the related polynomial [46]. The negative issue, is that the latter does not exist for even
amount of data. It exists for odd values only. In the related device that the current chapter is
analyzing, Savitzky-Golay filtering has been applied in soil moisture measurements so that it could
be easier to identify where to put the limits that irrigation is enabled or disabled. For instance, as
the Figure 9 depicts, when soil moisture value exceeds 280, the plant should be irrigated.
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Figure 9 Indirect soil moisture from A/D converter raw values of the Arduino filtered with Savitzky-Golay filter in
order to have an overall clearer picture of where the actual thresholds start and at which point, they end.

1.7 Introduction to RNN-LSTM neural networks

In [47] the researchers make an exhaustive analysis on the theory behind RNN-LSTM neural
networks.

1.7.1 Recurrent Neural Network model

In the RNN neural networks, every neuron consists a processing unit which is attached to the
output of its node at the input. Each neuron applies an activation function, before the output
takes place. The neural networks because of the latter have the capability to construct nonlinear
relationships. But the generalized neural model is not able to simulate the time parameter. All the
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datapoints are constructed from fixed-length vectors. And when strong correlation takes place
via the input phasor, the model can diminish the consequences of the processing. Recurrent
Neural Networks (RNN) have the ability of modelling time. The definite time cannot take place
into the output only, but can appear in the next time step layer, which is hidden, by putting time
points coming from the hidden layer as well as the hidden feedback connection.

The mainstream neural network does not bring any middle layer of the process. The specialized
input xg, X1, X3, ..., Xi, after the process of neurons there will be a related output hg, hs, hy, ..., he. In
every training, there is no need from transfer of information between the neurons. The difference
between RNNs and common (mainstream) neural networks, is the fact that in each training for
the RNN, neurons need to bring some information.

The essential structure of the RNN is depicted in Figure 10. And in Figure 11, someone can see

the deeper analysis. Someone can see that A stands for the hidden layer, x; is the input vector and
h: stands for the output of the hidden layer.

hi

Xi

Figure 10 RNN basic model.

As someone can see in Figure 11, the output of every hidden stage is fed as input to the following
layer.
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x0 x1 x2 xt

Figure 11 RNN expanded model.

1.7.2 Long Short-Term Memory Module

Although RNNs can handle non-linear time series, there are issues concerning gradient when
training long time lags, which are basic in time-series forecasting. RNNs face also issues with
predetermined time lags in order to identify temporal sequence computation and find the most
capable time window size automatically. Thus, in order to excel such kind of issues that RNN face,
LSTM-RNN were invented [48].

As it occurs with RNN, LSTM is also a memory module. It consists of 4 different essential units as
it is depicted in Figure 12and Figure 13. These are the following:

i. aninput gate

ii. aneuron with a feedback connection

iii. aforget gate

iv. an output gate

./
\r_\|

xt-1 xt xt+1

Figure 12 This image depicts the expanded single node of the RNN.
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Figure 13 This image depicts the LSTMs cells. As it is obvious, each LSTM cell contains four layers that interact.

The three nonlinear gates depicted in Figure 14 are the unit that realizes the summation. The
latter is responsible for controlling the inside and outside transmission of the information either
through activation modules via the operation of multiplication. The multiplication exists at every
input and output cell by their related gates. The forget gate multiplies the memory cell’s feedback
connection and lets the cell either forget or remember its previous state. That occurs via the
realization of the sigmoid activation function. The f; activation function gate is assumed to be a
logistic sigmoid, so that gate activation belongs to the range 0 (stands for gate close) to 1 (stands
for gate open). The tanh or logistic sigmoid lets the output activation function, O, in order to excel
the vanishing gradient issue. Its second derivative can be maintained for a long range before
resulting to zero. Further growth is needed, which is based into a different problem statement.
The weights connect the cell to the various gates, as is depicted in Figure 14.

ouT

CLI

ht-l

Figure 14 Representation of the LSTM memory block, which consists of one cell with 3 gated layers [48].

More increase is feasible that is based on the different problem statement. The various weights
connect to the gates, as it is depicted in Figure 14. The rest connections are without weight. The
memory module links the rest of the network via output gate multiplication.
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The model input is given by the formula:
x = (xq, s X, vy Xt)

And the output sequence is given by the following formula:

Y= (X1 eees Xy ooy Xy ?)

where t stands for the prediction and t’ stands for the next time step prediction. The x can be seen
as a historical input data, and y as a single lag in period series. Both the latter in the case that low-
flow takes place. The main target of LSTM-RNN is to forecast low-flow discharge in the following
step based on the former data. All these are calculated from the following equations:

it =0Wiy " x¢ + Win - heoq + Wiccr—q + by)
fe=0Wpy - x¢ + Wep - hyq + Wye - coq + by)
= fircem1t i gWex - x¢ + Wep - hy—q + be)
0r = 0(Wox " x¢ + Wop * he—q + Wy - ¢ + Do)
hy = o - h(c1)
ye = Wyp-h + by,

Where o stands for the sigmoid function. The memory is schemed in a box and contains an input
gate, an output gate and the forget gate. They are given by the following: it, 0, ft. The symbols c¢;
and h; stand for the cell and memory block. The symbols W and b represent the weight and bias
vectors respectively, in order to generate a linkage between the output layer and memory block.

1.8 Forecasting basil pot conditions using RNN-LSTM

The proposed device of the current chapter elaborates on an RNN-LSTM neural network, where
the code is written in python. It can output forecasts for air temperature, air humidity, UV
radiance and soil moisture. As it is depicted in Figure 15, Figure 16, Figure 17, Figure 18, someone
can observe the actual values, the prediction on trained data and the prediction on tested data.
The different datasets are colored as following: red color indicates the real measurements, blue
color indicates prediction on trained data, and finally green color indicates prediction on tested
data. The dataset used consisted of 20.000 measurements and 400 epochs for training. This model
can be used aiming at forecasting the soil moisture of basil pot and estimate if it needs irrigation.
The rest of the parameters such as air temperature, relative humidity and UV radiance can be
used secondarily in order for the user to decide when to irrigate in the future. The prediction on
the unseen (tested) data is very accurate, thus the small error as it is presented in the following
Figure 15, Figure 16, Figure 17, Figure 18. The ML model gets an input of time-series and it is able
to decide, or better, to forecast when it is the appropriate time to irrigate. The ML model identify
the pattern and then can easily forecast. What is new about the current infrastructure is that it
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can successfully forecast the various conditions and it is able to decide when to irrigate saving
water resources and not spending them when it is not needed.
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Figure 15 UV radiance data-logging with 1 minute frequency and 20.000
values in total. The actual (initial) dataset is colored with red, predictions on
trained (known) data are colored with blue color and predictions on unseen

(unknown) data are colored with green.
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Figure 17 Relative Humidity data-logging with 1 minute frequency and
20.000 values in total.
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Figure 16 Indirect soil moisture data-logging with 1 minute frequency
and 20.000 values in total. These are raw values coming from the A/D
converter of the Arduino. The actual (initial) dataset is colored with red,
predictions on trained (known) data are colored with blue color and
predictions on unseen (unknown) data are colored with green.
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Figure 18 Temperature data-logging with 1 minute frequency and
20.000 values in total.

The building of Machine Learning models leads to identify if they work correctly and accurate. In
order to understand the previous, specific metrics should be provided. For this reason, seven

metrics were calculated:
e Root Mean Square Error (RMSE)
e Mean Square Error (MSE)
e Mean Absolute Error (MAE)
e Squared (R?)
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e Correlation Coefficient (CC)
e Relative Absolute Error (RAE)
e Root Relative Absolute Error (RRSE)

More analytically, RMSE is connected to the SD (standard deviation) of variations or divergences
between the forecasted values and the values that were measured. MSE can be considered the
same rationale as RMSE without the squaring. MAE is related to the absolute values, differing
between forecasted and measured values when best try takes place, without considering the sign
of the values, but estimating the prediction error series. R2 outputs (shows) the reliability of the
regression algorithm, aiming at making easier the changed values. As far as CC is concerned, it
evaluates how accurate is the ML model, by remaking the outputs used in experiment. RAE is
about dividing the whole absolute error with the whole absolute error of the main indicator. RRSE
squares the RSE, and more specifically it provides normalization of the whole squared error
through the division with RSE total square error.

RAE
RMSE MSE MAE R? cC (%) RRSE (%)
Humidity 0.82 0.68 0.45 0.99 1.00 0.06 0.08
Soil_moisture 1.75 3.07 0.79 1.00 1.00 0.04 0.07
Temperature 0.16 0.02 0.06 1.00 1.00 0.03 0.07
UV radiance 3.68 13.55 0.24 0.91 0.95 0.04 0.31

Table 3 Metrics related to performance for sensors reading evaluation targeting training part.

RAE RRSE

RMSE MSE MAE R? cC (%) (%)
Humidity 1.43 2.04 0.69 0.99 0.99 0.07 0.11
Soil_moisture 3.09 9.57 1.98 0.99 1.00 0.08 0.11
Temperature 0.42 0.17 0.27 0.97 0.99 0.17 0.18
UV radiance 13.95 194.49 2.2 0.95 0.98 0.09 0.22

Table 4 Metrics related to performance for sensors reading evaluation targeting testing part.

During the testing and training periods, metrics calculation took place. The results are depicted in
Table 3 and Table 4. Both Tables show the 4 parameters sensed by the sensors: humidity, soil
moisture, temperature and UV light. The values depicted are not high, so, for instance, MAE takes
values ranging from 0.06, concerning temperature MAE, to 0.79, concerning soil moisture MAE,
on the training part. As far as the testing part is concerned, the values start from 0.69 for
temperature MAE to 2.2 for UV light MAE. As it is obvious, the smaller the value of MAE is, the
more well the ML model operates. Analysing the CC metric, it takes a minimum value of 0.91 to
a maximum value of 1.00 for any parameter, both for training and testing measurements,
something that indicates a high correlation between real and predicted values. R?shows the same
correlation as occurs with CC. The RRSE takes the value of 0.17 in average in the range of
estimations. It is also obvious that RMSE and MSE are low for the following parameters: soil
moisture, humidity and temperature, but not on UV light, which are high on both periods (testing
and training). The reason for the latter is the “spikes” that exist in the measured values.
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In order to identify how good or bad the RNN-LSTM used on forecasting time-series: it is very
crucial to use loss functions. These functions are depicted in Figure 19, Figure 20, Figure 21. Figure
19 demonstrates the loss on relative humidity dataset, Figure 20 depicts the soil moisture loss
function and Figure 21 shows the temperature loss. Orange color is used to display validation loss
and blue is used for train loss. The training procedure had the following configurations: ADAM
(Adaptive Moment Estimation) optimizer, 400 epochs, with 0.1 Dropout. What someone can
understand from the curve shape is that the used ML model works really well.
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Figure 19 Relative Humidity Loss function operating for 400 epochs training, both for validation (with orange color)
and test (with blue color) values.

[69]



Soil Moisture Loss

— tain
validation
0.030

0.025

0.020

0.015

Loss

0.010

0.005

0.000

Epochs
Figure 20 Soil Moisture Loss function operating for 400 epochs training, both for validation (with orange color) and
test (with blue color) values.
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Figure 21 Temperature function operating for 400 epochs training, both for validation (with orange color) and test
(with blue color) values.
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1.9 Issues related to power consumption, control and monitoring

The main issue when using loT devices is the energy consumption. The idea is that such type of
devices or modules have to communicate with micro-controllers with reduced battery, CPU,
bandwidth resources, so it is very critical to use the right modules to have long time of operation
with long-lasting batteries. Below there is the analysis of the loT device, concerning issues like
energy consumption, control and monitoring.

The experiment with the basil pot took 2 weeks, continues operation 24/7. Below in Figure 22,
Figure 23, someone can see how the power consumption was allocated throughout the
experiment. In Figure 22, it is depicted the power consumption with 1 hour frequency. So, the
data were gathered every 1 hour. In Figure 23, someone can see how the power consumption
was allocated with frequency sampling equals to 1 minute. The power consumption ranges from
875 mWatts to 950 mWatts approximately. There are some intense minima (“negative spikes”),
indicating that at these timestamps maybe there is less information sent from the Arduino on the

basil pot to the Raspberry Pi aggregator. The result is smaller messages, so less power used by the
Zigbee modules.

Power consumption every 1 hour

Figure 22 Power consumption of the completed circuit, measured in
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Figure 24 In the picture someone can see how is a signal (message) that is sent from the Arduino (existing in the basil
pot) to the Raspberry Pi, via Xbee Zigbee is viewed under the oscilloscope. The current needed from the Xbee Zighee
module is around 40 mA, according the manufacturer®. The whole device operates at 5 Volts, which results in a power
consumption of P=V * | =5 * 40 mA = 200 mW on peak of the signal.

In order to estimate power consumption, an oscilloscope was used. One of the 2 Zigbees was
connected to the oscilloscope, while messages were sent from the Arduino to the Raspberry. One
such power imprint is depicted in Figure 24. The parameters seen are the following: Ts =2 ms/DIV
(Division) and V = 5 Volts/DIV. The peak consumption can be calculated from the well-known
formula: P=V * | =5 * 40 = 200 mWatt approximately. If there is need to calculate the energy
consumption in Joules, there are more that should consider, such as the duty cycle, and using Ts
and P someone can easily calculate the energy.

For the energy consumption research on the wireless modules used on the current area, an
extensive analysis takes place. For that reason, 10 different modules were tested in the Lab'. The
10 different Schemes are depicted in Table 5. They use the same sensors as they are displayed in
the table, but different wireless modules and 2 different micro-processing modules. Scheme 1,
uses 2 soil moistures sensors, drawing 4.8 mA each one, a humidity/temperature sensor and a UV
light sensor, one Arduino MEGA 2560 R3 for processing all the data from the sensors and one
Xbee Zigbee S2 module for the Tx/Rx of the data. From measurements on the modules, the
current draw was 164.3 mA. Scheme 2 contains the same modules as the Scheme 1 but as a radio
module instead of Xbee Zigbee S2, it uses the famous SIM900 GPRS module, with the whole
current draw of the Scheme to be 433.30 mA. Scheme 3 used the same modules as Scheme 1 with
different radio module, so, it uses SIM7600E 4G modem, and the measured current draw was
747.3 mA. Comparing those 3 schemes it is obvious that GSM modem need more current.
Continuing with Scheme 4, it uses the same elements as Scheme 1, but different wireless module:
instead of the Xbee Zigbee, it uses LoRa radio module at +13 dBm, with needed current measured
at 174.3 mA. The same scheme as the Scheme 4, with more an amplified LoRa module at +20 dBm
is used form Scheme 5 and it needs 275.3 mA. Schemes 6, 7, 8, 9, 10 are identical to Scheme 1,
2,3, 4,5, but instead of Arduino as the main processing micro-controller they use the Raspberry

9 https://www.adafruit.com/product/968

10 The experiments have taken place in the (AIL) Ambient Intelligence Laboratory of the School of Electrical and
Computer Engineering of the National Technical University of Athens in Greece.
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Pi 4B without any fan on it. The results were measured as follows: Scheme 6 needs 345.3 mA
current, Scheme 7 needs 614.3 mA current, Scheme 8 needs 928.3 mA current, Scheme 9 needs
355.3 mA current and Scheme 10 needs 456.3 mA current. As someone can understand, Scheme
1 is the least power-hungry circuit needing only 821.5 mWatts, whereas Scheme 8 is the most
power-hungry circuit needing 4641.5 mWatts. All these are depicted in Table 5.

Operating current (mA)

- ~ o0 < n © ~ ) o S
(V] (V] [ [ [ [ V] V] V] o
E E £ £ £ £ E E E £
Element gl 2l 22|22 2]2|¢£)]|:
n n w w w w n 2} 2} 3
Soil moisture sensor 4.8 4.8 4.8 4.8 4.8 4.8 4.8 4.8 4.8 4.8
DHT22 sensor 1.4 1.4 1.4 1.4 1.4 1.4 1.4 1.4 1.4 1.4
VEML6070 UV sensor 3.3 33 3.3 3.3 3.3 3.3 33 3.3 3.3 3.3
Arduino MEGA2560 R3 (measured
. : 109 109 109 109 109
without pins used)
Xbee Zigbee 41 41
SIM900 GPRS (EGSM 900) mean of
310 310
(PCL=5)
SIM7600E 4G (20Mbps) 624 624
Adafruit RFM96W LoRa Radio (+13 dBm) 51 51
Adafruit RFM96W LoRa Radio (+20dBm) 152 152
Raspberry Pi 4B 290 290 290 290 290
TOTAL current consumption (mA) 1643| 4333 7473 1743| 2753| 3453| 6143| 9283| 3553| 4563
VCC (Volts) 5 5 5 5 5 5 5 5 5 5
Power consumption (in mWatts) 821.5 2166.9 37364 8715 1376.9 1726.4 30719 46419 1776. 22811

Table 5 View of the various Schemes, their connected sensors, their micro-controllers or microprocessors, and their
different power consumption (in mWatts).

According to research papers that are referred below, the Table 5 is verified. More specifically in
a study by [11] they used a GPRS modem for data communication that needs 200 mA current and
it is more than the Xbee Zigbee used in the current chapter, which needs 41 mA. In another study
[12] the authors support that the Rx/Tx modules that consume the least power are BLE and
Zigbee. Indeed, BLE is even more less power consuming than Zigbee, however, the distance a BLE
covers is about 10 meters. Zigbees can reach 120 meters at LOS (Line-Of-Sight). Authors of
another study [49] they use WiFi modules to transmit data from loT agriculture-based devices to
the (Rajkumar et. al., 2017) Cloud, consuming between 1150 mWatts to 1300 mWatts, far more
than the device of the current chapter, which uses about 821.5 mWatts, as shown in Table 5.
Lastly, in another research [13] they claim that Zigbee modules for transmitting/receiving wireless
data need low current.

1.10 Conclusions
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The current chapter presented a novel device related to smart irrigation mechanism that was
based on loT rationale, such as Arduino module, as the main processing unit, different sensors
attached to it, Zigbee wireless module for the communication with the data logging device
(Raspberry Pi 4B). The outcomes of the performance are quite satisfying due to the fact that the
total mechanism construction was very straight forward and the real-time results of the devices,
as well as their computation needed low resources in order to trigger end-users being aware of
compact status/condition data and references. The irrigation process has been proposed in order
to let the users change to their needs the wished operation frequency based on the crop needs
for water. An RNN-LSTM Machine Learning scheme was proposed that can make forecasts related
to UV radiance, temperature, relative humidity and moisture in soil, in order to help the DSS
(Decision Support System). The new added value of the current chapter is the lightweightness of
the current mechanism, which is easy to build and change its parameters, it shows low power
consumption, and the significant high accuracy of the RNN-LSTM scheme.

We have started working on a mechanism for maize farms in Northern Greece, where an Al
(Artificial Intelligence)-enabled DSS that takes as input not only data from the various sensors that
they were described before, but also data from UAV/drone/satellite images. The target of that
scheme is to mitigate the water usage, while at the same time preserving the health of the plants.

Moreover, there is an effort to combine UAV and satellite images as inputs, in order to process
RNN-LSTM algorithms targeting on delivering better quality irrigation related forecasts, and be
more accurate on how much water is needed in the plants. The whole mechanism is planned to
be waterproof, thus being an advantage, since all the previous described devices are not. Finally,
the device will be supplied by solar panels in addiction to batteries, so they will be working on any
weather conditions.
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Chapter 2: Plant diseases
identification using Single Board

Computers (CPU, GPU, TPU) and
Machine Learning models

2.1 Introduction

The basic issue that the current chapter elaborates on is the image processing with the related
classification of images with leaves, according to whether they are diseased or healthy. In order
to extend a previous classification dataset consisted of 10- 15 classes, it was decided to realize
the problem with 33 classes for the processed leaves, with an effort not to destroy the accuracy
of the model. The used dataset was gathered from a publicly available repository!!. The dataset
used lacked balance considering the number of the images. So, pre-processing took place, in order
to calculate the initial number of images. The number of images in the class was 152. In every
class were kept 3 * min = 456 images, while some classes had more than 1000 images, that would
have negative effects on the accuracy of the model, since the learning phase would be grounded
on them. The pre-processing was realized in the Cloud via the auxiliary use of Google Drive. The
training of the whole scheme was implemented on Google Colab, a tool that makes good use of
GPU and TPU architecture, in order to accelerate Machine Learning code, written in python
programming language. Then the trained model was uploaded to Single Board Computers in order
to implement the prediction on unseen (new) images. Machine Learning algorithms were
executed in Single Board Computers, such as: Raspberry Pi 3B+, Raspberry Pi 4B, NVIDIA Jetson
Nano, Google Coral TPU Edge Dev Board, which all of them belong to the loT technology. The aim
was to produce a model using as less as possible resources, such as low RAM, and decreased CPU
power. The pictures were loaded every time in ML model and a random filtering was implemented
on them in order to change various parameters such as the range of colour: in a range 0-255 value,
brightness, zoom, etc. The idea on these processes is to have as more realistic dataset as it can
be, because the pictures that would be fed by the user will not be in perfect condition, and so the
ML model should take those imperfections in consideration. So, the model should handle cases
where the picture is rotated or not, do not have the suitable lighting, etc. In loT devices it is very
crucial to consume as little energy as possible, because there are power constraints, especially if
the SBC operates with the support of a battery along with a solar panel, or a small wind generator.
Apart from metrics concerning RAM, CPU, temperature, time, other measurements took place
concerning energy consumption. The latter was implemented with a special measuring device
that was constructed in the lab®2. The device data-logged voltage (in Volts), current (in milli
Amperes) and power (in milli Watts) of the load.

u https://github.com/spMohanty/PlantVillage-Dataset
12 Ambient Intelligence Laboratory, National Technical University of Athens
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2.2 Related state-of-the-art

2.2.1 Machine Learning models used in the agri field

The current sub-section demonstrates the various research papers on Machine Learning models
in the agriculture field, and it is not limited to devices consuming low-power.

In [50], the authors present a device they have built consisting of the following components: DH
sensor, in order to capture humidity and temperature, LDR (Light Dependent Resistors) for
measuring light, soil moisture sensors and the famous NodeMCU for wireless communication.
Concerning the software, it included Firebase, Jupyter Notebook, python 3.5+ programming, a
text editor (atom sublime), Flutter framework and dart language, Ngrok localhost webhook tool
for developing and the well-known Arduino IDE. The core of the mechanism is an Intel R CoreTM
i5 processor 8300H clocked at 2.60 GHz/2.80 GHz (1 socket, 4 cores, 2 threads per core), which
uses 8GB DDR4 RAM and 2 GPUs interchangeably: HD (High Definition) graphics 630 or NVIDIA
GeForce. The rationale of their scheme is that the APl URL (Uniform Resource Locator) is sent to
the ngrok, and the output is sent to the app in a JSON (JavaScript Object Notation) structure. The
APl is linked with label files that contain the diseases, the image converter, the CNN algorithm,
which the users use in order to communicate with the app. More specifically the model proposed
is consisted of the following parts:

1. The first one is the REST API, which mainly includes: the dataset with the plant leaves, the
CNN algorithm, and the Django REST tool in order to construct the API. The authors made
use of more than 9.000 images/10 plants leaves/13 sections. They used 200 images per
category for training their CNN model and the rest 700+ images for testing their CNN model.

2. The second part, stands for the flutter construction of the application and the connection
with the customized REST API. It is consisted of two parts: (1) the design of the APP and (2)
the linkage of APl with the APP.

3. The third part is connected to the field monitoring.

As they describe in their research, their application brings 80% accuracy for 10 samples of “potato
early bright” and 80% accuracy for 15 samples of the “Tomato yellow Leaf curl virus”, for 10
samples of the “Apple black rot” disease, for 10 samples of the “Grape Black Measles”. It outputs
outstanding results for the 15 samples of the “Corn common rust” where it hits 93.33% accuracy.

In another case [51] the authors have constructed a device which contained the following parts:
soil moisture sensors, module for sensing humidity, module for sensing temperature, a water
sensor that can be placed either to water tank or into pesticide tank, a driver for DC motors, a DC
motor and a robot mechanism. A relay driver with a relay communicates with a sprinkler device.
All those parts, that described above, exchange data with a Raspberry Pi, that is linked to an
Android application. So, their mechanism works as following: an image depicting a disease is
selected, and it is shown in the APP. The APP is built using python programming language. If the
farmers identify a disease, they give signal to the sprinkler device in order to spray pesticides or
fertilizers and also water. Their device makes use of single pole relay for enabling/disabling the
various devices. A module that senses water level is used by the farmers. The following sensors
are used: LM35 (temperature), DHT-22(humidity), water sensor, moisture sensor. The sequence
they use in order to identify a disease is like this:
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a) Image obtainment

b) Pre-processing

c) Segmentation

d) Extraction of various features
e) Classification

The researchers used 900 images containing cotton leaves. They separated them into 629 for
training period and 271 images for testing period. For the disease “Bacterial Blight” they hit
accuracy of 85.89%, for “Alternaria” disease they hit 84.61% accuracy, for “Cerespora” they hit
82.97% accuracy, for “Grey Mildew” they reached 83.78% accuracy, for “Fusarium Wilt” they
reached 82.35% accuracy and finally for “Healthy leaf” they achieved 80% accuracy.

In [52] the authors make use of the famous Resnet-50 neural network. The leaves’ disease
position was extracted via the use of Convolution layers. So, the disease classification was
indicated by iterative learning. In order not to face overfitting, they used random data increment.
A Leaky-ReLU function with a 11 x 11 size kernel was used, aiming to the network change. That
selection enhances the network ability to indicate features with details and enhance the receptive
phase. The authors reached a rise of 2.3% in the testing phase during the performance of the
network. They used 3000 images of the three most common leaf diseases in their experiments,
these are: a) yellow leaf curl, b) Spot blight, c) Late blight. The ratio on training and testing period
was 9:1, so in absolute numbers: 2700 images for training and 300 for testing. Images were stored
and classified in folder, where each folder had a relation with the name of the disease, so there
was a label for each category. Resnet-50 was compared with many activation functions and
convolution kernel sizes. Adam optimizer was used with 0.00001 weight decay. Twenty iterations
took place for training results the model was stored every 100 iterations. Ubuntu 16.04 OS was
used with an NVIDIA RTX2060 GPU for training, and tensorflow package in python programming
language. Below are represented the results of their experiments:

i.  Training accuracy hit 97.7% and testing accuracy reached 95.7% on a 7 x 7 RelU, in 51

minutes.
ii. Training accuracy hit 98.1% and testing accuracy reached 97.3% on a 7 x7 L-ReU, in 53
minutes.
iii. Trainingaccuracy gave 98.3% and testing accuracy reached 98.3% on a L-RelLU, in 54 minutes.

In [53] the authors propose a scheme for identifying apple leaf disease. Images of apple leaf were

put in sections, by firstly shading the apples’ green sections as well as the background section,

and only capture the areas of the pictures that contain the apple leaf. The spots include certain

colors and special textures characteristics according to the various diseases. The authors followed

the below steps:

i.  They bring threshold division, and they delete the background.

ii. They delete the green color mask in order to collect the diseased leaves.

iii. They compute both the color instantaneous feature of the grayscale instance matrix and the
textures.

iv. They make use of SVM (Support Vector Machine) neural networks for training the model.

v. They continue the computation with the last image and assess it by using SVM models.

The authors used images of apple leaves coming from four categories, three of them were

diseased leaves and one category included healthy leaves, so, a sum of 2700 images. More

analytically, 380 images depicted variants of “black star disease”, 180 images carrying “cedar
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rust”, 427 images related to “grey spot” and 1185 images depicting healthy leaves. All the
experiments were made on Intel i5-8265U CPU clocked at 3.00 GHz, incorporating 8GB RAM and
Windows 10, 64-bit, through the use of Python programming language and more specifically the
3.6.8 edition. In order to accomplish image processing (recognition) the researchers used
Tensorflow v.1.12.0 executing the code in an NVIDIA GeForce GTX 1050Ti 3GB GPU. They used
the free open-source and well-known “Plant Village” dataset. They separated the dataset into the
healthy ones (1185 pictures) and the diseased ones (987 pictures). They kept a 6/4 ratio in
training/testing part something that is analysed in 1276 images (60%) for the training phase and
850 images (40%) for the testing phase. An accuracy of 90% was reached via the use of SVM model
and image segmentation. They made use of ResNet-18 and ResNet-34 for both training and
classification aiming at making the ML model sturdier. Thus, the model increases its accuracy to
99% in ResNet-18 and 97% in ResNet-34.

2.2.2 Single Board Computers executing CNN ML code

In the current sub-section, there are examples of CNN algorithms executed on SBCs, which are
not bounded only in agriculture sector. The rationale is to present experiments from the literature
that use CNNs executed on limited resources loT devices, and as a result the reader gets informed
of how the CNNs behave on various domains in devices such as Raspberry Pi, NVIDIA Jetson Nano,
NVIDIA Jetson TX2 and other devices. As a result, the current section analyses the execution of
CNNs on SBCs in general and gives a feeling to the reader of the accuracy and configurations made
in various fields accomplished by the various researchers.

In [54] the authors show performances of SBCs in NVIDIA Jetson Nano, NVIDIA Jetson TX2 and
Raspberry Pi 4, through the exploit of a CNN model which was made by the contrast of fashion
product images. 2D CNN model was developed so that they could classify 13 different fashion
objects in tests. Their dataset contained 45K images. Various parameters targeting performance
analysis was gathered as consumption in GPU, CPU, RAM, power, accuracy and cost also. Dataset
was organized to parts of 5K, 10K, 20K, 30K and 45K for training and testing periods in order to
demonstrate the differences of each Single Board Computer. They resolved the performance of
each embedded SBC scheme in low power with limited resources hardware devices. More
precisely, as they state, they reached 97,8% with a 45K dataset on the Jetson TX2.

In [55] the authors present a low-power CNN model so that they can accelerate tasks of edge
inference of RTC systems, where all the operations take place in a column-wise logic and realize
an instant computation for inputting data in its input. They show that most calculations of CNN
filters can be applied and terminated in multiple cycles and do not react on the total latency of
the many calculations. They propose a multi-cycle scheme in order to implement the column-wise
convolutional calculations in so that they can diminish the hardware resources and the energy
harvesting of the devices. They enter a hardware architecture for multi-cycle algorithm such as
domain-specific CNN architecture which is fulfilled in a 65nm transistor technology. They state
that their scheme realizes up to 8,45%, 49,41% and 50,64% power reductions in algorithms such
as LeNet, AlexNet and VGG16. Their experiments present that their approximation outputs bigger
power mitigation for the CNN models made of greater depth, larger filters and more channels.

In [56] the authors propose a real time system aiming at the surveillance via the use of Rapsberry
Pi and CNN for recognizing faces. They use as input a dataset consisted of labels. They start by
training the system on labeled dataset so that they can export various characteristics of the face
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and key points of face recognition. Then it compares faces and outcomes a result based on voting.
The classification accuracy of their mechanism is guided by the CNN algorithm and it is compared
with the widely known HOG (Histogram of Oriented Gradient), and also the state-of-the-art face
detection and recognition methods. Moreover, the accuracy of their mechanism is stretched in
faces with masks or sunglasses or live videos and they assess them. They reach the following
accuracy: 98% for VMU, 98,24% for face recognition and 95,71% in 14 celebrity datasets. The
outcomes of the experiments present their proposed model in accurate face recognition in
contrast to the modern identification and recognition techniques.

In [57] the researchers have realized and evaluated efficiency and performance of an embedded
scheme based on CNN algorithm on the Raspberry Pi 3. Their CNN models are in charge of
classification of dissimilarities between many frames that include healthy and failure conditions
in the structure. They transacted experiments and evaluated the CNN model via the use of
piezoelectric patches linked to an aluminum plate. They managed a hit rate of around 100%. The
latter accuracy has a great influence in the concept of CNN-centered SHM (Structural Health
Monitoring) systems where implemented applications are wanted in order to recognize many and
different damages in the structure, with application fields varying from aerospace structures,
rotating mechanisms and wind generators.

In [58] the researchers propose a lightweight CNN model, the WearNet, so that they can realize
automatic scratch recognition for materials existing in metal forming. A dataset consisted of
surfaces gathered from a cylinder-on-flat sliding tests was used so that they train the WearNet
with appropriate configurations in learning rate, gradient algorithm and mini-batch size. An in-
depth analysis on the network results and decision offer was also recognized to show the
proficiency of the developed WearNet. The outcome was that in contrast to existing networks,
WearNet realized an excellent classification accuracy of 94,16% containing smaller model size and
less time duration recognition. WearNet excelled compared to other modern networks when
public repositories were selected for network evaluation. There were positive outputs identified
when detecting surface scratches in the process of sheet metal forming.

2.3 The description of the problem

If the plant diseases are not detected in an early stage, there is the danger of rising in the
production cost in agriculture [59]. This shows that a monitoring system should exist with high
frequency in order to detect early disease signs, before the disease covers all the farm plant. It is
obvious that monitoring the whole farm plant is quite difficult. However, with today’s technology
and via the use of remote monitoring and Machine Learning models it is something that can be
realized. The current chapter examines the execution of Machine Learning algorithms for plant
disease identification running on Single Board Computers (SBCs).

Over the last few years, Artificial Intelligence has shown tremendous success with applications in
many fields, increasing the need for data and more intelligent and complex processing algorithms.
This phenomenon underlines the need as much efficient resources as possible, such as RAM, CPU,
energy. As a result, Machine Learning is the capability that machines gain to process various tasks
by deciding the output without a human interaction, based on the natural knowledge that humans
provide them at the early stages. Artificial Intelligence provides support to many fields in order to
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solve problems, for instance: Machine Learning, NLP (Natural Language Processing), image
processing and many others. Machine Learning is a sub-category of Artificial Intelligence. It is
consisted of Algorithms that can be enhanced without human intervention (automatically) based
on experience. The current chapter delegates the case of supervised learning, where the user uses
labels in the data that are fed into the ML model (as it will be demonstrated in a latter paragraph).
With classification the ML model can categorize data inputs and outputs. The proposed ML model
checks a number of instances which are part of specific categories and makes use of known labels
to identify in which category a recent input does belong. So, the mechanism is trained in a way to
be able to separate features based on the training dataset, which comprises of the input data.
Then, a validation dataset is fed to the ML model. The relation between the input data and the
output labels is known, so the ML model is able to evaluate the learning operation.

The validation part works as follows: the validation data are input to the ML model and are
compared with the real values of the output. Next, is the learning phase where the user feeds the
ML model with test dataset in order to have an assess of how accurate has the mechanism
learned. In the last phase, the user covers/hides the labels from the ML model, however, the
model classifies the input data with what it has learnt so far. At the end of the operation, it can
calculate the number of instances that were correctly classified and thus, the model can be
assessed for its reliability. Throughout the various experiments, Convolution Neural Networks
(CNNs) where used, a solution for working with images and more specifically for classification
problems. Classification is the operation of feeding the ML model with images and having it
calculate a probability/percentage for each image to belong to each category.

2.4 Proposed Solution

Four different Single Board Computers were used so that they can process Machine Learning
algorithms. These models are:

i. Raspberry Pi 3B+ 1GB

ii. Raspberry Pi4B 4GB

iii. NVIDIA Jetson Nano

iv. Google Coral TPU Dev Board

Raspberry Pi 3B+ is a Single Board Computer which 64-bit CPU with four-cores clocked at 1.4GHz.
It supports dual-band WIFI (2.4GHz and 5GHz), Bluetooth version 4.2 and BLE, faster Ethernet. It
also supports PoE with separate PoE HAT (Hardware Attached on Top). It includes full-size HDMI,
four USB version 2.0 ports and a 40-pin General Purpose Input Output header. The Raspbian OS
that uses, is flashed in a 128 GB microSD card. The device is supplied by a 5Volts/2.4 Amperes
power supply. Its CPU is being cooled via the use of a connected fan. Due to the many cores of
its CPU, the Raspberry Pi 3B+ can process jobs in parallel logic, minimizing the time of the output
in comparison to a single-core CPU.

An even more advanced version of Raspberry Pi was used, the Raspberry Pi 4B with 4G RAM*. It
consists of a four-core processor, the Cortex-A72, an ARMv8 64-bit architecture clocked at 1.5
GHz, with 4 GB LPDDR4 (Low-Power Double Data Rate - 4), 3200 MHz SDRAM (Synchronous

13 https://static.raspberrypi.org/files/product-
briefs/200206+Raspberry+Pi+3+Model+B+plus+Product+Brief+PRINT&DIGITAL .pdf
14 https://www.raspberrypi.org/products/
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Dynamic Random-Access Memory). It uses the newest Raspbian OS in a flashed 128 GB microSD.
It is powered by a 5 Volt/3 Amperes DC power supply via a USB-C cable. It supports both 2.4 GHz
and 5 GHz IEEE 802.11ac WIFI, Bluetooth version 5.0, BLE protocol, a Gigabit Ethernet protocol. It
can provide up to 4K60 output via its duo micro-HDMI. It also incorporates 2 USB version 3.0 and
2 USB version 2.0. It encompasses the well-known 40 GPIO header and PoE.

NVIDIA Jetson Nano'®> has small dimensions, but a very powerful GPU, that supports parallel
processing of multiple thread neural networks, and can be implemented in areas like object
detection, classification of images, segmentation and sound processing (speech processing). It
consumes 5 Watts when operating, a very suitable device for loT experiments. The OS it uses is a
modified version of Ubuntu 18.04 Linux, for operating specially in the NVIDIA hardware. The GPU
it incorporates, makes it special compared to Raspberry Pi, since it is ideal for parallel execution
of code of applications related Neural Networks. Its dimensions are bigger than the Raspberry Pi,
more specifically: 69 mm x 45 mm, and has a heatsink and a fan in order to cool the system. It has
a 260-pin edge connector, its CPU is clocked at 1.43 GHz, with four cores in the CPU (ARM A57),
its GPU makes use of 128-cores Maxwell, and also the RAM is a 4 GB 64-bit LPDDR4 with 25.6
GB/s. In order to connect with other devices, it includes many protocols and ports, such as Gigabit
Ethernet, M.2 key E, HDMI port, 4 USB version 3.0, GPIO, 12C, 12S (Inter-IC Sound), UART, SPI (Serial
Peripheral Interface). The whole device is powered by a 5 Volts/3 Amperes power supply.

Google Edge TPU Coral Dev board ° is a circuit dedicated to specific application, better known as
ASIC, that stands for Application Specific Integration Circuit. It was made by Google and operated
in cases where there is need to execute Machine Learning algorithms which are executed very
fast, using the interface of Tensorflow lite with very low power consumption. Inference is
characterized as the period needed for the completion of a process for provision by making use a
trained Machine Learning model. Google Coral is a device for general-purpose processes related
to Machine Learning code. It uses the famous Linux Mendel OS, a Debian-based Linux edition. It
incorporates NXP [.MX 8M SoC (four-core Cortex-A53, Cortex-M4F) CPU and a GC700 Lite Graphics
GPU, and the key processor for ML models is the Google Edge TPU coprocessor, able to provide 4
TOPS (4 Trillion Operations Per Second), with a very low power consumption, equals to 0.5
Watt/TOPS equivalent to 2 TOPS per Watt. A well-known example is the process of the MobileNet
v2 at about 400 FPS (Frames Per Second)'’. The device includes 1 GB LPDDR4 RAM, 8 GB eMMC,
a microSD placket, a MIMO (Multiple-Input and Multiple-Output) 2x2 version WIFI
(802.11b/g/n/ac) which operates on both 2.4GHz and 5 GHz bands, Bluetooth version 4.2. It
includes a type-C OTG slot, a type-A 3.0, type-C power, micro-B serial console and port supporting
Gigabit Ethernet. The Linux Mendel OS is flashed to a 128 GB microSD card. The whole device is
supplied by a 5 Volts/3 Amperes power supply.

Asitis clear, the proposed approach does not use one SBC, but four with different main processing
units. To be more precise, the Raspberry Pis use their CPU, the NVIDIA Jetson Nano its 128-core
GPU and the Google Coral its TPU. Before there is the description of the experiments, it is crucial
to analyze how the different main processing units operate.

15 https://developer.nvidia.com/embedded/jetson-nano-developer-kit
16 https://coral.ai/products/dev-board/
17 https://cloud.google.com/tpu/docs/beginners-quide
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CPU is used for general purpose works, and it follows the von Neumann architecture, something
that means operating with memory and software?®, CPUs consist very pliant units and this is their
huge benefit. The user can load and execute any script he wants, including various applications.
To give an example, a CPU can process simple spreadsheets, execute code related to robots,
purchase online goods, control engines in a rocket, classify images using an ML model and many
more. The negative issue with every CPU is the fact the hardware on which is implemented does
not know a priori the calculation it will come next, but as soon as it read it. The CPUs are using
registers, also known as L1 cache, so that they can store somewhere the results related to each
calculation. The most well-known drawback of a CPU architecture is the von Neumann bottleneck.
A CPU makes use of its ALU (Arithmetic Logical Unit), which is part of the processor, dedicated to
arithmetic and logic operations executed on specific words understandable by the machine
standing off as operands®®. Moreover, it includes every type of functional sections such as:
operational logic, register for storing data and sequential logic. The ALU of a CPU includes parts
that can maintain and manage adders and multipliers, moreover only one calculation can be
processed every time. As a result, there is the need from the CPU to access the memory,
something that puts bounds on the throughput and consumes considerable amount of energy.

GPU is the essential mechanism in order to manage big amount of data in a computer capable of
handling general purpose operations or scientific operations. This is a reality because of the high
speed and performance that GPUs are encompassing in relation to huge quantity of data [60].
GPUs include the capability of utilizing high performance and speed in comparison to the
mainstream CPUs, both in memory and computational perspective. The cost of GPUs has been
decreased in a level that can be purchased by the average home user. Moreover, tools like CUDA
have switched their goal so that they can be used in demanding computing tasks, and of course
in applications related to general-purpose area. When the comparison between GPUs CUDA cores
and CPUs comes in the foreground, it is well-known that GPUs can realize floating point operations
in relationship to CPUs. As a result, GPUs can utilize very demanding parallel computations and
succeed in achieving far better speed for certain applications, compared to CPUs. Desktops’ CPUs
basic rationale is centered around MIMD logic, something that is analyzed to Multiple Instruction
Multiple Data. This means that every core operates independently to the rest cores, moreover for
different operations, different instructions are realized. A good approach to exploit GPU’s
capabilities is to compile code using a programming language close to the processor, or very low-
level, as they are more widely known, such as C/C++. The famous CUDA (Compute Unified Device
Architecture) realizes and processes, most of the times, scientific operations on the GPU. GPUs
excel CPUs when talking about performance, since they use SIMD instead of MIMD. SIMD is the
known Single Instruction Multiple Data. What happens in practice, is that tasks are handled by
more cores so that they can execute floating point operations that basically guide to a rising
performance.

18 https://cloud.google.com/tpu/docs/beginners-guide
19 https://dl.acm.org/doi/pdf/10.5555/1074100.1074135
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Raspberry Pi 3B+

Raspberyy Pi 4B

NVIDIA Jetson nano

Google Coral Dev TPU

Board
Performance 5.3 GFLOPs 9.69 GFLOPs 472 GFLOPs 4 TOPs
ARM® Cortex® -A57
Broadcom BCM2711, MPCore (Quad-Core) .
Broadcom BCM2837B0, Processor with NEON NXP i.MX 8M SoC (Quad-
) quad-core Cortex-A72 .
CcPU Cortex-A53 64-bit SoC @ (ARMv8) Technology | Maximum | core Arm Cortex-A53, plus
4 ing F H -MA4F
1.4GHz 64-bit SoC @ 1.5GHz Operating Frequency: Cortex-M4F)
1.43GHz
NVIDIA Maxwell Integrated GC7000 Lite
GPU Broadcom Videocore-IV | Broadcom VideoCore VI

architecture with 128
NVIDIA CUDA® cores

Graphics

Google Edge TPU ML

accelerator / / GPU
accelerator coprocessor
Dual Channel | System
MMU | Memory Type: 4ch
x 16-bit LPDDR4
Memory 1GB LPDDR2 SDRAM 4GB LPDDR4 | Maximum Memory Bus 1 GBLPDDR4
Frequency: 1600MHz |
Peak Bandwidth:
25.6 GB/s | Memory
Capacity: 4GB
2.4GHz and 5GHz IEEE WirFi 2x2 MIMO
802.11.b/g/n/ac wireless (802.11b/g/n/ac 2.4/5
) LAN| Bluetooth 4.2 | BLE 2.4 GHzand 5.0 Gi.-iz |EEE 10/100/1000.BASE-T GHz)| Bluetooth 4.2
Networking Gigabit Ethernet over USB 802.11b/g/n/ac wireless | Ethernet | Media Access 10/100/1000 Mbps
. LAN | Bluetooth 5.0| BLE Controller (MAC) Ethernet/IEEE 802.3
2.0 (maximum throughput
300Mbps) networks
HDMI 2.0a/b (up to
6Gbps) | DP 1.2a (HBR2
5.4 Gbps) | eDP
Display 1xfu||size HDMI 2 xmicro HDMI ports (up 1.4(.HBR2 5.4Gbp§)| HDMI 2.0 (full size)
MIPI DSl display port to 4Kp60 supported) Maximum Resolution
(DP/eDP/HDMI):
3840 x2160 at 60Hz (up
to 24bpp)
USB Type-C power port (5 V|
DC)
Uss AXUSB2.0 ports 2 xUSB 3.0 ports 4x USB3.0| USB 2.0 Micro-| USB 3.0 Type-C OTG port
2 xUSB 2.0 ports. B USB 3.0 Type-A host port
USB 2.0 Micro-Bserial
console port
Other Extended 40-pin GPIO Extended 40-pin GPIO 40-pin GPIO expansion

header

header

GPIO| 12C]| 12S| SPI| UART

header

Audio/Display

4 pole stereo output and
composite video port

2-lane MIPI DSl display
port

4-pole stereo audio and
composite video port

Two independent display
controllers support DSI|
HDMI| DP| eDP:
MIPI-DSI (1.5Gbps/lane):
Single x2 lane | Maximum
Resolution:
1920x960 at 60Hz (up to
24bpp)

Audio connections:
3.5 mm audio jack (CTIA
compliant)
Digital PDM microphone
(x2)

2.54 mm 4-pin terminal
for stereo speakers
Video connections:

39-pin FFC connector for
MIPI DSl display (4-lane)
2

2-lane MIPI CSl camera

12 lanes (3x4 or 4x2) MIPI

24-pin FFC connector for

| |-2 D-P| . .
Camera MIPI CSl camera port port CSI-2 D-PHY 1 J:(l 5Gb/s MIPI CSI-2 camera (4-lane)
per pair)
eMMC 5.1 Flash Storage |
Bus Width: 8-bit |
Storage micro-SD micro-SD Maximum Bus Micro-SD| 8 GBeMMC

Frequency: 200MHz
(HS400) | Storage
Capacity: 16GB

Power under load

5V/2.5A DC via micro USB
connector 5VDCvia GPIO
header Power over
Ethernet (PoE)-enabled
(requires separate PoE
HAT)

(minimum 3A1)
5VDCvia GPIO header
(minimum 3A1)
Power over Ethernet
(PoE)—enabled

5V DCyvia USB-C connector

| Module Power: 5 -10W

|
Power Input: 5.0V

powered by 2-3 Aat5VDC

using the USB Type-C
power port

H.264| MPEG-4 decode
(1080p30); H.264 encode

H.265 (4Kp60 decode);
H.264 (1080p60 decode |

Video Decode

H.265 (Main| Main 10):
2160p 60fps | 1080p

240fps
H.264 (BP/MP/HP/Stereo
SEl half-res): 2160p 60fps
| 1080p
240fps

4Kp60 HEVC/H.265 main|

and main 10 decoder

4Kp60 VP9 and 4Kp30
AVC/H.264 decoder
(requires full system

Multimedia (1080p30); OpenGL ES 1080p30 encode); H'_264 (MVCstereo per resources)
1.1] 2.0 graphics OpenGLES| 3.0 graphics | V1eW):2160P30Ms | 4 000,60 vpeG-2 | MpEG-
1080p 120fps _ 4p2| VC-1| VP8| RVO|
VP9 (Profile 0| 8-bit): AVS| MIPEG| H.263
2160p 60fps | 1080p decoder
240fps
VP8:2160p 60fps | 1080p
240fps
Price 35 35 99 130
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Table 6 Comparison of the different SBCs used in the experiments20 21 22 23 24 25 26 27 28 29 30 31,

GPUs can maintain reliable data-parallel computation when there is low latency in communication
information but increased compute/communication ratio. In general GPU RAM is considered as
fast element, it copies data from HDD (Hard Disk Drive) (in the current chapter the proposed
storing device is the SD card) very quickly because their capacity is not so large. NVIDIA Jetson
Nano makes use of 4 GB RAM, something that covers the needs of the experiments that the
current chapter delegates. General Purpose Graphics Processing Units, better known with the
acronym GPGPUs, can process data using parallelism, as an alternative cost-effective solution.
NVIDIA Jetson Nano [61] can be programmed via JetPack SDK (Software Development Kit) and
optimized libraries targeting Deep Learning, Internet of Things, computer vision and embedded
mechanisms. Via the use of CUDA cores, the programmer can realize a very capable development
infrastructure for applications. Jetson Nano also includes a mix of GPU/CPU hardware aiming to
push the system the code on the CPU part and speed up the complex part of the code to the GPU
and the CUDA.

TPU is a kind of an accelerator that can be programmed. It is based on the linear algebra rationale
that can support optimization in Machine Learning code®. This type of SBCs is not used, for
instance, in on-line purchases, to control the engine of a rocket, or to control a robotic device, but
is great for Machine Learning classification problems at an intense speed comparing to CPU,
moreover, consuming less power and using constraint physical footprint. The crucial benefit of
TPU in comparison to GPUs and CPUs, is the fact that it decreases the von Neumann bottleneck.
The main job of a TPU module is the computation of matrices, also the rationale behind its design
is the knowledge of each step of calculation is it can accomplish that computation. The engineers
that designed the TPU, have input thousands of adders and multipliers and interconnect them in
order to build a huge physical matrix via the use of the operators. This kind of architecture is
named systolic array, and realizes the executions of the neural networks’ computations. It
operates as follows: Initially the TPU loads the parameters from its memory to the matrix of
multipliers it includes, then TPU forwards the output to the following multiplier while it gathers
the summation. The result is the aggregation of each multiplication output between parameters
and data without any memory access taking part. So, a TPU can introduce intense calculation
throughput linked to neural network operations through the use of low power consumption and
small footprint 3,

2.5 The basics of Machine Learning

20 http://web.eece.maine.edu/~vweaver/group/green_machines.html

21 hitps://www.raspberrypi.com/products/raspberry-pi-4-model-b/specifications/

22 hitps://www.raspberrypi.com/products/raspberry-pi-3-model-b-plus/

2 https://www.elektor.com/raspberry-pi-3-b-plus

2 https://datasheets.raspberrypi.com/rpi3/raspberry-pi-3-b-plus-product-brief.pdf

5 https://magpi.raspberrypi.com/articles/raspberry-pi-4-specs-benchmarks

26 https://developer.nvidia.com/embedded/jetson-nano

27 https://www.waveshare.com/jetson-nano-developer-kit.htm

28 hitps://coral.ai/docs/dev-board/datasheet/#features

2 https://coral.ai/products/

30 https://www.amazon.com/ELEMENT-Element14-Raspberry-Pi-Motherboard/dp/B07P4LSDYV
31 https://www.raspberrypi.com/products/raspberry-pi-4-model-b/

32 https://www.amazon.com/NVIDIA-Jetson-Nano-Developer-945-13450-0000-100/dp/B084DSDDLT
33 https://cloud.google.com/tpu/docs/beginners-guide
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With the rise of current state-of-the-art frameworks, Machine Learning and Deep Learning
through the exploit of Convolution Neural Networks, great success takes place in work projects in
the area of image processing and more specifically in image recognition [62] [63]. CNNs make up
a successful area in the field of image classification, combined with deep learning techniques, and
use of ReLU enabling functions, dropout levels and data augmentation. It is obvious that the more
analysis occurs in such networks, the more processing power is needed and more daring the
learning procedure becomes. But, with a few suitable configurations on the realization part the
exploited resources can be optimized due to the necessity of being connected to loT
infrastructure. In the current chapter, the proposed approach does not use any high-power
computers, however, low-cost SBCs are used, that include flexibility, consume trivial power
compared to high tech computers or Clouds, and can execute many threads concurrently.

2.5.1 Convolution

Convolution is a calculation where 2 functions take part and the value indicates how similar are
those 2 functions. For example, for f and g the convolution is given by the following formulas (for
the discrete version):

fln](0<n <N-1)andg[m](0 <m <M —-1)

-1

M
(f *@lnl = ) fln-+m] glm]

=0
The procedure of convolution can be defined in 2 dimensions or even more, however, the current
chapter delegates the 2 dimensions version, and this is applied in image processing. Below is
shown a 2D-convolution between a filter and a data function, aiming at validating the likeness
between them:
Filter function: F[r][s](0<r <R, 0<s <§5-1)
Data function: D[h][w](0 <h <H,0 <w <W —-1)

2D - convolution: (D * F)[h][w] = YRZI¥SZID[h + r][w + s]F[r][s]
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Figure 25 a) How the 2D-convolution looks like [62]. b) How Convolution with stride s = 2 seems [62]. c) A 3x3 max
pooling with stride (step) s = 2 [62]. d) How a Fully Connected level looks like [62].
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The 2-dimension convolution finds use in areas where there is need for image computation and
is also called as image convolution. An image includes the data function D[h][w] and accordingly
the filter or kernel, as it is better known, includes the function F[r][s]. The output of the 2D
convolution builds a feature map (matrix of the characteristics), whom role is to teach the
program step-by-step, through the training, the essential characteristics of each image. The
rationale is to learn, as good as it can, a set of images and then the Machine Learning model
outputs which image set fits optimal (from what it collected in the input). Filters’ size (R - S) is
smaller in comparison to the size of the image (H - W). As it is depicted in Figure 25(a) for known
parts of the starting image that is fed by the neural networks (a;) and (a;) that which have similar
size to the filter function, they are then multiplied with the kernel filter. The outcome is a
characteristics’ map that includes the results (b; and b;) of every multiplication. When the
convolution gets high value, that means that the related chosen area of the image shows high
degree of similarity with the filter [62].

The computation of convolution is very demanding in resources and it is more intense as the size
of the image increases, because there is rise in the number of operations. There is possible
sacrifice of accuracy, related to how the model learns the characteristics of the image, but there
is gain in the time needed for the processes. The approached techniques are very mainstream
while there is decrease in the operations without significant loses in the end result. The first
solution is the implementation of 2D-convolution in the initial image with a stride (Figure 25(b)).
This method results in down-sampling, meaning a decrease of the sampled image, because it
collects strides every s pixels in every direction (horizontally and vertically). The s gives the value
of the stride. Via down-sampling there is decrease in the image’s parameters without significant
loss of information. So, the output is compressed data in the feature map (output). The result is
an image with smaller dimensions than the input.

The initial stage of the CNN is the part where the convolution computation is implemented in
order to give the characteristics of the image related to the filter. Thus, the ML model is being
taught during the process of training. The following stage implements the process of pooling that
includes a down-sampling aiming to mitigate the time needed for computation and return useful
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data that Neural Network will learn from them. In this stage a pixel representing a small area
including pixels is chosen in order to decrease the input size. In Figure 25(c), someone can see the
process of max pooling with step s = 2, which stands for an image divided in a 3x3 area using step
2, in every direction (horizontally and vertically). For every 3x3 area, only one pixel is selected, the
one that has the highest value. The latter procedure is called max pooling.

CNNs make use of convolution filters, with step s, so that they can return the fed image’s
characteristics. The layers are more widely known as convolution layers, and the special thing
about them is that between them pooling layers exist. As a result, down-sampling is realized and
reduces the calculation size, returning significant information of the image. Convolution layer
includes N filters and returns many characteristics of the given image, resulting in N feature
matching. The part of the CNN that learns, it does so by one filter for every characteristic, targeting
on recognizing it in other images.

2.5.2 Fully connected Layer

After collecting the outputs of the convolution layers and pooling layers, the next layer in a CNN
model is the fully connected layers, that blends their results. As it is depicted in Figure 25(d) it
includes the input neurons, the output neurons and the various weights. Its aim is to present the
bonds between the input and the output. Moreover, it implements the multiplication between
the matrix (storing the weights) and the input vector so producing the output. The logic of fully
connected layers is to put the original image based on a label or class. In order to compute the
weights, the fully connected layer of the CNN uses the idea of back-propagation in order to define
the most precise weights. Each neuron aggregates weights and places in queue the most
appropriate class or label where the given image is classified.

Summing the above, as it is clear the convolution layers are extractors of features. Convolution
layers return maps of features, which characterize some area of the image input [63]. Each of the
layers builds a tensor (according to the step) and gives input to the tensor of the next layer.
Moreover, when all these layers end, the fully connected layers read the matrices (containing the
last characteristics) and then flatten them. So, there is a transformation into one-dimension
vectors and they make an output vector with L values, with L being the number of labels of the
classes. At the final stage, a normalization method is implemented with the softmax layer, for L >
2. So, in every dimension the vector, which appears normalized, stands for the probability that
the fed image matches/belongs to the adjective class of images.

All the steps, presented below:

An image is fed to the Machine Learning model.

There is realization of many filters in order to create the feature maps.

Realization of the ReLU so that there is activation of the convolution layers.

Flattening in a vector (one-dimension array), of the images after the last pooling layer.

e Feed the output of the flattening layer into the fully connected layer input of the CNN.

e Computation of defining the characteristics along the network culminates in the final fully
connected level. The latter outputs a probabilistic distribution for the classes via the use of
normalization.
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e Training using forward and back propagation and many epochs, up to the point where there
is well-defined neural network with enough trained weights and feature detectors.
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Figure 26 Scheme of the AlexNet neural network [62].

2.5.3 Softmax functions and ReLU

ReLU constitutes the activation function of every convolution layer, given by the formula:
y = max(0, x)

There is need of an activation function, which will trigger to learn many connections between the
data, in order to make use of SGD (stochastic gradient descent) via the back propagation and also
for training the neural networks [64]. The softmax function is fed with a vector of K numbers and
indulges the latter using a probability distribution including K probabilities in relation to the
exponents of the initial numbers. So, after the implementation of the softmax function, the entire
number of values reside in the range (0, 1) and the sum of all values is 1 so they can be expounded
as probabilities. Consequently, grander inputs return grander probabilities. The crucial softmax
function which is used is given by the following formula:

o:RK - RK

G(Z)L— mfori=1,...,KA(z,...,2) € R¥
] 1€

The procedure of learning of a CNN follows the supervised process of learning via the use of
images for training and the related correct labels that the latter images reside to. The inputs are
supplied to the CNN per batch: per group of images. But there are signs that urge someone to
optimize this part without deplete the memory, because many images are given in order to be
processed. The ML model used in the current chapter realizes one batch each time because the
SGD [65] mechanism, which is the mainstream approach in such kind of applications, has the
capability to be easily work in parallel in images of the same batch.
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2.5.4. Forward and Backward computations

Extending the analysis of the previously presented scheme related to the training, it is crystal clear
that it includes a route that requests the most of the processing time, so it becomes very crucial
for the CNN model to optimize time duration the best it can be. The idea of the current chapter
proposed solution is a CNN model built from zero and after many tries it has been optimized, so
as to solve the amount of data fed in its input.

CNN learning period is separated in 2 parts:

i.  Forward computation, in which for an input image, the forward process proceeds throughout
many levels of the CNN from the first to the last and gives back the result of the least layer.

ii. Backward computation, that gets the needed values that must be summed in the parameters
of the network, for instance weights, of the ending fully connected level via the computation
of the gradients.

When the update of parameters in the last layer finish, these values are brought to the previous
layers and this is the backpropagation. As a result, the parameters can be configured or change in
the backward processing level. The various gradients are computed with the logic of bringing the
smaller difference between the output of last layer, here is the fully connected layer, and the
actual value.

2.5.5 Connection between Machine Learning and agriculture

Machine Learning and especially Deep Learning is quite a new technique for image processing and
contains many capabilities. It has been realized with significant success to many areas, and one
such case is the agriculture. CNNs maintain a very serious role in applying many challenges
corresponding to production in agriculture area. Something very interesting mention in the
literature is the fact that success of a CNN model depends on a high degree on the quality of the
data chosen. This is very crucial in the pre-processing stage, and will be analysed in a later
paragraph of the current chapter. There are metrics used that are presented below:

e Validation accuracy: It shows the percentage of correct forecasting in the data
(validation/test).

o RMSE (Root Mean Square Error): Usual deviation between predicted and actual values.

e Precision, Recall, F1 Score: Further in the current chapter precision and recall are
analyzed. The F1 score stands for the harmonic average of the precision recall values. For
multi-classification issues the F1 is computed in all classes.

e Quality Measure: It is computed by multiplying the sensitivity with the specificity.
Sensitivity is calculated as the percentage of the correctly identified pixels and specificity
meaning the percentage of identified pixels that are actually correct [66].

e RFC (Ratio of the counted fruits): It represents the ratio of the assessed number of fruits
of a class as it is computed by the CNN model to the actual calculation that has foregone
from the writers of by specialists [67] [68].

e [C(LifeCLEF metric): This has to do with the place of the correct elements in the list in the
list that contains the recovered elements in the LifeCLEf 2015 Challenge [69].
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2.5.6 Classification of images

The initial part for classifying images is that of pre-processing of data and dataset, a computation
which is known as data pre-processing. The initial number of classes were 38 depicting leaves
diseases. But there was a limited number of classes that included very few images or there was
only a single depicting a leaf, so they were deleted due to the fact that they did not adduce
something precious to the whole experiment. So, only 33 classes with diseases for leaves were
maintained. It was observed that the class which contained the less images included only 152
images and other classes included more than 2000 images. This heterogeneity could output
significant wrong results, if there was a try towards this training. Because of the fact that there
would be total unbalance to the dataset and it could not learn to make a decision on related
classes that include few images, so the files were uploaded on Google Colab and through the use
of python scripts at maximum three times the number of images were maintained for every class.
The latter was based on the number of images that were found in a class with the least images,
that in this approach were 152 images in the class. With this rationale, the classes included at
maximum 3 * 152 = 456 images per class. That happened because there was need to have a
balance to all the classes and not affect the model with imbalanced classes. Then, the training
part took place, along with the help of google Colab. In order to achieve this, there was used the
google drive auxiliary to the Colab. Starting with, the Machine Learning model was built, in which
there were configurations in issues such as the parameters of the layers. Concerning the accuracy
part, it computes the number of rights estimations of the algorithm, in respect to the whole
number of estimations. Two metrics, in addition to all the previous described metrics, were used.
These were the Precision and Recall, and the target is to approach the unit (1) as much as possible.
So, the extra metrics are the following:

tp

precision = ————
tp + fp

where:
e tprepresents the true positive and equals hit,
o fprepresents false positive and equals false alarm

The other extra metric is the following:

tp
tp+ fn

Recall =

where:
e fnstands for false negative and is equal to miss

The loss function represents the categorical cross entropy, and it is used along with the softmax
function. The latter is triggered in the last Dense layer. Via the use of this loss function the ML
model outputs a probability for every image for belonging to each of the labels. When there are
many classes to be classified, the labels are one-hot, thus each image has 1 in the label that suits,
and 0 to all others. Only this value can be used for the loss computation.

Because embedded IoT modules were used, there should be a solution in order to decrease the
RAM usage. If all the images were used at once at the beginning of the processing, there would
be a rapid increase of the RAM needed. Thus, the ImageData Generator was used. The solution
of data augmentation was followed by increasing the available data and not their number. In all
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the training epochs, after the initial epoch, all images were transformed randomly, as happens to
a common image that can be captured by an ordinary camera and could have horizontal rotations,
vertical rotations, could have a slope, differentiation in brightness, channels could have been
shifted, maybe have zoom etc. So, those differentiations in an image approach better a common
captured image and the ML model with various imperfections can include all these and not learn
just from perfect supplied images.

Due to the generator’s capability the images were loaded into the ML model in batches, which
resulted in conserving memory by computing smaller groups of images every time. For example:
8, 16, 32, 64 per time. When the processing was finished the images were removed from the
memory.

Next was the period of fitting the model by following the validation loss. The latter loss is the loss
for the validation set, that was described in a previous paragraph. It estimates the train of the ML
model. The epochs were configured to 27 epochs with the following results:

i. validation loss: 0.3256

ii. validation accuracy: 0.9001

iii. validation precision: 0.9235

iv. validation recall: 0.8596

The results were satisfied, since the ML model had to classified among 33 classes, where the
number 33 is not considered small for such type of computations.

After that, the prediction part took place, and 2 choices of loading data were used. The first was
to use auxiliary Pillow library, and load the images one each time (and after that the part of the
provision of the trained model took part). The second choice was via the use of
ImageDataGenerator and feed the ML model using batches (then the classification took place).
By using generators there was serious acceleration on the prediction period. It should be noted
that Google Coral TPU did not support Tensorflow package. Instead Tensorflow Lite was used. All
the results of all the SBCs are analyzed to the following part.

2.5.7 Analysis of the various experiments with the use of SBCs

The following outputs were measured on the four different Single Board Computers by using the
built ML model and use it in the inference:

current, measured in mAmperes

voltage, measured in Volts

power consumption, measured in mWatts

CPU usage, measured in percentage (%)

memory swap usage, measured in percentage (%)

temperature, measured in °C

ok wnNRE

In order to process better the image classification in the four different loT devices, the python
library Pillow was used with the aim to supply each time one image, thus, saving RAM memory.
However, this tactic makes the process of inference more time consuming. Also, it refers to the
process of making use of supervised trained algorithm the ML model in order to produce
predictions. All the measurements for the CPU usage, RAM memory, Swap memory, and for (the
internal) temperature of each device were realized via the python library psutil. All the previous
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measurements and the data were provided in a format that could be edited or stored, in a .csv
file. For measurements related to power consumption, and current draw, a special measurement
device was used by the researchers of the Diffused Intelligence Lab. This device was capable of
datalogging voltage values, current values and power consumption values with frequency equals
to 10 seconds. The frequency of the measurements can be easily adjusted to the one that the user
desires. By monitoring these parameters, someone can have an overall picture of the power
consumption, something very essential since the experiments are taking place to loT devices with
many constrained resources, such as: power, CPU, RAM, bandwidth, etc.

In Figure 27, it is obvious that the more powerful device, can also exploit this characteristic.
Google Coral TPU that makes use of the ML accelerator can succeed in completing the inference
part in the same time duration as the Raspberry Pi 4B, where the latter encompasses more RAM,
4 GB against 1 GB. Jetson Nano, at the early stages of the operation needs serious amount of
power, but then it falls to more normal amount of power, an indication that it loads dynamically
the tensorflow library at the start, so it needs more CPU resources. Another issue is the fact that
classification (prediction) operation was implemented with the same dataset in all devices, which

has consequences as using 20% of the starting number in every category and of course the output
value was similar.
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Figure 27 CPU usage using the Pillow library.

The diagrams in Figure 27 show that Raspberry Pi 4B finished the task in around 244 seconds, very
close was the Google Coral with 253 seconds. Jetson Nano finished its task at 275 seconds and
Raspberry Pi 3B+ finished its task in 473 seconds. The proposed model includes a mean accuracy

of more than 90%, but two classes, Tomato Septoria Leaf Spot and Tomato Late Blight, hit score
of 50%.

As depicted in Figure 27 NVIDIA Jetson Nano makes use of about the % CPU power (25%) in
comparison to the two Raspberry (Raspberry Pi 3 (38%) and Raspberry Pi 4 (40%)). This is a sign
that NVIDIA Jetson Nano uses basically its GPU power in order to accomplish the various
commands that was been given through the python code, with the corresponding ML model. On
the other hand, the two Raspberry Pi use as a main part their CPU in order to execute the python
code, and this is the reason why they use more CPU resources in contrast to the NVIDIA Jetson
Nano. Another clue, coming from the Figure 27 is the fact that Google Coral Dev TPU
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demonstrates the same behaviour as the NVIDIA Jetson Nano, meaning that it makes use less CPU
power. But the latter occurs for a different reason. Google Coral TPU exploits its ASIC module so
that it can manage and execute the various python ML python’s commands that are linked to the
tensors. The concept is that Google Coral can improve the parts of the code which are related to
tensors, with a serious number of tensors, since the python script uses Tensorflow Lite package,
so there is no need to take advantage of its CPU power. This is the main reason for using only 25%
of its CPU instead of 38% and 40% used from the Raspberry Pi 3 and 4.

As someone can observe from the “Related Work” section, the researchers in [50] reach accuracy
of 93,33%. The researchers in [51] reach the following accuracies: for the disease “Bacterial
Blight”: 85,89%, for “Alternaria” 84,61%, for “Cerespora” 82,97%, for “Grey Mildew” 83,78%, for
“Fusarium Wilt” 82,35% and for “Healthy leaf” 80%. In the research work [52] the researchers
state that they hit the following accuracies:

i) for ReLU, 7x7, testing accuracy 95,7 %, in 51 minutes.

ii) L-ReU, 7x7 testing accuracy 97,3%, in 53 minutes.

iii) L-ReLU, 11x11, testing accuracy 98,0%, in 54 minutes.
As a last comment in [53], the authors claim that they reach 97% accuracy. So, from the above
accuracies, the mean score is about 89,17% which rationalize the current outputs and the claim
the “about 90%” is an accepted score-threshold.

In Figure 28 someone can see that the 2 Raspberry Pi use more their CPU power for each
computation, while the NVIDIA Jetson Nano and Google Coral Dev TPU uses less CPU power due
to the fact that they use more their accelerators, and more precisely the CUDA cores for the Jetson
and the ASIC module for the Google Coral.

Average CPU usage

CPU usage

0% 5% 10% 15% 20% 25% 30% 35% 40% 45%

Raspberry Pi 4B Raspberry Pi 3B+  MNVIDIA Jetson Nano M Google Coral Dev TPU

Figure 28 CPU usage of each SBC, demonstrated in percentage.

Observing the images of the 2 categories mentioned previously, Tomato Septoria Leaf Spot and
Tomato Late Blight, someone can understand that the errors which occurred, are the outcome of
the fact that the images are similar and the extraction of different characteristics was not easy,
thus, the accuracy is 79% which was less than 90% (mean accuracy). Data augmentation was
used: however, these kinds of problems are not easily excelled, because of the small number of
images used during the training period, moreover when there are 33 classes for classification
without connecting similar categories.
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Figure 29 Accuracy for each class.

As far as the issue of identical images is concerned, and the considering problems that caused,
because the output of the discrete characteristics is difficult, one solution could be the usage of
more images per class. The current work used 33 classes, making it a serious number of classes
for the scope of our experiments and the linked hardware used, however the images exploited in
every class was not so big, and as a result they cause problems. To be more precise, the Tomato
Early Blight class contained similar images, which is the reason for reaching 79% accuracy,
significantly lower than the consent threshold of 90%, as claimed in previous section, for the
current work. In Figure 29, the differences among the accuracies achieved for each class can be
observed.
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Figure 30 Inference duration for every class via the use of Google Colab.

The diagram presented in Figure 30 shows the times needed for processing every class by using
Google Colab. Comparing Raspberry Pi 4B, Jetson Nano and Google Coral with Google Colab, the
time needed is 5-times more and on Raspberry Pi 3B+ the time is 10-times more than the time
needed is Colab, which is also depicted in Figure 30, Figure 31. The small-time differences for each
class are the outcome of the size of images, since the accurate same number to all classes was
not available but a difference of +/- 5 images for each class. The result is depicted so that someone
can compare the tremendous capabilities of the Colab VM Cloud against the constraint resources

SBCs. In Figure 31 and Figure 32 is depicted the RAM usage in MBytes and in percentage.
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Memory Usage
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Figure 32 Memory usage depicted in MBytes when Pillow is chosen to operate.
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Jetson Nano needs a lot of RAM memory, while the other three devices need no more than 500
MB. More specifically, Raspberry Pi 3B+ needs lower than 50% of its total RAM memory, Google
Coral does not need more than 30% of its total memory, and finally Raspberry Pi 4B does not use
more than 15% of its available RAM. In Figure 32, Figure 34, it is more than clear that Jetson Nano
uses GPU in most of its processing time for compute the various operations, which are energy

hungry.

In Figure 33 someone can see that NVIDIA Jetson Nano makes use more of its available RAM,
where 4 GB RAM is its total memory, then follows the Raspberry Pi 3B+ (with 1 GB total memory)
and then Raspberry Pi 4B (with 4 GB total memory). All the above in real numbers stand for the
following: NVIDIA Jetson Nano uses 3,2 GB RAM, Raspberry Pi 3B+ uses 450 MB RAM, Google

Coral uses 300 MB (Mega Byte) RAM and Raspberry Pi 4B uses 600 MB RAM.

Average Memory Usage

Memory usage

0% 10% 20% 30% 40% 50% 60% 70% 80% 90%

Raspberry Pi 4B m Raspberry Pi 3B+ m NVIDIA Jetson Nano H Google Coral Dev TPU

Figure 33 Memory usage of each SBC, depicted in percentage in contrast to its total available memory.
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In Figure 35 someone can see that NVIDIA has the least temperature while working against all the
4 SBCs. The latter occurs since it uses a large heatsink and a bigger fan than the other 3 SBCs.
Google Coral Dev TPU, cannot manage the increased temperature of around 60 °C and reaches
the most temperature of all the 4 SBCs. The two Raspberry Pi reaches around 48 °C and 50 °C and
although the fact that both SBCs contain fans and heatsinks operating continuously, they do not
seem so effective in reducing the heat.

Average Temperature

Mean temperature (0C) —

0 10 20 30 40 50 60 70

Raspberry Pi 4B m Raspberry Pi 3B+ mNVIDIA Jetson Nano  m Google Coral Dev TPU

Figure 35 Memory usage of SBC, depicted in percentage in contrast to its total available memory.

Concerning the temperature measurements, Jetson Nano maintained low temperatures while
operating, maybe because of the very good cooling system it encompasses: a large heat-sink and
a fan. However, Google Coral measured with high temperature, which looks like it controlled it
because the embedded fan did not operate of the time, but was triggered and paused when
needed. Figure 36 depicts the temperatures for all the SBCs. All of them are supplied with 5.1 Volt

DC, although in Figure 36 only the current draw is presented. The power supplied to each SBC is
given by the following formula:
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P(power(mW)) =5.1(Volt)- I (Current(mA))

As someone can observe all the SBCs apart from the Google Coral need 1000 mA current with a
few numbers of peaks more than 1350 mA while the other values maintained above 800 mA.
Google Coral because of its architecture manages values without a lot of variances when drawing
current, and as someone can observe it is below the related current measurements of the rest of

the devices.
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Figure 36 The current that each device needs when using Pillow.

In Figure 37, it is observed that NVIDIA Jetson Nano consumes the most energy of all the 4 SBCs,
and this is something reasonable, since it is well-known that GPUs need a lot of power to operate.
The latter is one reason that scientific community uses also modules such as ASICs or more
generally (FPGAs — Field Programmable Gate Arrays®*), that can speed up the process using low
power.

34 https://inaccel.com/studio/
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Average Current Consumption
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Figure 37 Average current consumption of each SBC, presented in milli-Amperes.

Using generators has also consequences to the prediction period, apart from the training period.
The images are loaded per batch in the model. They are processed in groups, such as: 2, 4, 8, 16,
32. For the implementation of the various experiments, presented in the current chapter, only
Raspberry Pi 3 and Raspberry Pi 4 and not Google Coral TPU where used, because the latter does
not provide support for the common tensorflow, so ImageDataGenerator could not be used,
because it is part of Keras library. Keras is an open-source library that supply python interface for
the ML model. It is an interface for tensorflow package. Apart from Google Coral TPU, nor Jetson
Nano was exploited due to the fact that the OS it encompasses did not support that operation. In
the experiments, batch_size equals to 2, 4, 8, 16 images as used, and batch_size = 32 only for the
Raspberry Pi 4B was used, showing better results in the execution time. In the following Figures,
one can observe decrease in execution time and more need for computational resources, while
increasing the batch size. In Figure 38, the results for batch_size = 2 are depicted.
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Figure 38 CPU usage, with ImageDataGenerator and batch_size = 2.
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For batch_size = 2, nothing notable was noticed, except for the fact that Raspberry Pi 4B can
operate faster. Below, the results for batch_size = 4 are presented.
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Figure 39 CPU usage, with ImageDataGenerator and batch_size = 4.

10

In Figure 39 what someone can observe is the fact that Raspberry Pi 3B+ showed improved
execution time in respect to Figure 38. Also, Raspberry Pi 4B bettered its time for 80 seconds,
something quite notable in respect to the total amount of time. Below, the diagrams for

batch_size = 8 and batch_size = 16 are presented.
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Figure 40 CPU usage, with ImageDataGenerator and batch_size = 8.

In Figure 40, which presents results for batch_size = 8, the small improvement is notable, but the
whole picture stays the same as in Figure 39. In Figure 41, someone can see a serious
improvement in the time needed for the execution for both Raspberry. The reason is that the
similar rise in the number of images results in a mitigation of the recursions, which is reasonable

since the algorithm realizes less iterations on the execution part.
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Figure 41 CPU usage, with ImageDataGenerator and batch_size = 16.

Figure 42, Figure 43, Figure 44, Figure 45 depict the RAM behaviour in percentage for both
Raspberry Pi 3B+ and Raspberry Pi 4B, whereas Figure 46, Figure 47, Figure 48, Figure 49 present

the memory behaviour in MBytes.
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Figure 42 Memory usage in percentage, with ImageDataGenerator and batch_size = 2.

Figure 42 and Figure 43, indicate that RAM usage for the Raspberry Pi 3B+is maintained at high
level, around 90%. The initial idea was that the Raspberry Pi 3B+ could not finish the operations
because of the extra load. However, in the following figures it will be obvious that apart from
borderline usage of RAM, the more memory that is necessary, it was enabled. The Raspberry Pi
4B did not have any issues as happened with the Raspberry Pi 3B+. The former achieved RAM
usage of 30% - 40% in order to realize and accelerate the computations.
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Figure 43 Memory usage in percentage, with ImageDataGenerator and batch_size = 4.
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Figure 44 Memory usage in percentage, with ImageDataGenerator and batch_size = 8.
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Figure 45 Memory usage in percentage, with ImageDataGenerator and batch_size = 16.

Below, are presented the results on memory usage in MBytes.
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Figure 46 Memory usage in MBytes, with ImageDataGenerator and batch_size = 2.

Figure 46 and Figure 47 depict the RAM usage measured in MBytes for batch_size = 2 and
batch_size = 4. Raspberry Pi 3B+ needs about 800 MBytes (out of 875 MB total available).
Raspberry Pi 4B needs more MBytes due to the fact that the total available is around 4 GB. Thus,

the Raspberry Pi 4B is a significant powerful loT SBC, something easily seen from the operation
time of process.
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Figure 47 Memory usage in MBytes, with ImageDataGenerator and batch_size = 4.

Figure 48 and Figure 49 demonstrate the usage of memory in MBytes in two very demanding
tasks, related to batch_size = 8 and batch_size = 16.
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Figure 48 Memory usage in MBytes, with ImageDataGenerator and batch_size = 8.

The feedback that someone can get by observing Figure 48 and Figure 49, is the fact that
Raspberry Pi 4B operate better than the previously mentioned results, considering that it is fed

with 8 and 16 images, needing 1250 MBytes and 1500 MBytes RAM. Raspberry Pi 3B+ gives the
impression to be stressed because of the more load commended to it.

Memory Usage

*— Raspberry Pi 3
Raspberry Pi 4
14001

1200 1
1000 {

8001

Memory (MB)

400 / I“‘

CRPRR PSP P PP

Figure 49 Memory usage in MBytes, with ImageDataGenerator and batch_size = 16.

As it is clear from the Figure 50, Figure 51, nothing special is observed. Raspberry Pi 4B seems to
have increased temperature in its CPU, when operating. For batch_size = 2 and batch_size = 4
Raspberry Pi 3B+ was around 49°C, while Raspberry Pi 4B measured between 45°C to 55°C.
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Figure 50 Temperature of both devices with ImageDataGenerator and batch size = 2.
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Figure 51 Temperature of both devices with ImageDataGenerator and batch size = 4.
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In Figure 52 and Figure 53 the results for batch_size = 8 and batch_size = 16 are displayed. It is
notable that Raspberry Pi 3B+ stays at 49°C including few spikes in the end, as a matter of stressing
both RAM and CPU usage. For Raspberry Pi 4B, it is worth noticing that it begins normal but it
ends a bit stressed.
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Figure 52 Temperature of both devices with ImageDataGenerator and batch size = 8.
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Figure 53 Temperature of both devices with ImageDataGenerator and batch size = 16.

Concerning the current per batch size, the idea that comes out from the different experiments is
that the bigger the batch size, the more stressed the SBC, which has consequences to the power
consumption. At the beginning the average value of the current is around 1050 mA for batch_size
=2 and rises to around 1200 mA for batch_size = 16. These numbers are for Raspberry Pi 4B. For
Raspberry Pi 3B+ the numbers are even higher. In Figure 54 it is observed many spikes for
Raspberry Pi 4B but fewer for Raspberry Pi 3B+.
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Figure 54 Current draw in mA of both devices with ImageDataGenerator and batch size = 2.
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Figure 55 Current draw in mA of both devices with ImageDataGenerator and batch size = 4.

When the batch_size = 4, it is more than obvious that there is a tiny rise in current draw from the
Raspberry Pi 4B at around 1200 mA. Raspberry Pi 3B+ begins to stressed where the spikes hit 1500
mA. It is clear from the Figure 56, that for batch_size = 8, there is a small rise in the current for
the two Raspberry Pi.

Current

. — Raspberry Pi 3
b #— Raspberry Pi 4
1500 v

1400 1
13001

1200 1

| I N
M ,ﬂ\.,{\ /,_u\ A \\/ / \/ A
Ul = \ \

Current (mA)

-
=
o
S

—e

9001 4

800 1 .

O H H H» P O B H ©» O o o6 H O O O
FPELPDL RSP PLPS P

Time (s)
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In Figure 57 a serious difference between the two can someone observe. When the batch_size =
16, a tiny rise in current draw, in respect to batch_size = 8. Raspberry Pi 3B+’s current is more
than 1700 mA for more than the half of the time, while Raspberry Pi 4B draws around 1200 mA.
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Figure 57 Current draw in mA of both devices with ImageDataGenerator and batch size = 16.

In Figure 58 it is displayed the way the Raspberry Pi 3B+ and Raspberry Pi 4B make use of the
batch_size in alternative sizes and the way every device is compared to its own for certain
executions using the Pillow scheme. For instance, Raspberry Pi 3B+ outputs the measurements
shown in Figure 58. It is crystal clear that if someone needs to earn time in the execution part,
more resources are needed, especially for batch_size = 16.
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Figure 58 The CPU usage of Raspberry Pi 3B+.

In Figure 58 and Figure 59, the following can be seen: the CPU behaviour and the RAM memory
behaviour as far as the Raspberry Pi 3B+ is concerned, for various executions. Someone can
identify that the usage of the custom choice, where the images are fed one each time, without
the use of extended computational resources in order to achieve the desired output. Via the use
of ImageDataGenerator there is an appropriate use of images per batch, thus the processing of
every group decreased in a borderline in execution time.
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Figure 59 Percentage of RAM memory usage while using Raspberry Pi 3B+.

In Figure 60 someone can see that the values for memory usage in MBytes have similar
appearance to the diagram showing the percentage using memory RAM.
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Figure 60 Slze (in MBytes) of RAM memory usage while using Raspberry Pi 3B+.

Figure 61 presents the additional need as an output of bigger size group when loading images,

due to the more need for memory. Raspberry Pi 3B+ needs the double size, thus, it uses 750 MB
Swap, in order to finish the computations in a demanding task.
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Figure 61 Slze (in MBytes) of Swap memory usage while using Raspberry Pi 3B+.
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Figure 62 Temperature behaviour of Raspberry Pi 3B+.

As it is observed there a significant difference that occurs between the execution for batch_size
= 16 and the rest batch sizes. As far as the temperature is concerned in Figure 62 there was no
strong outcomes, apart from the fact that for batch_size = 16, the time looks like to be separated
from the other batch sizes. Concerning Raspberry Pi 4B with batch_size = 32, it succeeds in giving
better results, thus it seems to exploit its hardware better.
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Figure 63 Raspberry Pi 4B results, concerning CPU usage.

Concerning the usage of computational resources, there is no serious difference to that various
batch sizes, although ImageDataGenerator was used. One thing that distinguishes is the
comparison between the custom built and the rest.
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Figure 64 Raspberry Pi 4B results, concerning RAM memory usage, depicted in percentage.

In Figure 65 it is obvious the acceleration that its duration took about 20 seconds, by using
batch_size = 32. To achieve this number, there was a doubling in the number of images for every
group, that is why the percentage of RAM memory exceeds 50%. Strain forward was the RAM
measured in MBytes where it went over 1800 MBytes, while in the previous results it did not
exceed 1500 MBytes.
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Figure 65 Raspberry Pi 4B results, concerning RAM memory usage, depicted in MBytes.

In Figure 66, it is obvious that the temperature results do not indicate a significant difference for
different batch sizes. The Raspberry Pi 4B keeps the temperature at about 52°C average value.
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Figure 66 Raspberry Pi 4B temperature results.
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Although an improvement in the execution time duration took place with batch_size = 32, and
the appropriate rise on RAM memory resources, very interesting is the fact that Raspberry Pi 4B
can quite easily realize the prediction with Pillow that represents the customized solution for

feeding images one-by-one via ImageDataGenerator, apart the fact that it needs 80 seconds
more.
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Figure 67 Completion time of every SBC on the inference part.

As it is more than obvious from the graph, the Raspberry Pi 4B is the fastest of all SBCs it the time
it needs to complete the task, and as it was referred to a previous section, it takes about 244
seconds to complete the task, better known as the inference part of the ML model. The slowest
SBC is the Raspberry Pi 3B+, which needs about 453 seconds in order to complete the task.
Raspberry Pi 4B uses 4GB RAM and more capable processor: Broadcom BCM2711, quad-core
Cortex-A72 (ARM v8) 64-bit SoC @ 1.5GHz in comparison to Raspberry’s Pi 3B+ CPU: Broadcom
BCM2837B0, Cortex-A53 64-bit SoC @ 1.4GHz, as it depicted in Figure 67. The latter also makes
use of 1GB RAM, seriously limited in contrast to the 4GB RAM of Raspberry Pi 4B. The perception
indicates that NVIDIA Jetson Nano must have been the fastest of all the 4 experimented SBCs, but
itis not. As it is crystal clear from the graphs, TPU and GPU use less CPU power than the Raspberry
Pi which are CPU-based.

SBC Mean Current (mA) | Voltage (Volts) [Power (mW)| GFLOPs or GOPs (GFLOPs or GOPs)/mW
Google Coral Dev TPU 850 5 4250 4000 0.9411
NVIDIA Jetson Nano 1000 5 5000 472 0.0944
Raspberry Pi 4B 900 5 4500 9.69 0.0021
Raspberry Pi 3B+ 950 5 4750 5.3 0.0011

Table 7 GFLOPs stands for Giga (10°) floating point operations per second and is implemented to Raspberry Pi 3B+,
Raspberry Pi 4B, and NVIDIA Jetson Nano. Whereas GOPs stands for Giga (10°) operations per second and is
implemented to Google Coral Dev TPU.

It is clear from Table 7, when talking about inference part, the Google Coral Dev TPU is the most
efficient with 0,9411 GOPs/mW, with the NVIDIA Jetson Nano following (0,0944 GFLOPs/mW),
with Raspberry Pi 4B (0,0021 GFLOPs/mW) and the slowest is the Raspberry Pi 3B+ (0,0011
GFLOPs/mW). Although, GFLOPs and GOPs are different, we give a sense of their relation with the
milli Watts. Google Coral Dev TPU is the most efficient of all the 4 compared SBCs as it is depicted
in Figure 68.
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Figure 68 Giga (10°) floating point operations or Giga operations per second per 1 milli-Watt power consumption for
each SBC.

2.5.8 Limitations and Risks in the Current Work

When using SBC, it is very crucial to execute python code that exploits the various CPU/GPU/TPU
constraints as well as the diminished RAM memory, and the reduced ROM capabilities. A serious
issue is the fact that the initial python ML code has undergone the training phase in Google Colab,
which offers powerful GPU units, and extreme parallelization in the used python scripts. It is very
difficult, moreover, not advisable to train a Machine Learning model in an SBC, because it can take
many hours or days. SBCs contain many limitations that make them infeasible to train there a ML
model. The limitations range from CPU, RAM memory, swap memory, HDD to power
consumption. Experience in the past, indicates that although training in GPU-centered SBCs need
less time than CPU-centered SBCs, it is not advised at all. Another problem that was met, was the
fact that Google Coral TPU cannot exploit the mainstream python Tensorflow package, but a
lighter edition, the Tensorflow Lite package. The latter caused some limitations to our python
code, so changes had to be made in order to be able to executed in Google Coral Dev TPU.

2.5.9 General evaluation results of the experiments

In the image processing period, the applications that were studied at the time of writing the
current section (2024), are related to one type of leaf, which was divided in basic leaves’ classes.
In the current work, various leaves were exploited, spread in more classes rather than using one
leaf, because in an image depicting only one type of crop there are different kinds of yields, and
a general action should take place. There was a try to use images close to reality and not perfect
images. To accomplish this, the following were addressed: light variations, and other artificial
changes that depict reality, in order to make our model to be more efficient in real case prediction.

The following are the outcomes of the metrics: the GPUs need a lot of energy to execute the ML
python code. They provide extreme parallelization and reduce the completion time, but the latter
comes with a trade-off. Raspberry Pi 4B seems faster than the older and less powerful Raspberry
Pi 3B+, when finishing a task, however both are CPU-based and in large ML models they need a
lot of time because they do not use accelerators. Google Coral Dev TPU is considered fast at
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finishing the job, as it basically uses less CPU power and lower energy consumption than a GPU-
centered SBC, since it accelerates very specific parts of the python code. But it needs
configurations to the code, moreover to the models that it can accelerate since it uses the
lightweight Tensorflow Lite package.

The increased temperatures existing in an SBC are very critical when there is necessity to use them
far from wall plug power supply. To give an example, if the SBC with some sensors or even a small
camera needs to operate with power coming from a solar panel or a small wind generator, there
are power supply limitations. So, it is very critical to mitigate the unnecessary energy, and use it
to the most important elements only. Another issue when using one of the proposed devices
during hot periods, such as the summer, is the fact that the hot should be dissipated using bigger
fans and extra equipment such as heatsinks. The heatsinks do not consume energy, but the fan or
fans need current, something that puts an extra load to our device which uses battery. So, again
there is a constraint that should be taken into consideration.

Experience with Google Colab large-scale ML schemes has indicated that a GPU can provide
acceleration in the training period of an ML model against a CPU. The rationale behind this, is the
fact that a GPU can offer extreme parallelization, with thousands of threads operating at the same
time, in parallel, while on the other side CPU works sequential and consumes more time than a
GPU. The last years another solution appeared, that of the TPU, which accelerates the ML model
in comparison to the CPU, depending on the number of tensors used.

2.6 Conclusions

The current Chapter introduced a modern approach in the agriculture field, targeting to help users
in enhancing the management of resources and provide decision-making operations. An ML-
centered image processing application was presented in order to classify plant photos across 33
classes of leave diseases reaching an accuracy of around 90%. Compared to the accuracy of the
rest state-of-the-art examples, the proposed choice indicates to be more efficacious. The
researchers succeed in classifying the images across many clusters, that seriously increased the
difficulty of the current work: older work that reached 90% accuracy took advantage of fewer
categories. Furthermore, the current chapter also presented that via the auxiliary use of
generators and data augmentation, the required time for training and model realization was
mitigated. This is also guaranteed for the model-based knowledge required time when taking
advantage of loT devices with limited resources (SBCs).

Furthermore, concerning image processing, the current chapter analysed a number of
experiments involving loT devices, with the goal of recording power consumption and current
usage. The related metrics, have been chosen for more study, because there is occasionally the
need to produce a bigger cluster using devices like the ones presented. Moreover, energy
limitations and, in general, mitigated consumption and other limitations, are of uttermost
significance. It has been seen that the acceleration of operations made the units increasingly
energy-hungry. For this reason, it is up to the studied use-case and it depends to the developer to
choose the best trade-off between presented performance and used resources.

Finally, as summed up in the Related Work Section, ML models aiming at the agricultural sector
or different sectors executed on SBCs with reduced power solutions have shown several
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constraints. The latter occurs because CPU, TPU and GPU are less capable than desktop PCs,
something noticeable when Cloud computing resources are used. As someone can easily
understand, this has serious consequences related to the completion time of the inference period
as depicted in the related graphs in the sections above. Another essential factor is the fact that
low-power hardware is connected with limited RAM: ranging from 1 GB to 4 GB, which inserts
another limitation in the field aimed by the current chapter. As far as the hardware solutions are
concerned, when the proposed approach required to operate only with energy coming from
battery instead of wall plug, it is advised to supplement the battery energy source via the use of
a small solar panel or a small wind generator, specifically when the NVIDIA Jetson Nano is used,
which is the most “energy-hungry” of all the four SBCs analyzed in the current chapter. At this
point is should be noticed that cooling solutions are advised when the end hardware devices are
used during hot periods like summer, which as can someone understand insert the parameter of
extract current for the cooling fans. It was depicted in the previously related chapter that when
the batch_size rises, the completion time falls, but more resources are needed guiding to more
stressed units.

The future research plans of the researchers contain the expansion of the image classifier so that
it makes good use of UAVs transmitting images in real time over an agri area. These images will
be gathered by a remote loT device, which uses the expanded application, programmed to help
real-time decision-making operations concerning the leaves’ diseases. The decision making will
be matched with many environmental and agricultural measurements gathered by elements of
the loT infrastructure. Lastly, the researchers intend to analyse if the proposed image clustering
approach can be suitably adapted and used in other applications in smart farming, operating
auxiliary to decision making in areas such as irrigation/fertilization.
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Chapter 3: An easy-to-use application
based on evaluating ground soil
salinity through the use of UAV
images, without using more devices.
A use case in Rice farm fields

3.1 Introduction

One of the most significant concerns in the agri domain is the right use of resources, for example:
water, fertilizers, soil. Those kinds of resources are direct related to money, for every average
farmer. So, they try to use the resources not often but only when needed. If the latter does not
happen, the usage of more resources takes place, meaning more spending money, in the other
hand, usage of lower than needed water, fertilizers, soil needed may have negative consequences
in the yield as someone can understand. In order to take the right decision, there is need for usage
of appropriate tools. Concerning that, the current chapter presents an application which was built
with the rationale to help the farmers get an assessment of the salinity existing in the soil of their
farms via the use of only UAV images, without any use of ground sensors or any other equipment.
The main idea was to build a simple interface for non-expert people in computers, so that they
could be able to use the image taken from the UAV/drone and with easy handling of the app to
get an information for the mean salinity value of their rice farm field.

3.2 Related literature

Extensive research has been taken place in a large number of studies in the agri domain where
they use images and photographs so that they can gather, analyze and provision the patterns and
how the different kinds of plants behave in relation to their color abridgment and variations. Most
of the studies make use of image processing and various statistical schemes on common image’s
channels, such as Red, Green, Blue (RGB). More specifically, the researchers in [70], used the
barycenter of the images in order to compare images coming from different sources via the use
of both RGB channels and the RGB color space of chromaticity. The barycenter stands for the
center of mass of an object, and in the research, it was used in order to compare the mean
intensity of the images come from the two different sources. Via the use of both color space
schemes, the researchers could be able to assess the images from various perspectives and
proceed to a better understanding of the data.

In another research [70], the color signature of an image can be stood for by three parameters
that come from the analysis of how its pixels are distributed on the rgb chromaticity space. The
initial parameter is the barycenter, with its parameters: ur, ug, ub, that is computed as the
average value of the chromaticity of every pixel and is related to the centre, around which the
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other values are dispensed. The next parameter is the variability, with its parameters or, og, ob,
which is calculated as the SD (standard deviation) of the chromaticity value of all the pixels and
stands for the variety of colors in the distribution. Another parameter, the third one, is the
Number of Unique Colors (NUC), which is related to the total number of the various locations
filled by the distribution in the chromaticity space and stands for the quantity of different colors
depicted by the image. Because of the fact that animage’s NUC represents an area, it is calculated
as a percentage of the whole area of the chromaticity space.

Researchers in [71] study used analysis in images so that they could calculate the three channel
colors (RGB) of plant leaves. They produced a .txt file for every image, and each one contained
three columns that maintained the following colors: red color (RC), green color (GC) and blue color
(BC) of all the pixels in the image. The range of values that they could get ranged from 0 to 255.
The authors then computed the average RC, GC, and BC values for every image and used the
calculated averages in order to assess their correlation with nitrogen (N) substance in the plant
leaves. The data were processed via the use of linear models (such as GLM) procedure targeting
to analyzing the variance, the famous ANOVA (ANalysis Of VAriance). The means were compared
using the test of Tukey’s, something most of the times used in statistical analysis for multiple
comparisons.

In another research study [72] the authors made use of sensor which operate in hyperspectral
and multispectral range, so that they could evaluate soils that were affected by salinity in rice
cultivations. They realized SMA, which stands for Spectral Mixture Analysis to aggregate data from
Operational Land Imager - OLI/Landsat-8 so that they could estimate the soils. They contact
measurements in salinity via the use of EC sensors, which means Electrical Conductivity, of
samples gathered from the soil across 53 different areas, and then classified them to saline and
non-saline. They processed data from the Thematic Mapper/Landsat-5 in order to indicate the
NDVI (Normalized Difference Vegetation Index) variations in a range between the years 1984 to
2022, at the locations. Through the use of OLI (Operational Land Imager)/Landsat-8 and of course
the Hyperion/Earth Observing One, they ended up in 5 indices related to salinity and scores from
Principal Component Analysis (PCA) that there realized to the pixels that represented soil values.
The indices along with PC1, better known as first principal component, were exploited with the
aim to assess soil salinity by using regression.

In research realized by [73], the authors estimated the salinity infiltration in the Tra Vinh Province,
an area part of Mekong Delta of Vietham. They made use of images coming from Landsat 8 OLI so
that they could retrieve indices for soil salinity assessment, having in mind the following Vis:

a) VSSI (Vegetation Soil Salinity Index)

b) SAVI (Soil Adjusted Vegetation Index)

c) NDVI(Normalized Difference Vegetation Index)

d) NDSI (Normalized Difference Salinity Index)

They executed a statistical analysis between soil salinity (EC) and the related Vegetation Indices
that they exported from Landsat 8 OLI images. They resulted in that the NearInfraRed (NIR) band
and VSSI VI presented better correlation than the other indices. New comparisons, output that
soil salinity exported from Landsat 8 was precise with determination coefficient, R* = 0.89, RMSE
=0.96 dS/m as far as NIR band is concerned, and R?= 0.77, RMSE = 1.27 dS/m for VSSI Vegetation
Index. What researchers found is that Landsat 8 OLI images present high contingent for time and
space in magnitude of soil salinity at the higher level of soil stage.
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3.3 Introduction to linear regression and multiple linear regression

3.3.1 Linear Regression basics

Linear regression is a technique in order to model and analyze data for predicting (future) values.
The simple linear regression, there is the generation of a bivariate model in order to predict a
future variable (y) given and input (x) [74]. The famous linear regression scheme forecasts the
connection between an output variable y and a single interpretative variable x, given that there
is a number of data which contains values of both x and y values for a certain sample. Let’s have
the following x (NDVI), y (salinity) values (Table 8), and the related graph (Figure 69).

salinity NDVI

0.487 0.706824
0.783 0.764273
0.8165 0.805524
0.691 0.806802
0.8915 0.837463
0.977 0.860352
0.6885 0.817152
0.6825 0.713621
0.328 0.60501
0.297 0.525239
0.243 0.447146
0.434 0.565821
0.386 0.639362

Table 8 Linear Regression X (NDVI), Y (salinity) values.

NDVI
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Figure 69 Graphing example of a linear regression equation. On x-axis are the VI (Vegetation Index) values, here are
the NDVI, and on y-axis are the salinity values.

As it is obvious in Figure 69, the equation y = 1.7101 - x — 0.6037 can predict y values (salinity)
for any x value in the range, thus making a prediction for values that are not presented in the
Table 8. In order to fit a straight line to the various points (“dots”) on the above plot, there is use
of linear regression, which is the equation of this line. Generally speaking, the equation for the
line in regression scheme obeys to the following scheme?:

y=a+ f-x

35 https://en.wikipedia.org/wiki/Simple_linear_regression
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where:

a: is the constant, the point where the line “cuts” the y axis of the graph.

B: stands for the slope of the line, which basically means how much the y value rises, when there
is @ one-unit increase in x.

3.3.2 Multiple Regression basics

Regression analysis takes place in order to determine the relation between two or more
parameters that contains cause-effect relations and to generate forecasting for the scheme by
making use of the relation [75]. The regression which uses only a single independent variable is
named simple regression analysis, whereas the analysis that incorporates more than a single
independent variable is named multiple regression analysis. Via simple regression analysis, the
connections between a dependent variable and an independent variable undergo analysis, and
the equation that depicts the linear connections between independent/dependent parameters
obey to one or more equations. It is widely known that regression models consisted of one
dependent variable and many independent variables is named multivariable regression analysis.
Multivariate regression analysis is given by the following equation:

y=PBo+Pr1 X1+ -+ P xnte

where:

y stands for dependent variable
Xistands for the independent variable
Bi stands for the parameter

€ represents the error

3.4 Evaluation and analysis of the proposed application

The current chapter presents an application that was built in order to assess the salinity of UAV
.tif image that displays farm field, in a very plain way, able to be managed by a user that does not
have special knowledge in using a computer.

The application was made using python script and the following libraries/packages:
ConfigParser
GDAL
matplotlib
numpy
opencv_python
Osgeo

Pandas

PyQt5

Rasterio
sklearn

Tifffile

AT TSR0 a0 oo

[122]



It uses image processing so that it can calculate the various Vegetation Indices by processing each
image’s bands and assessing the salinity via the use of special mathematical models. The way it
works internally will be presented in later paragraph in the current chapter.

So, the procedure is the following: the user chooses from the “Calculate” menu which VI fits its
situation according the experience he has, because each VI uses different bands. In Figure 70, a
BGR UAV image is used, where the letters come out from the words: B = Blue color, G = Green
color, R = Red color. The “Calculate” menu contains 9 operations, each one assigned to the
calculation of a Vegetation Index. In the parentheses, someone can see what type of image is
needed, so that the application can calculate the corresponding VI. This is the rationale behind
the existence of 2 buttons on the right-side top side of the application. The left button is used in
order for the user to choose a BGR UAV image, whereas the right button is used to load a GRRN
UAV image, where the letters GRRN stand for Green, Red, Red-Edge, NearInfraRed. So, according
to which types of bands the image contains, the users use the respected button (Left one or Right
one).

[X] menu demo NN e

(@ [EIEE Information  Control
Salinity S6 (Reflectance) D D
Salinity SI (RGB)
Salinity SI4 (RGB)
Intensity index Int1 (RGB)
Intensity index Int2 (Reflectance)
NDVI (Reflectance)
SAVI (Reflectance)

MSAVI2 (Reflectance)

RENDVI (Reflectance) s - = R— - AR P I PRI ST 530, . 2 i

Figure 70 Application for evaluating soil salinity, where the user needs to choose either RGB or Reflectance UAV
images.

The application is configured with a Linear Regression model and can assess a range of salinity,
measured in deciSiemens/meter (dS/m) of the chosen image, which depicts the rice field. Thus,
the farmer can decide if there is need to irrigate their farm field in order to mitigate water
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spending and secure their yield from irreversible damage. Otherwise, when the water (soil)
salinity levels in the rice field belongs to the desired range the farmers can postpone an irrigation,
save in that way resources and money. As someone can observe in Figure 71, the application
outputs an application of the salinity in the fed UAV image.

X menu demo v A e

(&= [NEIGN  Information  Control

X | Information.. v ~ @ @t e

Int1 calculated. Salinity of the image = [
0.5011-0.7135]dS/m

Figure 71 Assessed salinity range for the selected BGR UAV image. As it is obvious the Int1 Vegetation Index was used.

3.5 Data gathering and analysis

The current sub-chapter analyzes the levels of salinity in a rice field using data aggregated from two
ground sensors positioned in different areas of the rice field in years 2021 and 2022. So, to obtain data
quality many parameters were implemented to the dataset. First of all, any rows with absent data for
the salinity variable were not used in the study. Secondly, negative or zero values related to the salinity
variable were considered non-logical and so not used in the analysis. Also, salinity values less than 0.01
were regarded as unreliable and not used in the analysis.
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After the stage of applying the previous parameters, there were collected 55,881 points of data for
both years, that contained measurements of the level of salinity, water level, water temperature and
water content. More especially, for the year 2021, 31,614 data points were gathered from the two
nodes during June, July, August and September. In the year 2022, 24,2767 data points were gathered
from the two nodes for the months June, July, August, September, October, without data related to
water level from node 3 in 2022 because it did not operate due to sensor error. Table 9 depicts the
summary of the statistics of all the parameters’ values for the year 2021, whereas the Table 10 displays
the same parameters’ values for year 2022. Both tables are related to the two ground sensors.

SALINITY WATER LEVEL TEMPERATURE CONTENT

2021 2022 2021 2022 2021 2022 2021 2022
MEAN 7.7341 6.0819 26.313 20.9485 20.9275 21.5689  2794.57 2825.55
VARIANCE
STAND 4.039 1.627 7.65 10.39 5.20 3.89 442.62 133.16
DEV
MIN 1.93 3.09 1.9 0.00 8.10 10.30 1867.24 2416.91
25%-PERC | 4.13 4.25 24.62 10.53 16.80 19.10 2566.40 2709.76
50%-PERC | 7.63 6.46 28.6 23.60 21.40 22.30 2993.62 2857.34
75%-PERC | 9.31 7.28 31.7 29.84 24.60 24.40 3136.76 2945.92
MAX 18.85 9.87 52.11 44.92 46.50 36.60 3269.16 2990.04

Table 9 Overall statistics for both ground sensors’ data in year 2021.

In order to have better understanding of the aggregated data, there was a comparison between
the locations of where the two sensors were placed. Extended analysis showed that node 3 that
contained higher levels of salinity in comparison to node 1 in years: 2021 and 2022, as it is
depicted by the means values in Table 10. Moreover, the levels of ground salinity were higher in
2022 than in 2021.

The aforementioned results are also supported by T-tests, that took place for every occasion, with
p-values less than 0.05, and which indicate rejection of the null hypothesis. As a conclusion, there
can be said that there is a serious difference in the salinity values between the two sensor
locations, where node 3 indicates often higher salinity values than node 1. This information is
essential concerning the construction of effective irrigation system in order to keep best salinity
levels in the rice farm field.

Variable Means Standard  T-test p-value
Dev statistic

Salinity 2021_overall 7.7341 4.0390 66.113 0.00
Salinity 2022_overall 6.0814 1.6256

Salinity 2021_nodel 6.1489 2.4632 -74.726 0.00
Salinity 2021_node3 9.2434 4.6259

Salinity 2022_nodel 5.5376 1.2238 79.58 0.00
Salinity 2022_node3 6.8145 1.6398

Table 10 T-test related to salinity for years 2021, 2022 for both the two ground sensors.
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The observations are supported with auxiliary histograms, depicted in Figure 72 and Figure 73,
where someone can view the differences in salinity levels between the two ground sensors in
years 2021 and 2022.
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Figure 72 Salinity histogram for year 2021.

Saility levels throught days for both nodes in year 2022
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Figure 73 Salinity histogram for year 2022.

Moreover, further analysis indicates a stronger correlational between salinity and water content
values. Spearman’s correlation coefficient places this value to 0.761 for the latter pair in both
years 2021 and 2022. On the other side, there was no serious correlation identified between the
salinity with either water temperature or water level. The result of these findings show that water
content is the key in defining levels of salinity in the rice field and can help as an essential variable
for more analysis.
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Water Level Water Water Salinity
Temperature Content

Water Level 1.00 0.083 -0.084 -0.083
Water Temperature 0.083 1.00 -0.352 0.367
Water Content -0.084 -0.352 1.00 0.761
Salinity -0.083 0.367 0.761 1.00

Autocorrelation and stationarity should be analyzed, since the data for the salinity was gathered
over a long period of time. The analysis showed that Durbin-Watson statistic test concerning
salinity information aggregated from both sensors in both years, 2021 and 2022, output values
close to zero. This event, defines high positive correlation. The implemented Dickey-Fuller test,
that took place in order to analyse the stationarity of the salinity data, did not succeed in rejecting
the null hypothesis of non-stationarity, so, someone can understand that it lacks stationarity.

The existence of high positive autocorrelation and non-stationarity in the data related to salinity
could have consequences to the validity of the current analysis and the respected conclusions
coming from the data. At this point, it is essential to have in mind these factors when illustrating
the results and going deeper to research hypotheses. More analysis using time-series modelling
schemes can be needed in order to effectively figure the possible effects of these factors related
to data for salinity. Taking into consideration the aforementioned, the output is the following
regression scheme, given by the formula:

salinity = —7.957 — 0.016 - water level — 0.074 - temperature + 0.006 - water content

Based on the above information, it seems that the regression model maybe not a good match for
the data. The R-squared value of 0.378, which is considered as low, shows that only 37.8% of the
variability in the salinity, which is the dependent variable, is explained by the following: water
level, temperature, water content, which are considered as independent variables. This implies
that maybe there are parameters that are affecting salinity, however they are not captured by the
model.

Moreover, the low value of Durbin-Watson statistic related to residuals, 0.007, shows the
existence of autocorrelation, that violates the initial case of residuals that were independent. The
latter indicates that the proposed model does not capture all the information that exist in the
data. Also, the p-value of F-statistic of 0.00 reveals that at least one independent variable is
seriously connected to the dependent variable, but only this cannot result in a good match. The
low p-value connected with the JB (Jarque-Bera) test of 0.00 reveals that there is not normally
distribution of the residuals, something that violates the initial hypothesis of linear regression,
where the residuals are distributed normally.

3.6 Image Analysis

Apart from the sensor data analysis, the current chapter delegates also gathered aerial
photographs captured by a drone. The photographs gave information concerning RGB (Red-
Green-Blue) and GRRN (Green-Red-RedEdge-NearinfraRed) levels of channels or bands as they
are called. The images were stored in .tif file format and were represented in 2x2 matrix for every
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channel. Every cell depicts a pixel of the image. A total of 27 photographs were stored on different
days, between the years 2020 and 2021.

In research [76] the authors interpret than when image analysis takes place, the pixels in the
image are developed into a data matrix. Every row stands for a pixel, whereas the columns stand
for the color or the spectral bands. The latter lets for building multivariate projection models such
as PCA, which stands for Principal Component Analysis, or PLS, which stands for Partial Least
Squares. The selection between PCA or PLS will be based on the nature of data and the targets of
the analysis. Via this approximation, it is possible to implement multivariate image analysis, that
can output awareness into the connections between different spectral or color bands and the
various image’s characteristics are analyzed.

In order to support the current study, the BGR and GRRN channels, captured in the images, were
used with the aim to compute nine Vegetation Indices. Those levels were:

blue + red
Sl=———
2
red
SI14 = blue *
green +red
Intl=————

2

__ green+red + nir

int2
in >
nir —red edge
RENDVI = —
nir + red edge
nir
S6 = red *
green
nir — red
NDV] = ——
nir + red
SAVI 3 nir —red
= — %
2 nir+red+ 0.5

2xnir +1— /(2 *nir + 1)2 — 8 * (nir — red)
2

MSAVI2 =

For every channel, the averages of all images where computed, resulting in 27 sets of averages,
one fitted for each image. Moreover, the SDs were calculated for every level. Pearson’s
correlation showed that every band/channel/level had an increased correlation between them,
apart from RedEdge, NIR and Int1 Vegetation Index.
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3.7 Single Regression Analysis

Based on the data gathered both from UAV .tif images and sensing data from the sensor modules,
the procedure is as follows: At first, the Vegetation Index on every image was computed in relation
to the equations presented previously. Focus was paid in the following Vegetation Indices: S6, SI,
Sl4, Intl, Int2, NDVI, SAVI (Soil-Adjusted Vegetation Index), MSAVI2 (Modified Soil Adjusted
Vegetation Index - 2), RENDVI (Red Edge Normalized Difference Vegetation Index). So, for every
UAV image, there was a calculation of 9 Vegetation Indices. Moreover, for every UAV image a
salinity number was fit. The salinity number was the result of the 2-salinity sensor positioned on
ground: node_1 and node_3, and especially the average value of the 2 salinity sensor nodes on
the timestamp that the image was taken from the drone. For every VI there was a fit between the
Vlvalues and the corresponding salinity values. For example, for S6, on x-axis there were specified
the various VI values and on y-axis there were specified the corresponding salinity values. Via the
use of linear regression an estimating line was picked. That line/curve can be used for forecasting
values. For instance, given a new VI the curve can map this VI value to a salinity value. Table 11
presents the various mapping between salinity values and Vegetation Indices.

datetime  salinity S6 SI SI4 Intl Int2 NDVI RVI SAVI MSAVI2Z RENDVI
07-12-21 0.487 0.22 0.054 0.002 0.069 0236 0.707 6.755 0.455 0.455 0.088
7/17/2021| 0.783 0.198 0.039 0.001 0.052 0.207 0.764 8278 0.464 0.464 0.099
7/22/2021) 0817 0.216 0.039 0.001 0.049 0.223 0.806 10.16 0.516 0.532 0.156
7/27/2021) 0691 0.238 0.036 0.001 0.051 0.238 0.807 9956 0.536 0.558 0.128

05-01-21 0.892 0.228 0.035 0.001 0.048 0.245 0.837 12195 0.568 0.603 0.16
§/16/2021 0877 0.216 0.032 0.001 0.048 0.26 0.86 14.203 0.602 0.651 0.141
8/31/2021| 0.689 0.241 0.041 0.001 0.06 0.275 0.817 10.555 0.582 0.617 0.127
09-10-21 0.683 0.282 0.056 0.002 0.078 0.274 0.714 6.56 0.499 0.507 0.101
9/15/2021 0328 0326 0.072 0.003 0.096 0279 0.605 4425 0423 0416 0.092
9/20/2021| 0297 0321 0.08 0.003 0.104 0.267 0.525 3.549 0.355 0.34 0.08
9/25/2021| 0243 0.354 0.099 0.005 0.125 0.297 0.447 2.893 0.317 0.303 0.091
07-07-22 0.434 0.26 0.074 0.004 0.088 0.24 0.566 5.503 0.361 0.357 0.106

07-12-22 | 0386 0.229 0.054 0.002 0.071 0.222 0.639 6.866 0.399 0.399 0.093
Table 11 Mapping between Vegetation Indices and the related salinity values.

For every VI a special equation is mapped. All of them are seen below. The output for every
Vegetation Index is the following:

(S6):y = -3.1588x + 1.411

(SI):y = -10.485x + 1.167

(SI4): y = -156.56x + 0.8839
(Int1):y = -8.6789x + 1.2199
(Int2):y = -3.3747x + 1.4396
(NDVI): y = 1.7101x - 0.6037
(SAVI): y = 2.3571x - 0.5093
(MSAVI2): y = 1.9539x - 0.3395
(RENDVI): y = 7.384x - 0.2384
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y=-3.1588x + 1.4114 y =-10.485x + 1.167 y = -156.56x + 0.8839 : y=-8.6789x + 1.2199

NDVE SAV MSAVIZ
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y=2.3571x - 0.5093 y =1.9539x - 0.3395
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Figure 74 Linear Regression mapping to the related salinity values, for all 9 Vegetation Indices.

3.8 Further general Analysis

The dataset is consisted of a matrix with 27 rows x 14 columns, where every row displays the
image captured by a drone on a specific timestamp, and every column demonstrates a different
level computed based on BGR, GRRN and the remainder chromatic levels of the image. The
averages of all pixels for every photograph and level were computed, and the average salinity of
the specific timestamp the photograph was captured was subjoined to evaluate the effect of the
levels of salinity on the rice plant observed in the images. The data were processed via the use of
multilinear regression by using Python script, ending up in a regression line that displays the
connection between the averages of every day and the result of salinity of every rice plant.

The regression scheme was processed with salinity, water level, water temperature and water
content, representing the dependent variables and averages from every level of the images,
representing the independent variables. Nevertheless, because of the fact that data were narrow,
the averages of salinity from one day before and two days before the timestamps the images were
captured, were added in the model to increase the strength of the model. The outcome was that
four linear schemes were matched and their results can be observed below in the following tables.

The R-squared value equals 0.83 is translated to the fact that 83% of variation in the dependent
variables can be analyzed by the variables that are independent in the regression model. The F
statistic p-value of 1.24-e8 indicates that the regression model is statistically notable with a great
level of confidence, showing that at least one of the independent parameters (variables) has
serious consequences on the dependent variable. The weak covariance type shows that the
matrix consisted of covariances was assessed using the straightforward maximum likelihood
method, supposing normally distributed errors that contain stable variance. The DW (Durbin
Watson) test statistic cost guides to the fact that no autocorrelation exists in the residuals, and
the p-value linked with the JB test statistic points out that the residuals are normally distributed,
and there is no way of rejecting the null hypothesis of normality consisted of 0.05 level of
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attention. Nevertheless, the rest of 17% of variability may be a result of other considerations not
contained in the model related to measurement errors.

Coefficient Standard Error t p-value (sig.)

Constant 814.3753 449.121 1.813 0.08
Red -2389.4529 902.45 -2.648 0.013
Green 2125.2142 570.118 3.728 0.001
Blue -628.3513 366.29 -1.715 0.097
Red_edge -907.2423 503.949 -1.8 0.082
NIR 1025.4111 540.399 1.898 0.067
Ay -1508.9021 438.01 -3.445 0.002
SI4 2.45E+04 9490.53 2.583 0.015
Intl -132.1194 304.978 -0.433 0.668
RENDVI -245.139 262.995 -0.932 0.359
S6 135.1502 107.402 1.258 0.218
NDVI -474.8017 325.717 -1.458 0.155
SAVI 2834.191 1737.968 1.631 0.113
MSAVI2 -1332.6408 805.254 -1.655 0.108

Table 12 All the data related to regression of salinity with the different Vegetation Indices.

In Figure 75 someone can observe a comparison between the actual and predicted salinity values
as a result of the regression method we followed.

Salinity
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Figure 75 Comparison of predicted and observed salinity values extracted from Table 12 above.

The regression model of the next case gives an R-squared of 0.834, as it is presented in Table 13.
This shows that part of the variation (in the dependent variable) can be explicated (by the
independent variable/s). The F-statistic outputs a p-value of 7.11e-07, something which shows
that the total model supports a better match to the data than a mitigated model. The Durbin-
Watson test statistic gives value equal to 2.479, which does not support the existence of the
autocorrelation in the remaining of the scheme, albeit it may not track autocorrelation in higher-
degree. As far as the JB test is concerned, it outputs as p-value the number 4.50e-19, showing
strong results against the null hypothesis related to normality and so the residuals of the scheme
are not distributed normally. The model supports a good matching with the data and it is
statistically important, however, it is considerable to underline the contingent for non-normality
in the residuals.
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Coefficient Standard Error t p-value (sig.)

Constant -6045.4236 1973.695 -3.063 0.005
Red -1.97E+04 4610.605 -4.263 0
Green 1.63E+04 4127.9 3.954 0.001

Blue -1.07E+04 3237.422 -3.306 0.003
Red edge 1786.0172 803.49 2.223 0.036
NIR -6571.8054 2572.49 -2.555 0.017
ST -1.52E+04 3655.528 -4.152 0
514 5.95E+05 1.51E+05 3.932 0.001
Intl -1666.1406 924.735 -1.802 0.084
RENDVI 3040.3362 776.422 3.916 0.001
56 2420.803 537.399 4.505 0
NDVI 4102.248 1209.664 3.391 0.002
SAVT -3.60E+04 9367.067 -3.848 0.001
MSAVIZ 1.53E+04 4363.427 3.511 0.002

Table 13 All the data related to regression of water level with the various channels of the image.

In Figure 76 someone can observe a comparison between the actual and predicted water level
values as a result of the regression method we followed.
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Figure 76 Comparison of predicted and observed water level values extracted from Table 13 above.

The R-squared value of 0.666 (Table 14) shows that the independent variables appearing in the
regression model, interpret 66% of the variation in the dependent variable. F-statistic p-value
equals 0.543, something which indicates that there is no considerable linear linkage between
independent and dependent variables. The DW statistic equals 0.937, and shows a probable
positive autocorrelation in the remaining of the model. Moreover, the p-value of JB statistic is
very small, something which shows that the residuals are distributed following a normal
distribution. Thus, a further analysis and more tests are needed in order to have a clear view of
the regression model.
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The R-squared value of 0.929 (Table 15) states that the independent variables in the regression
scheme interpret the 93% of the variation displayed in the dependent variable, letting 6% of the
variation not interpreted. The F-statistic’s p-value = 0.00, that is under the straightforward used
level of 0.05 significance. The latter shows that there is an intense relationship between
dependent and independent parameters. DW gives value of 2.05, a number close to 2, something
that reveals no significant autocorrelation in the remainder of the regression model. The p-value
is connected with the JB statistical test, which has the value of 0.77, more than the ordinal used
significance level of 0.05, revealing that the remainders probably follow normal distribution, so
the null hypothesis cannot be rejected on 0.05 level of significance. However, the results support
a very good starting point for more analysis and propose that remote sensing is a very useful

means for monitoring and controlling soil salinity in rice fields.

Coefficient Standard Error t p-value (sig.)

Constant -749.7022 945.414 -0.793 0.434
Red -75.3785 1899.685 -0.04 0.969
Green -2089.6738 1200.117 -1.741 0.092
Blue 1362.6904 771.052 1.767 0.087
Red_edge 392.9623 1060.829 0.37 0.714
NIR -75.3492 1137.557 -0.066 0.948
ST 643.6559 922.025 0.698 0.49
ST4 1.54E+04 2.00E+04 0.769 0.448
Intl -1082.5261 641.988 -1.686 0.102
RENDVI -298.386 553.612 -0.539 0.594
S6 342.197 226.084 1.514 0.141
NDVI 618.9237 685.645 0.903 0.374
SAVI -4326.9506 3658.478 -1.183 0.246
MSAVI2 1694.9415 1695.086 1 0.325

Table 14 All the data related to regression of water temperature with the various channels of the image.

In Figure 77 someone can observe a comparison between the actual and predicted water
temperature values as a result of the regression method we followed.
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Figure 77 Comparison of predicted and observed water temperature values extracted from Table 14 above.
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The analysis that took place at the beginning, guides to the fact that there is a connection between
chromatic levels in images and salinity measured in rice fields. However, extended analysis is
necessary in order to bear out this connection and to comprehend better the complex interaction
of factors that react on salinity in rice fields. The autocorrelation and the non-stationarity that
were identified in the data reveal that more advanced models and mechanisms and probably
more data are necessary to track the patterns and their connection with the data.

Coefficient Standard Error t p-value (sig.)
Constant 6.52E+04 3.76E+04 1.732 0.094
Red -2.06E+05 7.56E+04 -2.72 0.011
Green 9438.0037 4.78E+04 0.197 0.845
Blue 6.20E+04 3.07E+04 2.019 0.053
Red edge 7219.0312 4.22E+04 0.171 0.865
NIR 1.12E+05 4.53E+04 2.469 0.019
ST -7.19E+04 3.67E+04 -1.958 0.06
SI4 1.09E+06 7.96E+05 1.374 10.18
Intl -9.82E+04 2.56E+04 -3.84 0.001
RENDVI -8432.75 2.20E+04 0.383 -0.705
S6 2.28E+04 9003.172 2.537 0.017
NDVI -2.37E+04 2.73E+04 -0.866 0.393
SAVT 1.25E+05 1.46E+05 0.858 0.398
MSAVI2 -9.45E+04 6.75E+04 -1.4 0.172

Table 15 All the data related to regression of water content with the various channels of the image.

In Figure 78 someone can observe a comparison between the actual and predicted water content
values as a result of the regression method we followed.
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Figure 78 Comparison of predicted and observed water content values extracted from Table 15 above.
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3.9 Conclusions

In the current chapter there was presented an analysis centred on single regression and multiple
regression with data collected form sensors put on the ground. Those sensors measure soil
salinity, water level, water temperature and water content. The data were analysed from a
statistical point of view and some outcomes enabled by the analysis. Single and multiple
regression were used with the aim to estimate future salinity values using a built mathematical
model. The chapter also delegates single regression through which a farmer with basic knowledge
of how to use a computer can feed the model with UAV images either RGB or Reflectance one
and assess soil salinity in their rice farm without the need of using auxiliary equipment, for
instance ground soil sensors.

For the future, there could be use of a more accurate time-series model for forecasting such as
ARIMA (Autoregressive Integrated Moving Average) or SARIMA (Seasonal Auto-Regressive
Integrated Moving Average). Moreover, more research should be established in relation to the
chromatic levels which are most relative in order to predict soil salinity in rice fields. By solving
these issues and enabling more analyses, it may be potent to build a more accurate and effective
predictive mechanism in order to monitor and control soil salinity in rice farms.
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Chapter 4: Machine Learning and loT
in the agri-domain

4.1 Introduction

Soil Salinity is the process of blending the soil with solvable salts that end in leaving the soil saline.
The latter is a major problem in the agri-domain, because salinity mitigates the value of land which
affects the productivity. On the other side, saline soils could be the outcome of irrigation, because
of the saline containing of the water, and could be from medium to high [77]. Saline soils could
be the output of augmented water usage in near coastal fields, due to the penetration of the sea
and the flooding that takes place near those areas as an effect of Mediterranean areas’ storms.
As it is known, in the river deltas, inside the Euro-Mediterranean area, the main crop cultivated is
Rice. As a result of the fact that salinity is endemic in fields near cost, rice plants have to be filled
with water in order to mitigate water salinity. Thus, very large amount of water is needed to
decrease salinity and a significant amount of energy for pumping water from the rivers.

4.2 Related State of Art literature

In [78] the researchers use three Machine Learning (ML) approaches such as the Logistic
Regression (LR), Support Vector Machine (SVM) and Random Forest (RF) were tested and
contrasted in the identification of salt-affected soils (SAS), in the Raibareli area of India via the use
of Landsat 8 OLI/TIRS channels and auxiliary data next to canals and streams which were exploited
in order to recognize SAS. Those 3 models were implemented to object-oriented areas produced
by those rasters. A total number of 361 areas were used for training, and testing for the RF
algorithm. From them the 130 segments were part of the SAS and the rest 231 depicted other
features and normal soils. In their approach, the researchers used the 70% of the data for the
training session and the rest 30% for the testing session. They achieved 96% accuracy concerning
LR model, 98% accuracy for the SVM algorithm and 98% accuracy for the RF model. All the latter
concerning the testing session. The outcomes were verified with in-field observations, and high-
resolution data coming from Google Earth database. The end result showed that the
aforementioned 3 different models could recognize 31,954, 16,679 and 14,070 ha areas
respectively in Raibareli distinct in India.

In [79] the researchers mix Sentinel-2 Multispectral Imager (MSI) data and MSI-derived covariates
with sensed soil salinity and to implement 3 different ML algorithms in order to assess and map
the soil salinity in the targeted area. In relation to the known transportation conditions, the
interesting area and the quadrat were fixed, and the five-point method was used in order to
gather the soil mixed samples, where around 160 mixed soils from the soil were picked. The
famous Kennard-Stone (K-S) model was exploited in order to classify the data. The 70% of the
data were used for training and the 30% of the data were used for testing. The following ML
models were used: Support Vector Machines (SVMs), Artificial Neural Network (ANN) and
Random Forest (RF). Among their many outcomes, one very interesting is the following: the mean
reflectance of each band of the MSI data is in the range of 0.21 to 0.28. In response to the spectral
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characteristics that behave to various soil electrical conductivity (EC) levels in the range 1.07 dS/m
to 79.6 dS/m, the reflectance of the soil containing salinity is in the range 0.09 to 0.35.

In [80] the authors used Unmanned Aerial Vehicles (UAVs) for remote sensing in order to measure
salt quantity in quinoa plants. Three different UAV sensors were exploited: 1) a WIRIS thermal
camera, 2) a Rikola hyperspectral camera and 3) a Riegl VUX-SYS Light Detection and Ranging
(LiDAR) scanner. They evaluated many vegetation indices, canopy temperature and plant height
via remote sensing. Moreover, they sensed their relation with ground assessed parameters such
as salt treatment, stomatal conductance and the real height of the plants. The outcomes indicate
that widely used multispectral Vis (Vegetation Indices) are not the correct tool in order to
discriminate between salt affected and manage quinoa plants. As they claim, the Physiological
Reflectance Index (RPI) executed best and showed an obvious separation between salt affected
and control plants. The use of LiDAR also showed an obvious distinction, since salt treated plants
were on average 10 cm shorter than control ones. Another parameter seriously induced was the
canopy temperature. The latter needed one more step in achieving that result: an NDVI
(Normalized Difference Vegetation Index) clustering. This step guaranteed comparison of
temperature for similar vegetated pixels. Data mixing of all three sensors in MLR (Multiple Linear
Regression) model increased the prediction power and for the total dataset R? =0.46, with a few
subgroups approaching R? = 0.64. The authors claimed that remote sensing via UAV is very useful
for identifying and evaluating stress in a yield, moreover by using multiple measurement
approaches can help in order to increase the accuracy.

4.3 Rice water quality enabler

One way in order to continuously sampling the salinity, is through loT sensors, positioned in the
ground and renew the water in the farm field when it is only necessary. However, when the rice
field is huge, as it occurs in real situations, it is very expensive for the end user or the farmer to
place many loT sensors to their farm field. Moreover, it can be a problem when agriculture
machinery has to be placed in the farm fields, such as tractors. For this reason, it is urgent need
to monitor salt stress in the field without sensors placed on ground, but indirectly, via processing
of UAV and satellite image, which is an indirect method. So, as referred before, one (expensive)
solution to measure soil salinity could be to place many loT sensors in many places inside the rice
farm field. A (non-expensive) solution would be the following: if the plants in a rice pad are
covered with increased value of salinity that is measured by an loT sensor, then all the near rice
pads would face the same soil salinity stress. This can be analyzed by UAV or satellite images,
remotely, without need to engage loT sensors.
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Figure 79 Measured electrical conductivity and related coordinates while pointing the area with the mouse pointer3®.

Figure 79 depicts an example of an Optimal Water Quality Enabler. The users input a UAV image
captured from a drone. Then they choose the time range that has to be relevant with image
captured, and the algorithms matches the timestamp of the image capture with the
measurements from the ground sensors. The user picks one of the 2 loT ground sensors in order
to be used as main reference for the image connection. What enabler does is to output a value
on the application with the coordinates LOGITUDE, LATITUDE with the related soil salinity
estimation, according to where it places the mouse pointer. The application uses Inverse Distance
Weighting method and the related loT sensor node placed in the soil.

By using this kind of soil salinity estimation, the farmer or the end user is able to take decisions
about when to place water to their rice farm field, even in cases where the field is not equipped
with loT sensor. The rice farm field depicted in Figure 79 contains only two loT sensors for
measuring the soil salinity. Also, the farmer avoids damages in his crop yield because it gets
informed very quickly about soil salinity increases, and they save precious water that in those
conditions and for the amount they need it, costs a lot.

4.4 Maize irrigation Enabler

The optimal management targeting irrigation of maize farm fields is related to weather related to
weather conditions. That is why the Maize Irrigation Enabler supports weather predictions in local
level, making good use of the most modern regression techniques. To analyze it further, the
described enabler of the current section utilizes RNN-LSTM (Recurrent Neural Network — Long
Short-Term Memory). The RNN consists of 2 inputs. The first input is linked to the present and the
second input is linked to the past. The output of every step is positioned as input to the following
step and looks like a feedback loop. The RNN includes an inner state which is accountable for
computing the data sequence existing in input, that is used for griping the new data flowing a
recursive logic. The biggest drawback of RNN scheme is the fact that they cannot face the gradient

36 https://github.com/Axel-Erfurt/OrthoViewL ite
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problem, which has the consequence that it’s not able to sense the reliance over large time
history. That happens, as a result of the fact that RNN scheme while undergo training is controlled
by the most recent data [81]. A solution to this problem was given by adding the LSTM core in
RNN. LSTM makes use of a memory mechanism, whereas a RNN uses neurons. LSTM supports
quick training and it is in position to learn good enough through the use of what is called as a
continuous short-term memory, being able to manage and store large results of time-series steps
[82].

Temperature prediction
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—— predictions (unseen)

Temperature (Celsius degees)
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Figure 80 Temperature forecast via the use of an RN-LSTM model.

The implementation of the current enabler is an application developed in python programming
language, which collects data from a meteorological station placed near the target maize field. An
RNN-LSTM model has been developed in order to predict key weather parameters such as
wetness, temperature, and RH (Relative Humidity) gathered from past weather data, where every
model links to each parameter. An idea of temperature prediction is depicted in Figure 80. Those
kinds of forecasts are then exploited for providing the most suitable irrigation handling by feeding
with the appropriate input a DSS (Decision Support System) enabler. The maize enabler described
in the current section supports weather predictions that apart from maize irrigation, could also
be used in other applications.

4.5 Optimal water quality via the use of Convolutional Neural Network

The aim of this section is to present how a CNN Machine Learning model can aim the end user to
estimate the soil salinity in a rice farm field, which is very significant information for a farmer. The
farmers must have an estimation of the rice farm for 2 reasons:
1. The first reason is that they have to keep the soil salinity inside a specific range,
otherwise if it excels a specific level, it may destroy their crops
2. The second reason, is that the precise irrigation in their rice farm field and not the
unneeded irrigation saves money, because water in such large volumes is costly for a
farmer.
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The whole implementation was based on satellite images depicting rice farm fields and
measurements gathered from loT sensors placed inside the farm plot. The loT sensors gathered
information in a continuous frequency, sensing soil salinity.

Initially there was a linkage between the datetime that the satellite images were captured and
the ground loT sensors measurements. We kept the values of the loT soil salinity sensors placed
in the rice farm field. As it is shown in Table 16 every day of the captured satellite image was
connected with the mean salinity sensed from the IoT devices. Consequently, each salinity value
was rounded to a value (as presented in column 3 of the Table 16 ). Every new (rounded) value
maintains a range of £ 0.05. For instance, the photo captured on 2021-07-12, has a salinity of
0.487, and after rounding its new value is 0.5 + 0.05. The basic thought was to use Machine
Learning models and more precisely CNN, so that we could train the model correctly and each
time the end user inputs an image from a satellite source or a UAV source to indicate the related
areas with salinity, the salinity value in the highlighted area and the confidence (accuracy) score.
The followed process of the current idea is widely known as classification. As it is more than clear,
we could not have a number of classes related to every decimal number of salinities, because we
would have an enormous number of classes. That was the reason why we selected the solution
of rounding the salinity number and represent each rounded number with a range, in order to
have a logical number of classes. We used 8 different classes. Table 16 shows which salinity
belongs to which folder. We used data for training and for testing.

datetime salinity salinity rounded FOLDER
2021-07-12 0.487 0.5 TRAIN
2021-07-17 0.783 0.8 TEST
2021-07-22 0.8165 0.8 TRAIN
2021-07-27 0.691 0.7 TRAIN
2021-08-01 0.8915 0.9 TRAIN
2021-08-16 0.977 1.0 TRAIN
2021-09-10 0.6825 0.7 TEST
2021-09-15 0.328 0.3 TRAIN
2021-09-20 0.297 0.3 TEST
2021-09-25 0.243 0.2 TRAIN
2022-07-07 0.434 0.4 TEST
2022-07-12 0.386 0.4 TRAIN

Table 16 The categorization of the UAV images, used as training data or testing data, as referenced to the “FOLDER”
column. Also, it is observable the salinity as it is rounded.

CNN based object detection, has shown many advantages when using in remote sensing. For
instance, someone observing a UAV/satellite image can easily see areas or things that include
points of interest, and not use in-situ machinery that demands manual configurations and
operation [83]. The well-known CNNs (Convolutional Neural Networks) are divided in the
following two categories:

i) R-CNN (Region-based Convolutional Neural Networks), faster-RCNN and R-FCN
(Region-based Fully Convolutional Networks), better known as two-stage algorithms

ii) YOLO (You Only Look Once), YOLOv3 (You Only Look Once - 3) and SSD (Single Shot
Detector)
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The CNN that was selected in order to assess the salinity was the SSD ResNet50 V1 FPN (Feature
Pyramid Network) 640x640. Such type of models is appropriate for initialization when training
takes place on new datasets. As proposed in the following research [84] the chosen CNN model
supports better performance when there is need for real-time detection, against similar CNNs, for
instance EfficientDet D1 640x640 or SSD MobileNet V1 FPN 640x640. Figure 81 depicts the ML
model used. We trained the ML algorithm in Google Colab through the use of a GPU accelerator.
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Figure 81 The SSD ResNet50 V1 FPN 640x64037.

What we get after the object detection is presented in Figure 82. As it is more than clear, the
images depict the covered area with the evaluated soil salinity and a percentage of confidence in
%. So, the farmer can take the decision if it needs to open the water valves to irrigate their rice
field or not.

37 https://github.com/tensorflow/models/blob/master/research/object _detection/g3doc/tf2_detection zoo.md
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Figure 82 The object detection output images. As it seen there are rectangle showing the related soil salinity with the
respected accuracy.
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As an input we used the following image format: .tif file, 614 x 534 pixels, 32-bit float, 5 channels
(Red, Green, Blue, RedEdge, Nearinfrared. A typical example of the aforementioned format is
given in Figure 83.

Figure 83 The images we used as input to the object detection model. Those were the initial images before the
modifications in order to keep the area we need to work on.

In order to use the images, there was a pre-processing via the use of QGIS open-source platform
for geo-imaging processing. So, we kept only 3 of the 5 bands, these were the Red, Green, Blue
and removed the other 2 channels: RedEdge and NIR. There was a removal of the unnecessary
farms in the image and only the ones with rice fields of the specific farmer were kept. The area
that was needed to do the training and then the testing was extracted from the initial .tiff image
through the use of a tool in QGIS, called shapefile. Then a python script was developed in order
to enlarge the Rol (Region of Interest) with minimal distortion, aiming to feed the ML model.

Table 17 contains the parameter of the ML that was trained after feeding it with images, following
the previously described formats and pre-processing. The number of classes was set to the
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number 8, a number that could cover our needs, for the rice farm fields and the soil salinity. We
chose Sigmoid function as a score converter. We used 2 different values for learning rate, one at
the starting phase and one during the warmup rate, following the logic of divergent behavior
avoidance. We selected 8000 steps, and the result showed that they were more than enough for
the training. For training we were based on a ready-made model, the
ssd_resnet_50 v1_fpn_640x640_cocol7_tpu-8. The approach in cases of using ready models for
classification, is to change the last stage with the classes to meet the requirements of the new
training. As it was discussed before, we selected 8 classes.

parameters of the CNN values
number of classes 8
score converter Sigmoid
learning rate base 0.039
total steps 8000
warmup learning rate 0.013
warmup steps 2000
number of steps 8000
CNN base ssd_resnet50_v1_fpn_6
40x640_cocol7_tpu-8

Table 17 Parameters of the training.

Below, are depicted the various loss functions, and more precisely the following:

1. classification loss function (Figure 84)

2. regularization loss function (Figure 85)

3. localization loss function (Figure 86)

4. total loss function (Figure 87)

It is more than obvious that the loss is decreasing while the ML model continues its training,
without signs of overfitting.
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Figure 84 Classification Loss vs. Steps.
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Regularization loss vs. Steps
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Figure 85 Regularization Loss vs. Steps.
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Figure 86 Localization loss vs. Steps.
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Figure 87 Total loss vs. Steps.

4.6 Conlusions

In the current chapter, a presentation of two Machine Learning models took place, with
applications in the agriculture. The 15t one was the RNN-LTSM and its realization in Maize irrigation
enabler. By using such kind of ML model, the end user can have predictions on various
environmental parameters related to their farm field (local level), and not in general for a country.
Thus, they are able to make decisions on when to irrigate their field or postpone the irrigation
when too hot days approach. The 2" representation was about a CNN model which was trained
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on real satellite images and can estimate the soil salinity in Rice farm fields. We feed the CNN with
satellite images and the algorithm can estimate the soil salinity outputting the areas and the
percentage of confidence on the images. Thus, the end user is able to decide how much is the soil
salinity in places on their farm field and decide if it worths to irrigate or not, saving in that way
precious amount of water and money.
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Chapter 5: An IloT device for
monitoring resin/rubber collection
from pine/rubber trees

5.1 Introduction

In pine trees, resin pipes are a solution in order to gather resin. Resin terpenes, as they are called
scientifically, find implementation in many areas, to name a few: chemical, food, biofuel and
pharmaceutical areas. The usage of resin production into selective cut pine tree cultivation
happened by chance, as the standard tapping method in order to recognize high-resin yield, needs
a lot of time and is very costly [85]. Resin includes turpentine and rosin. It is an essential chemical
production coming from forests, and has too many applications. Pine resin has many uses (around
400) in areas in national economy, for instance in paper production, in the synthetic rubber, in
electronics, in food, printing ink, oil paint, medicines and many other fields [85].

To give an estimation of numbers involved, during 2014, about 13.6 tons of resin was exported
from India to China every year, making it the 10% of resin distribution in an international level.
More than 40 countries buy resin from China, in a volume of more than 200.000 tons per year
[86]. China was placed first in the world in the area of resin tapping related to pine forests, by
exploiting 1.3 million hectares, producing around 6kg/tree/tapping/year, achieving 60.000
tons/year.

The extraction of resin from pine trees is called tapping method. In Indonesia they use the quarre
technique. But this action, has many drawbacks. One could think that it has consequences in resin
productivity. However, it goes a step further, since it affects the sustainability of the trees and the
quality of the resin. An improved solution is the drilling method. Figure 88 depicts the 2 most
common methods for extracting pine resin from the pine trees. These are the quarre and drill
methods

In [86] the researchers claim the following: About 32.64g per hole per tree, which consists the
highest resin production was seen from the drill tapping technique. Around 19.34g per quarre per
tree was identified in the quarre technique. In total, the farmers were able to achieve 9.29
tons/year via the quarre method and 15.64 tons/year via drill technique. According to another
research [87], this kind of resin volume is considered economically profitable.
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Figure 88 a) Drilled technique in a tapped Pinus merkussi, b) Quarre technique on the same tree [86].

The current chapter proposes a device for collecting resin for pine trees. It is an loT device placed
at the base of the tree in order to get the resin, coming either the farmer uses drill technique or
quarre technique. The idea is that 2 buckets were used the one inside the other. Between them
there are placed 4 load sensors. So, the resin that falls in the upper bucket is collected, and the
load sensors weight it. The load sensors are connected to the Arduino microcontroller. The
Arduino microcontroller is responsible to inform the end user either using Xbee Zigbee protocol
or the GSM/GPRS modem with information about the resin collection. The following parameters
can be data logged:

1) weight of the collected resin

2) environmental temperature/air humidity

3) weather condition, such as if there is rain falling or not

4) internal temperature and humidity condition inside the device

Thus, the farmer, is informed in near real-time about the resin collection and take measurements
if something unwanted takes place. The device’s parts are analyzed in a following section.

5.2 Existing literature

In [88] the authors propose a device, which is basically an industrial autonomous robot placed on
an autonomous ground vehicle able to extract resin from pine trees and gather the oleoresin for
further processing. Although there are industrial robots for manufacturing where there is control
of between the robot’s tool that operates and the targeted workpiece, in a scale of mm accuracy,
when it is used in environments where there is high unstructured, such as forests or agri domain,
there is a problem. The latter occurs because of the decreased accuracy existing in reality than
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the increased targeted accuracy needed. Their research targeted on presenting the operations
followed by the robot in order to drill 3 converging holes in a pine tree, spraying in those holes
various chemicals and inserting a plastic tube. The difficulty of their mechanism was that they
needed to accomplish their operation in external conditions (such as a forest) where there are
many variations from tree to tree. They also described the many solutions they followed in order
to achieve their goal.

In [89] the authors describe various resin extracting methods with traditional tools. As they
support, the resin tapping takes place by exposing resin ducts via specific incision on the trees’
stem. The greater number of natural resins are gathered in small quantities through forest
habitants via the realization of traditional tapping methods. The current tapping implementations
from chosen trees are the traditional used during the previous decades and they are specific for
each location. Resin extraction is a difficult operation and attention is required when the
specialized people are working in order to “pull” the resin out of the trees. The devices and tools
that nowadays are used by the workers, incorporate injury to the trees and problems to the
collectors consuming more time. In order to reduce drudgery of resin collectors and rise the
efficiency in yield there should be materialization with small enhancement in the existing devices
or techniques. For this reason, an enhancement in tapping techniques will diminish injuries to the
used trees and guide towards a sustainable collection of resins.

In [90] the authors analyze the results of resin collection and identify fungal infection in resin,
both tapped and non-tapped pine trees, using the as little as they can, invasive and non-invasive
diagnostics. In pine trees the continuous harvesting of forest products, for instance resin
extraction, is believed to have consequences to trees’ vitality and as a result their affect to fungal
diseases. This becomes a serious problem for standing vigorous trees, so the detection of those
signals as early as possible is very important in order to design effective practices in order to
control those kinds of issues. In their research the authors explore the effects of extracting resin,
which was one of the important products in the Mediterranean area, as far as the pines’ growth
is concerned. They also detected and analyzed fungal presence in both resin-tapped and non-
taped pine trees.

In [91] the authors investigate the effect of various extraction methods, such as hydro-distillation,
microwave-assisted hydro-distillation, and solvent-free microwave extraction. They also
investigated oleo-gum-resin types and various regions on vyield, the activity of antioxidant
essential oils gathered of the widely known Ferula persica gum-resin. The results indicate that
oleo-gum-resins coming from Darb-e-Behesht generated more essential oil than oleo-gum resins
coming from Sepidan by using each of the extraction methods described above. Every extraction
method isolated more essential oil from Kokh samples than Shir’'s samples. The highest essential
oil was reached by the solvent-free microwave approach from Kokh samples. They also collected
51 different compounds and as a result they identified the essential oil samples.

In [92] as the authors claim, the methods used for extracting gum, guide to reduction of gum
yielding trees, such as Lannea coromandelica Hout Merr, from its natural environment. This
guides to loss of wild germplasm from forests. As the authors state, they conducted one-year
experiment in order to standardize the following:

i) tapping methods

ii) tapping seasons

iii) chemical concentration
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on trees maintaining width of 80-150 cm in the Balodabazar forest, in the areas of Chhattisgarh.
In order to gather maximum amount of gum from these trees, they used different tapping
methods, without wounding the trees. The maximum gum production was gathered using
Mechanical and Chemical tapping methods via the use of V shaped cut. As they claim, in
mechanical tapping methods, maximum gum was gathered by square shape technique. They used
Ethephon as catalyst in order to improve the metabolic activities in order to maximize the
available gum in the gum channels.

5.3 Proposed device for collecting resin or rubber from trees

The current section analyzes the device that was designed and built in order to collect resin or
rubber from resin trees or rubber trees and inform the user via GSM modem or Zigbee port of the
collected resin as well as other parameters that are useful to the user of the device.

The resin/rubber collection device consists of the following parts:

1) Arduino MEGA 2560 R3%: This is (Figure 89) the “brain” of the device. The Arduino
microcontroller contains the CPU with the related I/O ports which is capable of making all
the computation of the device, such as reading the sensors, outputting information via
GSM/GPRS modem, outputting information via Zigbee, open/close the relay in order to
control the fan when the temperature is high inside the device, open/close the LCD, etc.
Arduino MEGA 2560 R3 is a very famous open-source microcontroller solution. It operates
at 5 Volts from the USB plug, or 7-12 Volt from the 2.1mm jack. The logic inside the board
is 5 Volts logic. It incorporates 54 1/O pins (15 of which provide PWM (Pulse Width
Modulation) output). It also contains 16 input pins. Its I/O pin can support up to 20 mA
current, which is more than perfect for the resin/rubber collection device. Its CPU is
clocked at 16 MHz. It contains 8 KB (Kilo Byte) SRAM, 4 KB EEPROM. As far as the
connection protocols is concerned, it uses 4 UARTs (Universal Asynchronous Receiver
Transceiver) ports, a I12C protocol and an SPI port. In the resin/rubber collection device
we use the 12C port, and the SPI port to communicate with the rest modules.
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Figure 89 The Arduino microcontroller, which is responsible for supervising all the operations from/to various sensors.

38 https://store.arduino.cc/products/arduino-mega-2560-rev3
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2) Adafruit FONA3®: This is the module (Figure 90) responsible for interacting with the user
via GSM/GPRS network. The main purpose of this module is to send information of the
whole “health” of the resin/rubber collection device when the user asks it via SMS.
Moreover, it can be programmed to send information on specific time or day. The module
operates on 5 Volts both supply and logic, and communicates with the Arduino MEGA
2560 R3 via a software Rx/Tx port. We use the module with the uFL connector. Along with
the Adafruit FONA, we use a 1500 mAh LiPo battery, which is supplied by a mini-USB cable
placed on the module. This battery is able to diminish the high current spikes up to 2Amps,
when the FONA GSM module changes cell-tower.

Figure 90 The Adafruit FONA (GSM/GPRS) module.

3) Xbee Zigbee S2 2 mW adapter®®: This is another module (Figure 91) to communicate
either with other modules of the same type in order to exchange data, and construct an
loT network or with an end user via a Zigbee connected to a laptop. The idea is that more
sensors can be assigned to the forest close to the resin/rubber collection device and send
to the latter information that can then be provided to the end user. As a result, the
resin/rubber main collection device can act as a coordinator. There is also the solution to
change the S2 2mW Zigbee module with a more powerful that can reach 1 km coverage
or even more and connect with the end user without the need to use GSM/GPRS modem.
There are Xbee Zigbee modules such as the Xbee Zighee 63mW Wire Antenna*! that can
reach 1600m in order to communicate. It operates at 3.3 Volt at 40 mA. It can send data
in the rate of 250.000 bits/second. However, the one that the current proposed device
uses, can reach 120m using 2 mWatt output (+3 dBm). It incorporates built-in antenna,
6XADC input pins, 128-bit AES encryption/decryption, as well as over-air configuration.

39 https://learn.adafruit.com/adafruit-fona-mini-gsm-gprs-cellular-phone-module?view=all
40 https://www.sparkfun.com/products/retired/10414
4l https://www.sparkfun.com/products/retired/10421
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Figure 91 The Xbee Zigbee S2 2mWatt wireless module.

4) AM2315C— Encased 12C Temperature/Humidity Sensor®?: This is temperature (Figure 92)

5)

and humidity sensor for external use, that can be placed inside the resin/rubber collection
bucket without problem. It operates at 5 Volt both logic and supply and communicates
with Arduino MEGA 2560 R3 microcontroller via 12C protocol. Its aim is to inform the user
of the resin/rubber collection device with the outside temperature. It can sense humidity
in the range 0 to 100 RH and temperature in the range -40 °C to 80 °C, with an overall
accuracy +/- 3% for relative humidity and 0.5 °C for temperature.

Figure 92 The external sensor for sensing temperature and air humidity in the environment.

Basic 16x2 Character LCD — White on Blue*® : This is an LCD module (Figure 93), which
consists of 16 columns and 2 rows, able to depict information in-situ when the user is
physically close to the resin/rubber collection device by pressing a specific button. The
module has in the back a potentiometer in order to adjust display contrast. It contains 4
pins, the following: VCC, GND, SDA, SCL. As it is clear, it uses 12C protocol to communicate
with the Arduino. It operates on 5 Volts both supply and logic.

42 https://www.adafruit.com/product/5182#description

43 https://grobotronics.com/basic-16x2-character-lcd-white-on-blue-5v-i2c-protocol.html
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Figure 93 The LCD 16x2 screen, which is in charge to depict information to the user, via triggering the external push
button.

6) Temperature-Humidity Sensor DHT22%: This is a sensor (Figure 94) for sensing
temperature and air humidity placed inside the device’s box. It is used for sensing the
internal temperature of the device and when the temperature rises above certain
threshold, the Arduino microcontroller enables the relay in order to operate the small fan
and decrease the internal temperature. When the internal temperature decreases under
the threshold, the Arduino microcontroller stops the fan via the relay. The sensor
incorporates 3 pins: VCC, GND and OUT. It operates at 5 Volt both logic and supply. The
consumed current is about 1.5 mA. It communicates with the Arduino MEGA 2560 R3 via
digital pin (single wire). The module senses -40 °C to 80 °C temperature range with 0.1 °C
resolution and +/- 0.5 °C accuracy. As far as humidity is concerned it can measure 0% RH
to 99.9 %RH with 0.1% RH resolution and +/-2% RH accuracy.

Figure 94 The DHT22 air humidity/temperature sensor which is used in order to have a sense of the conditions inside
the device.

7) SparkFun Load Cell Amplifier — HX711: This component (Figure 95) is used along with load
cells and is responsible for reading the weighting of the resin/rubber. The aim of this
module is to get the weight of the resin/rubber sensed via the load cells. The pins where
the load cells are connected to HX711 are the following:

Red (Excitation+ or VCC)

Black (Excitation- or GND)

White (Amplifier-, Signal- or Output-)
Green (A+, S+ or O+)

oo oo

a4 https://grobotronics.com/temperature-humidity-sensor-dht22.html
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Figure 95 The Load Sensor Amplifier, which senses the resin weight in the bucket via the load sensors and sends the
data to the Arduino microcontroller.

Below in Figure 96 there is the schematic of the load sensors’ circuit. As it is obvious the
load sensors are connected to a Wheatstone bridge. Any difference in the load is sensed
by one or more load sensors and their internal resist changes. As a result, the outcome,
the end value, changes, something that is gathered by the Arduino microcontroller via

the load cell amplifier.

Load Sensor Load Sensor

E- S+

5- E+

Load Sensor

Load Sensor

Figure 96 The circuit connection of the 4 load cells and the respected connections to the HX711. As it is obvious the
circuit consists a wheatstone bridge.
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Above in Figure 96 there is the schematic of the sensors’ circuit. They basically consist a
wheatstone bridge, where each weight change is captured by the HX711 sensor module
and transmitted to Arduino MEGA 25460 R3 via two cables, the DATA and the CLK. The
module operates on 5 Volt both logic and power supply, with 1.5 mA current
consumption. There is a choice of either 10 SPS or 80 SPS output data rate, where SPS
stands for Samples Per Second.

8) Rain Sensor Module®: This module (Figure 97) sends a signal to the Arduino
microcontroller when rain takes place. It uses the LM393 control board in order to
transform the sensed rain into electrical signal. It can output both Analog or Digital signal.
It operates at 5 Volt power supply and logic. So, when the rain starts and falls on the
waterproof sensor, the module sends a signal to the Arduino controller which is informed
about the rain.

Figure 97 The rain sensor enclosed into a rain-proof box. The rain sensor incorporates a 1-meter 2-wire cable, so that
it can placed in the environment far from the central device. When water falls in the sensor, the Arduino controller
instantly informs the end user.

9) Adafruit TCA9548A 12C Multiplexer®®: This module (Figure 99) is a multiplexer 8x1
specialized in 12C protocol. So, if there are more than one 12C devices in the board, as
occurs in the current resin/rubber collection device, this module can assign up to eight
I12C modules in one I12C port. As it is obvious the multiplexer is connected to the Arduino’s
I2C port and can fan out eight 12C ports, so there can be access to up to 8 eight different
I12C modules. In our case, the MUX (Multiplexer) connects the LCD 16x2 and the external
temperature/humidity sensor to the Arduino microcontroller. The MUX uses 3 control
pins (A0, A1, A2) in order to switch between 23 = 8 devices with the following logic table
in Figure 98:

45 https://grobotronics.com/rain-sensor-module.html
46 https://learn.adafruit.com/adafruit-tca9548a-1-to-8-i2c-multiplexer-breakout?view=all
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Inputs Outputs

A2 Al AO
L L L Device-0
L L H Device-1
L H L Device-2
L H H Device-3
H L L Device-4
H L H Device-5
H H L Device-6
H H H Device-7

Figure 98 Logic table of control pins and the related output (selected device)#’.

The TCA9548A operates at 5 Volt both power supply and logic.

'0'
S
7

o
o
.
o
O
.

Figure 99 The TCA9548A 12C Multiplexer.

10) Relay Module — 2 Channel 5V*: This is the classical relay (Figure 100) that connects and
disconnects loads such as a small fan or an LCD display, as occurs in the current
resin/rubber collection device. The specific relay can operate on 5Volts DC, or 250Volts
AC, at 10 Amperes maximum current. For the current device, of course, the current is
going through the relay is less than 200 mA. The relay is controlled from Arduino’s digital
pins. We use 2 of them in order to control the two relays. We also use the VCC pin
connected to 5 Volt DC power supply and the GND pin connected to the GND of the whole
board.

4t https://www.ti.com/lit/ds/symlink/tca9548a.pdf?ts=1698647991838
48 https://grobotronics.com/relay-module-2-channel.html
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Figure 100 Two relay module, in charge to open/close the LCD screen and/or the fan.

11) Fan 5 Volt, 0.83Watt: This fan (Figure 101) is for cooling the internal part of the device
and especially the battery which is connected to the solar panel. The resin collection takes
place during summer season, when the temperature in Greece is high. So, there should
be a cooling system for the battery and the electronics. The fan is connected to the 5 Volt
power supply and controlled by the relay, which is controlled by the Arduino
microcontroller.

Figure 101 The fan responsible to cool the whole circuit and the battery when there is increased temperature inside
the box.

12) Fan guard®: There are 2 fan guards (Figure 102) placed in the 2 parallel sides of the box.
Their role is to let the heat leave the box via the fan operation, and new cool air to enter
the device. The fan guards also protect the device from objects accidentally enter the
device.

49 https://grobotronics.com/fan-guard-40x40mm-metal-silver.html
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Figure 102 Fan shield.

13) Push button: This is the button (Figure 103), the user presses in order to get information
about the sensors, when they are physically near the collection device. The push button
is directly connected to one of the Arduino’s I/O pin and the VCC, so it sends a High (5
Volt) signal. The Arduino then activates the LCD screen via the relay and depicts
information related to the data and the device to the user.

Figure 103 Push-button, that the user uses when they want to get information in the LCD screen instantly.

14) On/Off switch: This is a switch (Figure 104) which is pressed in order to supply the
protoboard and the Arduino with power supply coming from the solar panel and the
battery. The supply voltage is 5 Volt/2 Amperes coming from the battery charger.
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Figure 104 ON/OFF switch to start/close the device operation.

15) Green LED: It is used in order to indicate whether the protoboard and the Arduino
microcontroller and the rest elements are supplied with current or not. It uses a resistor
in order to mitigate the voltage in its pins, since a Green LED needs less than 5 Volt to
operate. If no resistor is used, the LED would be burnt.

16) GSM Antenna SMA (SubMiniature version A) 2dBi 50mm?®°: This is a GSM antenna (Figure
105) connected via specialized RF (Radio Frequency) cable to the Adafruit FONA, in order
to receive and transmit wireless signals to the GSM tower. It operates on the following
frequencies: 1710MHz to 1880MHz, 1800MHz, 1900MHz, 1920MHz to 2170MHz, 824 to
894MHz, 880 to 960MHz. Without it there is no chance for the resin collection device to
communicate with the end user either via SMS or GPRS.

Figure 105 GSM antenna of the GSM/GPRS module.

17) Waveshare Solar Power Manager (B) — 10000mAh°!: This is the solar charger (Figure 107)
which is connected directly to the solar panel in one end and the protoboard + Arduino
microcontroller in the other end. What basically does is charging the 10.000 mAh, 3.7V
rechargeable Li-po battery it contains when there is solar light outside and provides
power supply to the resin/rubber collection device. The interface is depicted in Figure
106. In position [1] the solar panel is connected. In position [2] and [3] there are the 2
outputs, where the user can connect either a USB A plug or a TYPE-C USB. USB-OUT [3]

50 https://grobotronics.com/gsm-antenna-sma-2dbi-50mm.html

51 https://grobotronics.com/waveshare-solar-power-manager-b-10000mah.html
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can support 5Volts/3 Amperes which is more than enough for the resin/rubber collection
device. Position [4] is the battery on/off switch via which the user enables the power
supply to the device. Positions [6] and [7] are the LEDs responsible for the condition of
Solar charging with the following meaning®%:

e Solar Warning: lights up if solar panel is reversed
e Solar Charge: lights up when recharging from solar panel
e Solar Done: lights up when the battery is fully recharged

Position [8] contains the battery life LEDs, depicting how much power-time is the
battery capable of providing.

@®
—— 71—

Solar  Solar Solar
Warning Charge Done| Quiik

OFF ON USB-OUT

BOOT | TYPE-C

Figure 107 Solar power manager with coolers attached to every side.

18) Fuse Holder 5x20 with Wire®3: This is the protection part (Figure 108) of the device when
there is a short-circuit. The fuse holder contains a 600-mA fast glass fuse, which is burnt
when a short circuit takes place. Thus, protecting the device from damages. A 600-mA
fuse is used as a result of the calculation of the various modules power consumption used
in the resin/rubber collection device.

52 https://grobotronics.com/waveshare-solar-power-manager-b-10000mah.htmi
53 https://grobotronics.com/5x20.html
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Figure 108 Fuse holder with a 600 mA fast fuse inside in order to protect the whole circuit from short circuits.

19) Load Sensors — 50 Kg>*: These type of load sensors is capable of measuring up to 50 Kg.
When a weight is placed on them, they change the value of the internal resistor they have,
thus changing the value of the current. As it is depicted in Figure 109 four load sensors
are placed on a metallic disk. As it was presented in a previous paragraph

Figure 109 The lower metallic disc with the four load sensors attached to it.

the load sensors are connected in a wheatstone bridge. They are placed inside a bucket
with the metallic disk and above them it is placed another metallic disk and another
bucket. So, the idea is that when the resin is fall into the bucket the amount of
resin/rubber is weighted by the Arduino microcontroller via the use of the load sensors.

20) Solar panel: Which is responsible for transforming the solar energy into electrical and
charges the 10.000 mAh LiPO battery inside the solar charger. The solar panel (Figure 110)
is the essential source of energy for the resin/rubber collection device, since the latter is
placed next to pine or rubber threes in the forests. So, there is no external power supply
from the network. Another power supply would be a small wind generator: however, the

54 https://grobotronics.com/load-sensor-50kg.html
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choice of solar panel is more than enough for our needs. The solar panel contains the
following characteristics:

e Pm:10Watt

e Vmp: 18.0 Volt

e Imp: 0.55 Amperes

Voc: 22.3 Volt

Dimensions: 340*232*17mm
Maximum Supply Voltage: 500 Volt
Test Condition: AM1.5 1000W/m? 25 °C

Figure 110 The solar panel used in order to supply with power the resin collection device.

In Figure 111 and Figure 112 someone can observe the overall device with all the
components it incorporates. To start with on the left-hand side there are the 2 buckets,
the one inside the other, between of which there are the 2 metallic disks with the four
load sensors between them. Above the bucket, in the picture, there is the rain sensor
which is connected with a 2-wire cable in the central device. In the middle of the image,
someone can see the solar panel, which is responsible for supplying the whole device with
power. And on the right-hand side there is the central device with the components,
sensors, microcontroller, power manager and wireless transceivers in order to implement
the whole process and transmit the data wireless to the end user.

[164]



Bucket for pine
resin collection

Pine resin collection
device

Rain sensor device

Solar panel for
supplying the
device with power

Figure 111 Overall image of the pine resin collection device with the main device, the solar pane, the rain sensor and
the bucket resin collection device.
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Figure 112 This image depicts the inside of the resin collector device, where all the elements and parts are seen. At
the time of the screenshot the parts were not assembled in order to be clearly visible.

5.4 Results and Conclusion

[165]



In the current chapter there was an analysis of how the pine resin is collected from the pine trees
and how significant the resin is for everyday life, since it has applications in many fields. Then, an
extensive analysis of the literature took place regarding research in the specific domain. The
essential part of the current chapter is the analysis of a modern/new device that can weights the
resin collected from pine trees and inform the user, via Zighee or SMS messages about the volume
of resin collected in the bucket, as well as about the environmental conditions in the area that the
device was placed. It is a very pioneering device, since at the time proposed (2023) there is
nothing similar in the literature. The device could be used also for rubber collection since the idea
of positioning it is similar. That’s why throughout the word “resin”, the word “rubber” is used.
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Part 2: Security in Internet
of Things
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Chapter 6: Cryptographic protocols
in Internet of Vehicles fields

6.1 Introduction

loT technology can be implemented in transportation, where the integration of 1oT shows intense
challenges and opportunities in the commercial domain. Usage of loT [93] [94] in the
transportation area can guide to preventing accidents, improve issues such as: traffic congestion,
traffic management, better scheduling. It can also improve wealth of drivers in fields like:
intelligent smart aware navigation, automatic payment when entering tolls’ area. By
implementing loT principles in vehicles there is the settlement of a network of vehicles and the
idea of the famous loV [95] [96], which stands for Internet of Vehicles, a very demanding area
that contains the capability of impacting on people’s lives.

In loV there is extensive need for high security because it is involved with human lives. So, security
against risks, internal, external, or both, is very essential. From this point of view, securing data
coming from different stakeholders inside the loV field becomes very crucial and demanding [97]
[98] [99]. Furthermore, following the current directives related to data privacy, as occurs around
the world, many researchers are examining methods in data privacy field, containing loV idea.

Vehicles in the loV domain exchange data each other and with the Roadside Units (RSU) by
implementing the Vehicular Ad hoc Networks (VANETSs) [100] [101]. VANETSs have application in
the intelligent transportation systems (ITS), easing the forecasting static wealth or dynamic wealth
intelligence to the various stakeholders, such as: information related to: safety, street details,
nodes, topology of frequently changing framework [102]. Lives of passengers or drivers can be
harmed when altered data are sent on the VANET [103]. So, it is very crucial to implement data
security and protection in data when transmitted or received over loV networks [104] [105].

What the current chapter negotiates is the estimation of many protocols related to asymmetric
encryption and decryption, for instance: ECC, RSA, NTRU, implemented in loV topologies, by
realizing different performance metrics, such as: during key generation process, generation of
certificates, how long an encryption/decryption takes, signature times in generation or
verification and other issues. AES cryptographic algorithm is the main scheme for all the
measurements in addition to the different asymmetric protocols, named before. So, the different
parameters measured, apart from asymmetric algorithm, were the size of messages, the
pseudonym exchange, how new pseudonyms take place with their related energy consumption.
The evaluation of the aforementioned was estimated in simulation via the use of ns-3 and SUMO
open-source software, considering issues such as: CPU, power consumption, RAM in loT
environment, where they have constrained resources.

Research with privacy issues in loV is very challenging [106] [107] due to the fact that passive and
active attacks target on retrieving private information. When there is a passive attack going on,
the attacker (intruder) analyzes the public data in order to identify sensitive information.
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However, in the case of passive attack, the attacker aims on accessing private information in order
to alter it. To give an example, when there is data poisoning attack, the attacker tries to input or
alter regular data. This has effects in the performance of the training of the implemented Machine
Learning algorithm, for instance a FDIA (False Data Injection Attacks) [108].

The essential idea of the current chapter is the analysis of an efficient method that maintains
location privacy in an loV network infrastructure. According to the evaluation findings, the
method that current chapter delegates, has been modified in order to achieve better performance
on metrics such as the size of messages, time duration consuming each message and energy
consumption. The cryptographic algorithms used throughout the experiments are extensively
analysed, also.

6.2 State of the Art related to loV privacy

In [109] the authors propose a scheme which aware close vehicles and prevents attackers from
detecting users through the use of Basic Safety Messages (BSMs), and at the same time decreases
the transmission distance. So, the signal can extend only in the vehicles in the vicinity. This
approach is named as WHISPER and is referred to road-safety due to the fact that many vehicles
are in purpose blind to the tracker, but are observable to the nearby vehicles. The research is also
related to many protocols and techniques used in order to form the distance of transmission and
realize pseudonym transformation. WHISPER is estimated against known schemes in areas related
to privacy contain, such as CPN (Cooperative Pseudonym Change), RSP (Random Silent Period)
and SLOW (Silence at LOW speeds) through the use of a model that includes Manhattan-grid, with
many densities, Quality of Service (QoS) and privacy of the location.

In [110] the researchers focus and update for attacks on VM (Virtual Machines) related to CE-loV
(Cloud-Enabled Internet of Vehicles) and analyze a new scheme that protects VM location privacy
through the use of randomly selected VM identifiers. Their scheme takes advantage of the QoP
(Quality of Privacy) idea by estimating the range of location privacy maintained, and at the same
time they support their scheme enhances the QoP achieved.

In research [111], the authors proposed a scheme which is based on the concept of DPSZ, that
stands for Dynamic Pseudonym Swap Zone, aiming at securing location privacy of the vehicles. In
this scheme, every vehicle can induct a provisional pseudonym, by using the DPSZ. Such a vehicle
can exchange its pseudonym with another random one that was chosen inside the zone. This
operation is able to block DPSZ from exhibiting identities of the user the group’s manager.
Computation as well as communication overhead have to be decreased, and for that reason the
scheme changes the pseudonyms in a way so that there is no linking between new and previous
pseudonyms. DPSZ is able to fit to the quick transformations of the loV environment targeting to
reduce the cost of communication when there are many vehicles (nodes).

In [112] the authors proposed the Spatial Crowdsourcing (SC) concept for loV, which uses
decentralization of location while maintaining privacy. Their scheme is based on blockchain
rationale in order to decrease the information produced by the loV node/user through the SC
server. It makes use of what is known as homographic encryption [113] and bears out the location
of a vehicle via the use of circle-based principle, so that it can acquire the task’s confidentiality
taking into consideration the area’s policies location. For managing user location privacy inside a
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context with many levels, the scheme distributes a level of privacy for every user and displays this
current on a mesh. Also, their proposed model takes advantage of the order-preserving
encryption and zero-knowledge proof on non-interactive approach, thus preventing workers from
illegally earning recompenses via the falsification of their driving locations.

In another research [114], the authors propose CSLPPS (Concerted Silence-based Location Privacy
Preserving Scheme), which helps in loV networks anonymity. It realizes unlikability in cases the
users take part in location-based services and applications that have to do with safety for network
vehicles. The proposed scheme settles a synchronization mechanism which operates when there
is an identifier changing in silent period among the users before any information exchange with
the new identifiers. The researchers implemented many simulations so that they could identify
how their mechanism works including cases with GPAs (global passive attackers).

In [115] researchers introduce the TPPCD (Trajectory Privacy Preservation method based on
Caching and Dummy locations), that targets on realizing location privacy protection by including
false locations as well as caching in loV infrastructure. In their scheme when the loV nodes need
LBS (location-based services), they show fault location in order to maintain their privacy.
Moreover, RSUs, better known as Road-Side Units realize caching for decreasing the
communication between the RSUs and the server which is responsible for the LBSs. The types of
caching are the following two: “active cache update” and “passive cache update”. The active one
has to do with the popularity and the passive one is related to false locations. Both active and
passive schemes aim to bring location privacy and increased caching. The scheme proposed by
the researchers can oppose LSAs (Long-term Statistical Attacks) and LCAs (Location Correlation
Attacks), and at the same time can handle cache enormous hot rate.

In another research [116] the authors use the Paillier Cryptosystem in a modified version, in order
to aggregate and transfer the data arriving from the vehicles’ sensors. The scheme they propose
gathers information while operating as an loV node for preserving privacy. It lets a vehicle produce
structure from the collected information at various locations and make a report of mixed data
that makes use of decreased resources both related to communication and computation parts.
Their concept lets RSUs to aggregate data related to privacy-preserving data references and
enumerates the number of reports of data belonging to each data dimension. The collected data
are ready if someone needs to access them, moreover they can be re-encrypted and re-processed
through the trusted management authority. Authors’ proposed concept identifies a node (data
vehicle) that collects the data coming from the sensors concerning the remainder vehicles that
belong to the loV network. Management authorities do not involve, and at the same time RSUs
can encrypt more the aggregated data to new encrypted texts and can be decrypted only from
the data vehicles, without uncovering the real locations of the vehicles. The authors also claim
the following for their scheme: a) it evaluates the possibility of data query problems, b) it
estimates the level of security of the scheme concerning location privacy, c) analyzes the integrity
and the durability in cases of collusion attack. Also, they support that their concept can mitigate
in high volume the needs of various resources, such as computation and communication.

In [117] the authors propose a monitoring scheme able to maintain privacy in loV and take
advantage of the blockchain principle and reach transmission and obtainment between Mobility
as a Service (MaaS$) users. Their concept targets on backing privacy protection and vouching the
collected data. Their scheme realizes a modified version of the famous Paillier cryptographic
mechanism, moreover it implements identity signature in order to verify collection of records. It
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is able to authenticate and aggregate historical data performance of any user. It takes advantage
of the blockchains which contain PoS, better known as proof-of-stake unison for sending to others
non-changed record related to performance and Bloom filter in order to store pseudonyms,
targeting on prompting IDs of the transactions. The various pseudonyms belonging to the driver
are made by the use of one-way hash functions and an identity-centered signature authenticates
them. In order to have the historical performance of their mechanism, they use oblivious protocol.
The positive results related to the computation efficiency and the resources used, are tested by
various tests in performance [117]. The results that come out, show that their concept works
better than the common traditional mechanisms as far as computation is concerned. Lastly, they
collect information about efficiency and privacy trade-off so that they can monitor a correct
number of records related to performance for every transaction.

6.3 Robustness and time complexity of the algorithmic schemes that were used

This section provides an analysis related to the robustness of the cryptographic schemes that were
used, and more specifically the following four: RSA, ECC, NTRU and AES. The time complexity of
each algorithm is very significant in order to succeed in the needed robustness.

RSA scheme is part of the Cryptography section better known as asymmetric cryptography, which
differs from the symmetric cryptography, where the same key is used for both encrypting and
decrypting a message. What asymmetric cryptographic schemes bring, is that they offer strong
encryption which makes the decryption of the encrypted message very difficult and cannot be
predicted by the attackers [118]. To enable adequate security, the key size should be bigger than
1024 bits, in order to make it difficult for an attacker to recognize the plaintext. [118]. The concept
is that it is very difficult to factorize very long prime numbers [119]. Very large prime numbers,
can process in the speed of computing, but it is impossible to human in Earth’s time to factorize
long prime numbers. The time complexity of RSA, given by the following paper [120] is O((logzx))>.

ECC scheme can output the same security as RSA or any system using discrete logarithms with
significantly shorter operands, such as 160 to 256 bits against 1024 to 3072 bits. ECC schemes
uses the well-known DLP (Discrete Logarithm Problem), so DL-schemes, for instance: Diffie-
Hellman exchange of keys, could also be realized using elliptic curves [121]. The well-known NIST
(National Institute of Standards and Technology) considers as safe the following elliptic curves:
2163 2233 9248 9409 and 257! [122]. ECC bases in finding the separate of random elliptic Curve,
where Elliptic Curves connected to finite fields can provide a boundless source as a result of their
affluent structure. ECC scheme is part of what is called ‘one-way’ scheme, where it is quite easy
to go in the one way, but very difficult to go reverse. Although the encryptor chooses a graph in
order to connect to the graph, there is no chance to find the solutions. The only way to find the
solution, is by trying random numbers. In case someone wants to use brute-force techniques,
research has shown that it is not a good technique, although there may be options for every bit
size [119]. It is known also, that time complexity of ECC is O (vx) [120].

NTRU algorithmic scheme uses what is called as lattice-based SVP and is selected because of the
increased security, speed and decreased complexity it can provide. NTRU incorporates more
strength against RSA when a quantum attack takes place [123]. NTRU bases on the logic of
smallest vector in lattices and its connected computations rely on tailless polynomial convolution
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ring which maintains integer coefficient containing maximum N degree. To give anidea, let it have
the following equation:

R = Z[X]
T XN -1

where Z is a polynomial with variable Z, the R ring is relented up to N-1. The time complexity of
NTRU is calculated to be O(NlogN) [124].

AES scheme was invented in order to provide security to government’s areas. The AES algorithmic
scheme uses as low as possible number of cipher blocks from a 128-bit input blocks and 3 types
of key sizes, such as: 128-bit, 192-bit and 256-bit keys. The operation of encryption consists of 4
types, which are:

1) SubBytes

2) ShiftRows

3) MixColumns
4) AddRoundKey

When starting the encryption procedure, the input that was previously fed into the state will
undergo a transformation such as the above 4 transformations. The AES computation is known as
round function. The last round is different from the previous stages, because in the ending stage,
the state does not undergo MixColumns transformation [125] as depicted in Figure 113.

Plain Text

AddRoundKey

SubBytes
ShiftRows
MixColumns
AddRoundKey

| L]
SubBytes

ShiftRows
AddRoundKey

|

Cipher Text

Figure 113 The AS operation as it depicted in a flow diagram.

The time and space complexity of AES scheme is O(1) [126]. In [127] the researchers include the
Table 18 which depicts different kinds of symmetric and asymmetric cryptographic schemes,
having in common the security level.
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Symmetric key

Security Level ] RSA key size | ECC Curve
algorithms

80 2TDEA 1024 bits | prime192v1

112 3TDEA 2048 bits secp224rl

128 AES-128 3072 bits secp256rl

192 AES-192 7680 bits secp384rl

Table 18 Comparison of the different key sizes of RSA and ECC, having in common the same security level [127].

The authors of another research [119] contained in their paper the Table 19 in which, it is one
more time obvious the relation between RSA and ECC, concerning the same security level in bits.
They also, make a reference in the ratio of ECC compared to RSA.

Security (bits)|  DSA/RSA ECC ECCto
RSA/DSA

80 1024 160-223 1to 6

112 2048 224-255 1t0 9

128 3072 256-383 1to 12

192 7680 384-511 1to 20

256 15360 512+ 1to 30

Table 19 The current table shows different key sizes of RSA and ECC schemes, for the same security level with the
related ratio of their key size [119].

In another research [123] the authors presented a comparison (Table 20) of ECC, RSA and NTRU
protocols for the same security level.

Security Level RSA ECC NTRU
80 bits 1024 bits 251 bits
112 bits 2048 bits 4411 bits
128 bits 256 bits
192 bits 384 bits 5929 bits
256 bits 8173 bits

Table 20 The current table compares ECC, RSA and NTRU for the same security level [123].

6.3.1 Consequences of the key lengths in the security level

RSA and ECC use functions connected to number theory. What distinguishes them is the fact that
they have to use long operands and keys. As it is obvious, a system is safer when the developer
uses long keys and operands. So, in order to compare the different algorithms, the security level
takes place. When we talk about a cryptographic algorithm which includes “security level of n
bits”, it stands for that the attacker should make 2" steps in order to penetrate the algorithm. This
is something standard, as a result of the fact that symmetric algorithmic schemes which
incorporate security level of n are connected to n-length bits.
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The aforementioned are implemented only in symmetric schemes. When talk about asymmetric
algorithmic schemes, there is a non-obvious relation between the algorithmic scheme and
cryptographic security strength. Table 21 presents symmetric and asymmetric algorithmic
protocols for different security levels, such as: 80-bit, 128-bit, 192-bit and 256-bit, for different
bit lengths [128]. As someone can understand, ECC uses much smaller key length than RSA or
even DH (Diffie-Hellman)/DSA (Digital Signature Algorithm)/ElGamal to achieve the same security
level.

. Security level (in bits)
Cryptographic Sch
ryptographic scheme 80 128 192 256
Nevmmetric Crvotosranhic RSA 1024 bit | 3072 bit | 7680 bit | 15360 bit
¥ ryptograp Diffie—Hellman, DSA, ElGamal| 1024 bit | 3072 bit | 7680 bit | 15360 bit
Protocols ’ A B )
ECDH, ECDSA 160 bit | 256 bit | 384bit | 512 bit
S tric C t hi
ymmetnic Lryptographic AES, 3DES 80bit | 128bit | 192bit | 256 bit
Protocols

Table 21 Symmetric and asymmetric schemes comparison, for different security levels [128].

6.4 Comparison between modern and classical asymmetric algorithmic schemes

In the current paragraph there is a comparison between the asymmetric schemes that were used,
such as: RSA, ECC and NTRU with protocols published in the literature no older than 2-3 years. We
start with the El Gamal asymmetric cryptographic scheme.

In Table 22, someone can see many asymmetric protocols up to the time writing the current PhD
thesis (October 2023). In the first 2 rows, there exist 2 classical protocols, RSA and ECC. All the
others belong to the family of Post-Quantum Cryptography. The table is organized as following:
the 1% column depicts the protocol family, the 2" column presents the variant of the protocol
and the 3" column proposes an estimation of each protocol against 2 unbreakable protocols, AES
and SHA (Secure Hash Algorithms).
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Protocol Variant Level of security
RSA-3072 1-At least as hard to break as AES128 (exhaustive key search)
RSA RSA-7680 3-At least as hard to break as AES192 (exhaustive key search)
RSA-15360 5-At least as hard to break as AES256 (exhaustive key search)
P-256 1-At least as hard to break as AES128 (exhaustive key search)
P-384 3-At least as hard to break as AES192 (exhaustive key search)
ECC P-521 5-At least as hard to break as AES256 (exhaustive key search)
Curve25519 1-At least as hard to break as AES128 (exhaustive key search)
Curved48 3-At least as hard to break as AES192 (exhaustive key search)
LightSaber 1-At least as hard to break as AES128 (exhaustive key search)
Saber Saber 3-At least as hard to break as AES192 (exhaustive key search)
FireSaber 5-At least as hard to break as AES256 (exhaustive key search)
Kyber512 1-At least as hard to break as AES128 (exhaustive key search)
CRYSTALS-KYBER Kyber768 3-At least as hard to break as AES192 (exhaustive key search)
Kyber1024 5-At least as hard to break as AES256 (exhaustive key search)
HQC-128 1-At least as hard to break as AES128 (exhaustive key search)
HQC HQC-192 3-At least as hard to break as AES192 (exhaustive key search)
HQC-256 5-At least as hard to break as AES256 (exhaustive key search)
SIDH-p434 1-At least as hard to break as AES128 (exhaustive key search)
SIKE SIDH-p610 3-At least as hard to break as AES192 (exhaustive key search)
SIDH-p751 5-At least as hard to break as AES256 (exhaustive key search)
Dilithium2 2-At least as hard to break as SHA256 (collision search)
CRYSTALS- . .
DILITHIUM Dilithium3 3-At least as hard to break as AES192 (exhaustive key search)
Dilithium5 5-At least as hard to break as AES256 (exhaustive key search)
EALCON Falcon-512 1-At least as hard to break as AES128 (exhaustive key search)
Falcon-1024 5-At least as hard to break as AES256 (exhaustive key search)
Rainbow-I-Classic 1-At least as hard to break as AES128 (exhaustive key search)
Rainbow Rainbow-I11-Classic 3-At least as hard to break as AES192 (exhaustive key search)
Rainbow-V-Classic 5-At least as hard to break as AES256 (exhaustive key search)
SPHINCS+-SHAKE256-128f-Robust 1-At least as hard to break as AES128 (exhaustive key search)
SPHINCS+ SPHINCS+-SHAKE256-192f-Robust 3-At least as hard to break as AES192 (exhaustive key search)
SPHINCS+-SHAKE256-256f-Robust 5-At least as hard to break as AES256 (exhaustive key search)

Table 22 Comparison of PQC algorithms against classical cryptographic schemes in order to give an estimation of
difficulty to be penetrated [128].

From Table 22, two well-known cryptographic schemes were selected to be analysed in the
following section, so that the reader get an idea of the referred mathematics and how they cause
security by exceling the traditional rationale of algorithms such as RSA and ECC. So, in the
following two paragraphs PKE (Public Key Encryption) and KEM (Key Encapsulation Mechanism)
are analysed.

Attackers can penetrate classical algorithmic schemes such as RSA and ECC, via the use of large-
scale quantum computers. It is very important that there are cryptographic algorithms that cannot
be hacked via quantum computers. The latter are more widely known as PQC (Post Quantum
Cryptography). The NIST has started to make standards some PQC algorithms, as well as the
Hamming Quasi-Cyclic (HQC) which is based on code. Encryption based on code is based on error-
correcting code, such as decoding vectors with small size random-based quasi-cyclic codes.

The KYBER protocol matches its security algorithm via modifications on the k parameter that can
get 3 different values, such as: 2, 3, 4. Key production calculation needs 2k NTT (Number Theoretic
Transform) calculations and k? CWM computations. As far as the encryption is concerned, it needs
k NTT, k? + k CWM (Cluster-Weighted Modeling) and k+1 INTT operations. Decryption, on the
other hand, takes k NTT, k CWM and 1 INTT operations. CRYSTALS-KYBER consists a lattice-based
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cryptography algorithm. Those types of cryptosystems work with polynomial rings and realize
costly polynomial arithmetic, such as 2-polynomial multiplication with large-degree [129].

The current section was referred in different asymmetric protocols of the traditional algorithms,
such as ECC, RSA, ElGamal and modern PQC algorithm such as Hamming Quasi-Cyclic and
CRYSTALS-KYBER. Furthermore, PQC cryptographic schemes can resist against Quantum
Computer attacks. A table was placed that presents the most modern PQC schemes connected to
asymmetric encryption having as a “compass” classical unbreakable cryptographic protocol.

6.5 Proposed Scheme

The current section delegates a new scheme for maintaining location privacy in loV networks and
which is based on the lightweight MixGroup rationale [130]. Many messages that are sent inside
the period of MixGroup operation include encryption in data so that there exists integrity of the
data, IDs of the transmitted entities and protection against attackers (better known as
eavesdroppers). The choice of the correct cryptographic protocol is very crucial, as somebody can
understand, because it affects the efficiency of the model and it must conduce as much it can in
order to enhance the security requirements set. There is need for fast response through devices
with constraint resources in loV networks, so, a serious mechanism should spend as low
computation and power resources as possible, and at the same time minimize the size of data to
undergo processing. In the proposed scheme the following parameters where considered:

1. Keys generation

2. Maessages encryption/decryption

3. Production and verification of digital signatures

4. Production and verification of security verification

The Mix-Group idea was first appeared in this research paper [131] and is based on the following:

1. Not many vehicles are got together in global social spots, because the most of them are met
in different places during their changed positions in the road network.

2. The majority of the vehicles includes individual social spots where they encounter many
vehicles every day. Those positions maintain their stability in far time, especially the time of
the day they visit them.

Having the aforementioned in mind, the social points are divided in two categories: global and
personal. So, to manage maximum privacy as it can be, there is the necessity to make good use of
the two keystones. The mechanism based to the Mix-Group rationale targets on both global and
personal in the course of a vehicle so that it can build a coverage (place) where there is
pseudonym exchange. There, a node (vehicle) can constantly exchange pseudonyms in order to
reach the best secrecy it can for its identity. The nodes (vehicles) which are inside the area are
transforming to member of a team and they make use of a common identity for the
communication with the rest nodes and the related mechanism as long as they are change
positions inside the targeted area. Thus, they make good use of both kinds of social positions, as
they exist in the extended field and are verified points of pseudonyms exchange.

The mechanism the current chapter delegates is based on the steps described below:
1. Mix-Zone is used in an area and includes a number of global as well as personal social points.
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2. Every vehicle entering this area, requests to be a member of an existing team and it is given
a group identity.

3. They are also be given 2 identities: a temporary and an exchange identity, that they use
during pseudonym exchange operation with the various vehicles of the alike team.

4. Each node (vehicle) that begins changing points inside the space, it finds the privacy gain it
gets via the pseudonym exchange.

5. Under the eye of the temporary identities and nodes (vehicles) do the pseudonyms take
place.

6. Every vehicle that leaves the team enables its fresh pseudonym and makes use of it for the
future.

The current chapter’s proposed mechanism provides enough protection in many cases of attacks.
To start with, there is protection against depletion attacks when there is use of well-known
standards of encryption and authentication, because it is impossible, from a computation
perspective, to output information that someone can exploit only by possessing the requisite
keys. Furthermore, by using digital signatures, an attacker cannot impersonate a valid node
(vehicle) or change the message with an “evil” purpose. Thus, it is not easy for someone to forge
an identity and the various messages related to RSUs. Due to the use of timestamps it is very
difficult for a replay attack to launch. An attacker who is eavesdropping cannot systematically
monitor a vehicle which comes in an area until it comes out of the area, because the adversary
cannot associate the new pseudonym produced after vehicle leaves with one it used to have upon
inserting the space.

When an internal adversary transmits messages containing not the actual position, targeting to
produce mess and accidents in the scheme, due to the fact that every message is signed, it helps
in locating the adversary and give him responsibilities. In the same tone, an attack shapes
someone in the dependability of a vehicle, who duplicates the identity is blocked via the signing
of the messages and also via the use of certificates exported by the RA (Register Authority). The
mechanism can withstand internal and external attackers (adversaries). In this kind of attacks,
the internal attacker after exchanging information with a node he moves the data he has
exchanged to the external eavesdropper so that he is able to observe him. This can be avoided if
the monitored node exchanges ones more pseudonym, something very common.

The proposed scheme enables alternations between the methods examined through the use of
common logic variable: this occurs for the simulations and for having good construction as well
as ease of use. To analyze the latter, each different cryptographic scheme is stored in a different
file or library that includes the C/C++ functions that realize the aforementioned applications. In
the following paragraph someone can see each method.

AES algorithm: was the “level 0”, the base algorithms for each encrypted message, because it was
selected in order to encrypt data for sending them, and after that the symmetric undergone an
encryption with one of the messages studied that is analysed in a following paragraph. To further
explain this: all the three cryptographic protocols used make good use of the AES for the initial
encryption. The open-source library Crypto++°>> was used for realizing the AES algorithm, meeting
the following parameters:

55 https://www.cryptopp.com/
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1. Operation method: Cipher Block Chaining (CBC)
2. 256 bits key size
3. 128 bits block size

Symmetric encryption is used in order to produce as random symmetric key sized at 256 bits, is
initialized with an IV (initialization vector). Then, the text is transformed to hexadecimal-based
format and is fed to the encryption algorithm. After the end of the operation, an encrypted text
is the output in hexadecimal form. In order to realize the decryption, the procedure is inversed,
in such a way that the text is changed from hexadecimal format to byte format, then the
decryption of the symmetric key takes place, through the use of one of the public keys’
cryptographic procedures, and finally the message is decrypted.

RSA algorithm: Similar to the AES protocol, the realization of RSA was based to the open-source
Crypto++ library. The library is based in C++ and can be used to the NS-3 platform for simulations.
The key size, as the only parameter configured throughout the simulations, was able to take three
values: 1024, 2048 and 3072 bits.

ECC algorithm: The open-source library easy-ecc®® was used for the implementation of the ECC
protocol. The library is realized in C programming language and of course it is supported to the
NS-3 simulation platform. It provides support for the following elliptic curves: secp128rl,
secp192rl, secp256rl and secp384rl. The implementation that the current chapter delegates, is
the secp256rl and offered 128bit level of security. Consequently, the private key size 256 bits (or
256/8 = 32 bytes), and because the library compress the representation, the public key size is 264
bytes or 264/8 = 33 bytes.

NTRU algorithm: The NTRU was implemented using NTRU-Crypto®’ open-source library. It is
implemented in C programming language and it was used in NTRUEncrypt public key encryption
protocol. The parameters used were according to EES449EP1, that can provide security of 128 bits
with 623 bytes size of public key and 713 bytes size of private key. NTRUEncrypt protocol in order
to work correctly needs an auxiliary secure, from cryptography perspective, random bit generator.
For this purpose, the DRBG (deterministic random bit generator) was chosen, by using the file
/dev/urandom®®, which everyone can locate in the Linux Operating System. The need is to
initialize the generator only one time at the starting of each cryptographic operation. However,
NTRU was not used for the realization of certifications related to public key and digital signatures.
NTRUSign digital signature algorithm is not secure enough, as the possibility of leaking in private
keys is significant. Although there have been proposed improved NTRU signature algorithms to
be prototyped from the NIST, until the time of the current writing section, there have not been
approved, that’s why there have not been used to the experiments.

Realization of energy model: As far as energy in nodes are concerned, NS-3 supports the
simulation of different models related to energy consumption and energy renewal®®. The various
models were implemented and significant information was output from the experiments. What
the proposed scheme delegates is the measuring of the energy consumption when pseudonym

56 https://github.com/arekinath/easy-ecc

57 https://github.com/NTRUOpenSourceProject/ntru-crypto

58 https://linux.die.net/man/4/urandom
59

https://www.nsnam.org/docs/models/html/energy.html
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exchange took place, so that there is evaluation of energy cost on the different protocols
implemented. The model chosen for the experiments was the WIFI Radio Energy Model that can
provide results concerning energy consumption of a node that can support WIFI protocols,
moreover it was possible to simulate and support the following parameters:

Idle

Transmission (Tx)

Reception (Rx)

ChannelSwitch

CcaBusy

Sleep

Off

NoukwnNeE

Every parameter is linked to a consumption value related to current (measured in Amperes) so
the battery power left is easy calculated for the transition between the states. Also, there exists
the choice to update the device’s values when there is exhaustion of the power left, so the device
can pause the exchange of messages, and in this way, it simulates very realistically the exhaustion
of resources. So, the scheme is as following: every vehicle is linked to a source of energy, that
maintains a random amount of available energy, however, enough to support the energy
requirements of the simulation. When a message is exchanged in each vehicle there is a collection
of difference between the old and current energy levels, and with this approach energy is
calculated, for every message, in Joules. When a message is processed, function
update_entry EnergyMap Recv renews the value of a fragmentation matrix, which holds the
records for every vehicle with its related consumed energy for a certain type of message. The
energy_pivot begins from a primary source value and get updated with each new message.

The realized scheme related to road network and vehicle traffic: The realization of road network
and the related traffic due to nodes was based on SUMO platform. Following relative
approaches® a 10x10 grid has been constructed, with each node being around 500 m distant from
the rest neighbour nodes. All approach covered 10 km?. From the 100 nodes, 40 were chosen to
work as crossroads. Based on the latter, the end road network approach was built with aborting
dead-ends and empty edges. The nodes selected by the use of grid_generator in order to produce
random coordinates. Velocity was set at 19.45 m/s (equivalent to 70 km/h) maximum velocity,
with the width of traffic lanes set at 3 meters, with each road consisted of 2 one-way lanes. The
python script named randomTrips.py was responsible for the make of the vehicles in the network,
that produces routes in a random way for random vehicles. SUMO got as input the files related to
the topology of the network, including vehicles’ routes. Then, SUMO, processed the files in order
to start the simulation and built a file with the locations of every node during the execution. Via
the use of the traceExporter.py script, the SUMO generated file was made to a file that could be
used by the NS-3.

Network communication realization: NS-3 tool was used in order to handle the communication
between the different nodes in the network, via the use C and C++ programming languages. Nodes
such as RSUs and RA were first built. The vehicle nodes were counterpart with the input file made
by SUMO, and RSUs and RA were placed in specific locations that could not change, because they
were not dynamic. RA was placed at the centre position of the topology and the RSUs were placed

60 https://csrc.nist.gov/News/2020/pgc-third-round-candidate-announcement
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to positions according to their number in counterbalance inside the grid. Nodes (vehicles) and
RSUs used the WIFI 802.11p protocol to connect between them with the suitable IPs (10.1.10.XX
subnetwork) whereas the RSUs and RAs linked to CSMA (Carrier Sense Multiple Access) to
192.168.0.X sub-network. The different stakeholders were communicating via UDP (User
Datagram Protocol) packets, so it is easily understood that each node consisted of send and
receive sockets. Regarding simulation, the rate of security messages has been 1 sec for the
vehicles and the RSUs, while they were managed from callback functions used when a message
was received. Special headers were used for the parting of the messages and the control of the
realization of every control function. The headers used what they basically do is extending the
class header of NS-3, so, the whole information is joined to the headers following a specific
structure and order, as they are depicted in Figure 114.

Message Type Group ID MNavigation Data Signature Certificate base

Figure 114 The header message used in the simulation.

6.6 Evaluation of the experimental results

The current paragraph delegates the findings of the experiments in issues like efficiency of the
cryptographic techniques used in loV fields. For every calculation, counters were used in order to
estimate time, via the use of gettimeofday() function. The function was triggered at the beginning
and at the end of every calculation, so, it measured the between time, in order to output a sense
of the time consumed for each calculation. Below, there are many diagrams that depict the mean
values of every measurement for each vehicle, without taking into consideration the vehicles
which did not participate in the exchange. Each calculation for the message produced during the
phase of pseudonym exchange, follows the rationale presented in Section 3. Each vehicle
consisted of two fragmentation matrices: the first recorded the whole size of each message and
the other matrix carted the number of every type of message. Both matrices, contained the
message type as the key, thus, making it easy at the end of every simulation to retrieve the mean
message size for each different type. The same rationale, as above, was followed for measuring
the energy consumption for every message. All the experiments®® took place in Ubuntu Linux
14.0.4 Vitrtual Machine, running on Windows 10, with 4 GB RAM, containing 1-core Ryzen R7
2700X CPU clocked at 3.7 GHz. The software and tools used were the following:

1. NS-3, version 3.25

2. Netanim, version 3.107

3. SUMO, version 0.31.0

As depicted in Figure 115, the various experiments have indicated that considering the same level
of security, NTRU cryptographic protocol needs about the 1/3 of the time of the ECC protocol
needed for the generation of the key pair and about 1/400 of the time needed for RSA, a famous
drawback in this area. In Figure 116, someone can view the time each protocol (ECC-128, ECC-
192, ECC-256, RSA-1024, RSA-2048, RSA-3072) needs in order to generate certificate. NTRU was
not used in these experiments because it hasn’t been officially standardized for certificates
generation. So, as it is seen, only 3 key sizes for RSA and 3 key sizes for ECC were used. Figure 116

61 The datasets generated during and/or analysed during the current study can be accessed if needed after request to the author.
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shows that RSA is intense affected from the size of key, whereas the ECC is affected in a smoother
degree. More specifically, for security level equals to 128-bit, for key sizes of 256 and 3072 bits,
both for ECC and RSA, the first needs 1/3 the time of RSA protocol for certification generation.
Only common digital signatures used for certificates, so the well-known problem of RSA in
signature generation is crystal clear.

& Key Generation Time(ms)
200
150

100

50

ECC NTRU RSA_3072

Figure 115 Time representation for the key generation, measured in ms.

Certificate Generation Time(ms)

1
i [ | . I - I

ECC_128 ECC_192 ECC_256 RSA_1024 RSA_2048 RSA_3072

Figure 116 Time for certificate generation in ms.
As far as the encryption time is concerned for the three different protocols that are illustrated in
Figure 117, the ECC algorithm is 10 times slower than the NTRU and RSA. This result can be

explained because the two nodes compute their Diffie-Hellman secret (shared) each time they
bring a connection between them, and not maintaining it static after the first time.
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Figure 117 Time for the encryption phase, measured in ms.
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Figure 118 Time for the decryption phase, measured in ms.

Concerning the decryption procedure of the three algorithms, as they are depicted in Figure 118,
the NTRU protocol seems to be the fastest of them, as it needs the 1/9 of the time of ECC and
nearly the 1/25 of the time that RSA needs.

Another metric used in the experiments was the time of the signature generation. As someone
can observe in Figure 119 the whole picture of the results is similar to certificate generation with
the same protocols (ECC, RSA) used. They differ in that the data used to output the results in
Figure 119 were coming from vehicles, whereas the certificates in Figure 116 were coming from
a RA (Register Authority) node. Concerning signature generation time, the ECC protocol is the
most efficient. It confirms what it was presented theoretically in the literature, in a previous
paragraph. On the other results, regarding signature verification time, the results are not in the
same spirit. As depicted in Figure 120, the ECC protocol demands the 1/29 of the time of the RSA
protocol for 128-bit security level (ECC-256/RSA-3072). It is obvious that the ECC is affected in a
greater degree by the key size, comparing to the RSA: for instance, when doubling the key size,
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the ECC signature time of verification is extended by 4.8 times, whereas the related time for the

RSA extends by 3.6 times.

: Signature Generation Time{ms)
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Figure 119 Time for signature generation, measured in ms.
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Figure 120 Time for signature verification, measured in ms.

In order to have a simulation as close to the reality, the following types of exchanges messages
were used [131]:

1. HEADER TYPE_BROADCAST: This is the message that each message sends periodically and
maintains information about location, the signature and the certificate of its team.

2. HEADER_TYPE EXCHANGE_REQ: It shows a request regarding pseudonym exchange, which
a vehicle A sends in order to enhance its privacy. It is consisted of the temporary public key,
sender’s certificate, team’s certificate and a timestamp.

3. HEADER TYPE_EXCHANGE_PROP: The message that vehicle B transmits so that it can
exchange pseudonyms with any random neighbour A. It includes the public key, the
certificate after the encryption with the corresponding signature and the related timestamp.
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10.

11.

12.

13.

14.

HEADER _TYPE RESPONSE_CONF: When the suggested pseudonym is exchanged, verified
and is beneficial for vehicle A, then it sends a message including the public key of B and all
the necessary data (public key, exchanged certificate of A) in the procedure of pseudonym
exchange, including related signatures and timestamps.

HEADER _TYPE REPLY: It is the response  to the previous message
(HEADER_TYPE_RESPONSE_CONF) and contains the related information from the vehicle B
perspective, such as: key, exchange certificate, signatures, timestamp.
HEADER_TYPE_PSEUDO_1: It catches the information of vehicle A, such as identity,
certificate and signature, which all of them are encrypted by using the public exchange key
of vehicle B.

HEADER_TYPE_PSEUDO_2: It contains the data of vehicle B, which is encrypted using the
public key of vehicle A, such as the first double signature (what data signature has vehicle A
sent).

HEADER_TYPE_PSEUDO_3: It is related to the verification of the vehicle A. This vehicle sends
the encrypted double signature and the corresponding timestamp.

HEADER TYPE RECORD: It is the message that vehicles A and B exchange. It contains the
exchanged certificates for the two vehicles and the exchanged identities. RA’s public key is
used for the message encryption.

HEADER TYPE RECORD _CONF: It is a configuration message for vehicles’ (node A and node
B) records. They are the same.

HEADER TYPE RSU BROADCAST: This message is transmitted by the RSU within a certain
period, to all the nodes-vehicles in its coverage, containing its location and its public key.
HEADER TYPE RSU_ACTIVATION: The message transmitted by a vehicle to the closest RSU,
so as to make an activation of its new pseudonym. It also contains all the exchanged
information, which was encrypted by the public key of the RA.
HEADER_TYPE_RA_ACTIVATION: It is a message sent by the RSU to the RA. It is the same as
this message: HEADER_TYPE_RSU_ACTIVATION.

HEADER_TYPE_RA_NEW_KEYS: It is the message with which the RA responds to a vehicle,
when the latter makes a pseudonym activation request. It contains the id of the new vehicle,
the two keys, and its certificate. All these are encrypted by the public key of the vehicle.

Figure 121, Figure 122, Figure 123 depict the messages of every time, as discussed previously and
based on the measurements that took place during the experiments, include the following
cryptographic protocols: RSA, NTRA and ECC.
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Figure 121 Size of messages, in bytes, during the negotiation phase.
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Figure 122 Size of messages, in bytes, during the pseudonym exchange period.

As presented in Figure 120, Figure 121, Figure 122 the ECC protocol constructs messages with the
smallest size. This was expected to occur, because those messages include keys and certificates.
Large space covered in each message is due to the encrypted payload data. The message size is
connected to the used algorithm and more specifically its public key size. ECC uses a public key
size of 33 bytes, NTRU uses 623 bytes and RSA uses 384 bytes. So, it is obvious the reason why
ECC and RSA differ. As far as NTRU is concerned the overhead of the digital signature was not
taken into consideration, something that would offer extra increase of the size of the message in
case the digital signature was taken into account.
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Concerning energy consumption and energy levels, these were measured in Joules. The
experiments that took place were based on pseudonym exchange period, due to the fact that
during this phase they were more stable. During the negotiation phase the received or sent
messages where varying in a great degree, because some of the nodes (vehicles) did not exchange
messages, moreover, other nodes did not send requests to other nodes. The activation period is
related to the constructed nodes, and due to the fact that nodes do not move in large nodes, the
interest about energy consumption is very decreased. Figure 124 depicts the energy consumption
while pseudonym exchange was taking place. As it is obvious, the RSA protocol shows the highest
consumption in energy, then follows the NTRU protocol and finally ECC protocol consumes the
least possible energy. As someone can understand from the whole picture of Figure 121, Figure
122, Figure 123, Figure 124 there is a link between the size the message occupies and the
equivalent energy consumption. Thus, NTRU and RSA that contains large messages show
increased energy consumption.
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Figure 123 Size of messages, in bytes, during the phase of new pseudonyms enabling.
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Figure 124 Consumed energy, measured in Joules, during the phase of exchanging pseudonyms.
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Another experiment, the last one described in the current chapter, was consisted of a standard
number of 5 attackers (internal adversaries) which stroked out the entropy of the nodes
(vehicles). The vehicles were used in order to exchange pseudonyms. The body of the experiment
was held in measuring 150 vehicles and frequency of measurement was every 30 seconds.
Someone can observe that the entropy of the scheme increases very fast at the starting of the
experiment and it then stabilizes. This happens due to the fact that as the time goes, even more
vehicles become anonymous. The result output is presented in Figure 125.
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Figure 125 Total entropy of nodes (vehicles) throughout the time, measured in seconds.

6.7 The novelty that the current chapter provides in the literature

The solution that the current chapter provides is mainly based on algorithms like: RSA, ECC, NTRU
and AES, which can be taken as the mainstream in securing vehicles. Furthermore, the ECC can
make safe an loV network consisting of many vehicles and RSUs, which need the least energy
possible, extended to devices that operate with batteries, like cars, and vehicles that can be in the
roads. The messages which maintain low sizes and the little time on many cryptographic
computations give the ECC an advantage over other asymmetric protocols. Table 23 depicts
papers that used different solutions, but we do not know either what hardware the authors used
or the various drawbacks that various protocols contained. As can be viewed from another point,
RSA and ECC are known to be vulnerable to Quantum Computers attack. However, to mitigate
this vulnerability we used NTRU cryptosystem which cannot be penetrated by those kinds of
attacks. The latter did not mention by the authors in the literature presented in Table 23.
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Paper Proposed method Advantages Disadvantages

"WHISPER: A Location Privacy- Since BSMs contain fine-grained location data, even though
: Hvacy A mechanism is proposed that informs nearby vehicles and blocks intruders from finding 8 8
Preserving Scheme Using

o BSM (Basic Safety Messages) | users via Basic Safety Messages (BSMs), while it lowers the transmission range so that
Transmission Range Changing for X e e
5 the signal can reach only the vehicles in the vicinity
Internet of Vehicles

they are useful for road safety, they do open privacy-related
issues: Any entity with eavesdropping capability can
monitor the whereabouts of IV users.

An open problem exists, where there should be improved

HLocation Privacy Attacks and Proposes a scheme that guards VM location privacy via the use of random Virtual | the QoP of schemes based on pseudonyms, moreover the
Defenses i Cloud-Enabled Internet | CE-10V (Cloud-Enabled Internet | Machine identifiers. The proposed approach exploits the concept of QoP (Quality of | repalcement pseudonym-based schemes, with schemes
of Vehilost of Vehicles) Privacy) evaluating the level of location privacy preserved, while they claim that the | such as group-signature-based. Also, by replacing the VM's
proposed approach increases the QoP achieved. real identifiers with pseudonyms is not adequate for

enabling well-preserved anonymity.

“Location privacy preserving scheme ) In this scheme, each vehicle can settle a provisional p , by taking of
Dynamic pseudonym swap zone
based on dynamic pseudonym swap 10ps2) the DPSZ. The latter vehicle can permute its pseudonym with a randomly selected vehicle (Nothing to mention)
zone for Internet of Vehicles" inside the zone.
"A Decentralized Location Privacy- It is based on decentralization of location and privacy maintenance. The presented SC | Does not support privacy on task or solution content. Also
Preserving Spatial Crowdsourcing for|  Spatial Crowdsourcing (SC) | scheme uses blockchain technology to mitigate via the SC server the control of the data | it does not support real-world settings so as to manage
Internet of Vehicles" caused by the user of the vehicle. difficult and complex real-world operations.
" . It uses homomorphic encryption and verifies the vehicle’s location using a circle-based
Use of Homomorphic Encryption . . . . . - . - . . o
YR Homographic Encryption (HE) | approach, in order to obtain confidentiality of the task concerning the policies of the area The problem with HE is that it is very slow.
with GPS in Location Privacy’ "
they are located in.
"CSLPPS: Concerted Silence-Based Concerted Silence-based The average protection that it provides against an attacker

T ! ‘ " It enables unlinkability when users participate in services based on location and also | F )
Location Privacy Preserving Scheme |  Location Privacy Preserving ) ° is more than 75.6% but there is space to be improved. It
applications related to safety for networks of vehicles.

for Internet of Vehicles” Scheme (CSLPPS) does not guarantee 100% protection against a GPA.

"A Vehicle Trajectory Privacy ] ] ] In the proposed approach, when users need to use location-based services (LBS), they
- Trajectory Privacy Preservation : e e !
Preservation Method Based on ° expose dummy location for maintaining its privacy. Road-Side Units (RSUs) implement
method based on Caching and
Caching and Dummy Locations in the caching in order to mitigate the exchange of information among RSUs and the server that

It rises the overhead both for computation and
communication tasks, affecting both the RSU and the LBS

D locat (TPPCD) .
Internet of Vehicles" ummy locations ( ) provides the LBSs. server
It enables a vehicle to make a structure of data gathered at different locations and
"A privacy-preserving sensory data transform it to a composite data report that consumes reduced communication and
sharing scheme in Internet of | Modified Paillier Cryptosystem computation resources. The proposed scheme allows RSUs to gather the privacy- (Nothing to mention)
Vehicles" preserving data reports and numbering how many reports of data are contained in every

data dimension.

y . . . It can authenticate and accumulate someone’s history of performance. Moreover, it
"Blockchain-Based Privacy-Preserving

Driver Monitoring for Maas in the
Vehicular loT"

Blockchain mechanism +Maas | exploits blockchains that contain proof-of-stake (PoS) unison for sharing unchanged )
" . ) It does not prevent collusion attacks.
(Mobility as a Service) performance record, as well as a Bloom filter to store pseudonyms, aiming for prompt

transaction identification.

Table 23 Different proposed protocols are depicted based on different research papers targeting Location Privacy
Protections in oV environments [132][133][134][135][136][137][138][139][140].

6.8 Conclusions

Reading the gathered experimental results, interesting conclusions can be gained, as far as the
optimization MixGroup is concerned, through its connection with the most appropriate
encryption scheme. On the one side, the NTRU is able to give the quickest cryptographic key
generation process for the level of security that the current chapter delegates. In loV, the entity
which is in charge for this operation is the RA (Register Authority). The latter produces these keys
when the system is initialized. During the system procedure, there is frequently the necessity to
produce new keys, due to the fact that a new vehicle is entering or maybe a set of keys have
leaked, so, the operation should be very fast, making the NTRU, first priority. On the other side,
concerning RSA, the experiments indicate the well-known advantages and disadvantages it
encompasses. Once again, it is guaranteed that it does not work well when it generates keys, and
at the same time it is the slowest of the three schemes when decrypting a message. Nevertheless,
when it encrypts messages, it got ahead the other two schemes, and in a way balanced the
previously described delays. ECC protocol is the most efficient when key generation takes place,
and also is very fast in decryption and a bit slower in encryption, however faster than RSA by 30%
in encryption and decryption mean time for 128-bit security level. As far as signatures are
concerned, the ECC is a bit slower in validation signatures than signing, showing 25% less time
than RSA for 128-bit security level. The fact that the specific implementation maintains slow
signature validation is a disadvantage because the whole system demonstrates overload and
delay.
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The future plans are to extend the current chapter’s work in order to contain the social aspect of
the various vehicles which has consequences in the group structure, maintenance and progress.
For that reason, an investigation could take place related to how the nature and the lifecycle of
the different vehicle teams influence the performance of the aforementioned schemes and
recognize advancements of the designed model. There could also be an investigation of the
implementation of digital signatures through the usage of the NTRU protocol, thus acquiring a
more integrated evaluation of performance. NIST was about to make standard the NTRU
algorithm by July 2020, while implementations are through the 3™ round of assessment®2. As soon
as the NTRU is standardized, there will be an improvement related to NTRUEncrypt, with the aim
to assess the related working out in end-to-end situations. Another issue could be the dealing
with specific problems that were identified while the experiments took place, such as:
synchronization of the vehicles, and loss of packets when collisions were taking place. A
considerable future advancement could also be the settlement of an experimental network of
vehicles in real conditions that would enable extensive testing of the previously described
implementation in bigger topologies with the tart to enhance privacy protection schemes and
urge the installation of secure loV environments.

APPENDIX A

A.1. RSA pseudocode

The algortihm behaves as following [141]:

®  First two prime numbers a and b are chosen.

® What is called modulus for the public, and private keys called n are multiplied by b

® An e should be selected which represents the public key and it is not a factor of («- 1) - (b - 1)

® Then a private key d is computed and should be compliant with the following equation: (d - e¢)
mod (a-1)-(b-1)=1

® The encryption is the output of the equation C = M-e mod n where C stands for the encrypted
text and M represents the actual (original) text

® Then the decrypted is calculated by the following formula: M = C-d mod n, where C stands
for the encrypted text and M represents the original text.

A.2. El Gamal pseudocode

El Gamal cryptographic scheme [142] is close to the widely known Diffie-Hellman, where the
common key K is produced based on long-term keys. So, for instance, if someone suppose that
there are the 2 entities, the entity A, which acts for the sender and the B which acts for the receiver.
The algorithm is as following:

A:y, = g*e(mod p)
B:y, = g**(modp)

62 https://csrc.nist.gov/News/2020/pgc-third-round-candidate-announcement
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A: K = (g*e)* (mod p)
B:K = (g*?)**(mod p)

In El Gamal cryptographic scheme, the long-term secret key X, is superseded with an one-time key
k, in order to be used directly for encryption.

To explain a bit more the various symbols:

Zp = (g): acts for the multiplicative group of the residue ring Z, modulo p, where p substitutes a
large prime number.

g: represents a cyclic group generator
Xp: acts for the long-term private key of user B
yp = g*b(mod p): represents the user B’s public key
The steps of the encryption of the text M to be encrypted are as explained below:
A: K = yk (mod p) , where k acts for the one-time private key
€1 = g* (mod p)
C, =K -M (mod p)
C= GllG
The decryption of the encrypted message C is obtained by the following formulas:
B: K = C;® (mod p)

M=2 (mod
= =2 (mod p)

A.3. El Gamal modified pseudocode

The researchers in [142] propose an algorithmic scheme so that they can transform the classical
ElGamal cryptographic scheme to an asymmetric cryptosystem. First of all, the researchers take as
ground truth the fact that the value of p cannot get more than 512 bits. This canalize to the fact that
solving the well-known DLP (Discrete Logarithm Problem) and acknowledging the long-term
private key x;, can be succeeded in doing from a computational point of view for the chosen attacker.
A serious finding from all open texts for many encrypted texts can be acquired from the following
scheme:
Xb

C2
M = —=— (mod p)
&}
When a one-time private key is retrieved from the formula:
€1 = g*(mod p)
this enables the attacker to recognize a plaintext matched to the following equation:

G
M = — (mod p)
Yb

User B in order to confront those kinds of attacks, he generates N number of public long-term keys,
such as: yl1p, Y2, ....,vNo, Where number N acts for an extra security parameter. In order to let the
one-time private key be more complicate, user A separates a part of the ciphertext C; in two parts:
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C; = C1,||C1, , where the C1;is not transmitted.
Referring to the encryption of message M (plaintext), the next steps take place:

A: Choose by random the public key yJ, from a pool of public keys: {yls, y2s, ... ,yNp} and produces
the following:

K = yJ," (mod p)
Where the k acts for the one-time private key.
€1 = g*(mod p)
C, =K -M (mod p)
C = C,||C, — ciphertext (encrypted text)

where: C; = C1,||C1, and part C1,.is not transmitted. As far as the decryption phase of ciphertext
C the following occurs:

B: enumerates the not identified part C1;, and yiy for i resulting from the range: {1,...,N}
M = (C14]|C1,)*" (mod p)

The idea if the choice of C1;and yiy is correct or not is grounded on the “mechanism” of the
plaintext. To give an idea, let’s suppose that the plaintext can contain its hash h(M) for a few hash-
functions that can withstand collisions. The B user should proceed through non-identified choices,
and, for every choice to realize one exponentiation of polynomial complexity.

A.4. ECC pseudocode
Below are described the various parts of the ECC cryptographic algorithm [123].

Key generation: having in mind the Elliptic Curve E and the points P and Q on the elliptic curve,
n acts for the maximum limit, so a C should be selected from the range n[(1-(n-1))]. As a result,
the Public key is the outcome of the following formula: G = ¢-Q where the Private key is c.

Encryption: the sender transmits the message displayed on the curve. He chooses by random j in
the range 1 to (n-1).

Ci=jQand Co =M +j-G

Decryption: it is implemented by the following formula: M = C; - ¢-Cy, with C; - ¢:C1 = (M +j-G)
“e(-Q) = M+jeQ-cjQ =M

A.5. HQC pseudocode

In this sub-section the quite new HQC (Hamming Quasi-Cyclic) cryptographic scheme is analyzed
[143]. HQC cannot be “assigned” under Chosen Ciphertext Attack (IND-CCA). The protocol is
built, grounded on the difficulty of a decision version that takes place on syndrome decoding on
structured codes. It makes use of the C [n, k] code that can be decoded and a random double-
circulant [2n, n] which describes an accurate upper bound for the analysis related to the upper
bound.
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Chapter 7: Use of cryptographic
techniques of Hyperelliptic and
Elliptic Curves in order to improve
Privacy in Internet of Vehicles

7.1 Introduction

The Internet of Things, is a network which contains physical devices, vehicles or other elements
which carry sensors or software in order to send their information, data to the Internet. A
subcategory of 10T is the loV (Internet of Vehicles), which enables the cares and the rest road
infrastructure to connect with the Internet and send their information to many accepters. The
V2V communication between the cars and between the cars and the rest machines such as the
infrastructure (V2l) is very demotic nowadays. Via the strong evolution that describes the loT and
its possibilities it maintains to the enhancement of the experience which users face in a daily basis,
the consideration in loV passes off correspondingly. The modern technology guarantees
automation, efficient utilization and convenience in the field of transportation, with the ultimate
importance to be the bail of drivers’ safety and the mitigation of the number of car accidents in
the roads that results in increased percentage of people deaths nowadays. In the same tempo, as
the 5G and 6G technology evolve, they offer very fast internet speeds and can enable a revolution
in the area of loV.

Although there is a rapid evolution which causes new dangers in the privacy of the users, there
are new ways targeting to pervade users’ personal information and take advantage of them. More
specifically in the loV field of communication (V2V/V2l) the security needs to be carefully
monitored, because the intruders, apart from stealing private data, they can also put into danger
the lives of the drivers. So, for that reason, in the current years there is power of establishing safer
communication environment, which has to be adjusted to the constrained environment that the
preconcerted machine provide when communicating. So, the security solutions of that special
environments and in general when relating to loT, it has to be efficient, quick and not promote
the network with useless data traffic.

The whole research analyzed in the current chapter is related to privacy preservation schemes for
VANETSs, via the use of simulation environment in order to output detailed assessment. More
details on loV privacy clues, related research challenges and modern approaches can be found in
[144][145][146][147).

The current chapter evaluates the exploitation of HECC in loT machines in order to amplify the
protection of privacy. The related approach is used and tested in loV areas, where HECC signifies
such a risen security by using small key. Moreover, we analyze speed encryption and decryption
operations. In order to assess the current approach, many experiments took place using ns-3
open-source software, where the results are satisfying, when trying to enhance privacy
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preservation in loV. Many metrics were gathered, so that we could allow a recognition of the
advantages and the drawbacks of HECC towards the protection of loV privacy.

Last but not least, the current Chapter demonstrates a system realized in order to secure
messages exchanged over the wireless network, and more especially, through the use of Xbee
Zigbee modules, using the cryptographic protocols discussed above. The aim was to build, test
and assess a system which makes use of commercial units such as the widely known open-source
Arduino module and few low-cost electronics, for instance a voltage translator and a wireless
Zigbee unit which lets users to exchange messages over the ISM (Industrial Scientific Medical) free
channel.

7.2 Related State of the Art

The current section targets on providing an overall review of the most modern work
focusing on privacy in loV environments. The sub-sections below are organized as follows:
the first subsection discusses on authentications mechanisms in loV, the second sub-
section analyses the secure message exchange in loV, the third subsection demonstrates
secure schemes that share the computational load on the network and the last subsection
analyzes blockchain schemes exploited for privacy preservation in loV.

7.2.1 Presentation of the authentication schemes

Via the uninterrupted evolution of IoT and loV, there were many algorithmic schemes that were
proposed in order to obtain secure and efficient communication in VANET infrastructure. Some
of those schemes are based on authenticating users while finding application on addressing the
process and transmission of messages. However, there are other algorithmic schemes that
enhance the performance of user authentication and distribution of messages in the network. We
start by presenting the authentication related messages.

In [148] the researchers propose the EAAP (Efficient Anonymous Authentication) algorithmic
scheme, which targets on providing effective anonymous authentication for vehicles and RSUs
existing in a VANET network. It makes good use of the bilinear-pairing cryptographic logic and
detects between authentication processes for RSUs and vehicles (nodes). The TA (stands for
Trusted Authority) enables parameters for signature and certificate generation in order to obtain
secure authentication. There is the need for the various vehicles to register with the TA and get a
DID, which stands for “dummy” identifier and can match it to their real ID. When a vehicle gets
into the network, it produces an anonymous certificate, then it signs it and provides it with the
appropriate parameters. On the other side, the RSUs receive their identifiers from the TA, register
in the system and produce anonymous certificates via the use of a temporary secret key. The
described mechanism is made to provide security against attacks towards authentication and
supports location privacy, with the opportunity to detect and prevent attackers from the network.

In [149] the researchers made a dual authentication scheme called PPDAS (Privacy-Preserving
Dual Authentication and Key Agreement Scheme), which realizes encryption schemes based on
the IDs of the vehicles and public key encryption. The scheme brings the concept of reputation in
vehicles, where each vehicle is connected with the TA (Trusted Authority) via the RSU
communication. The vehicles produce pseudonyms that can be decrypted only through RSU and
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TA by using bilinear pairing mechanisms. In order to prevent or avoid replay attacks there is use
of time stamps. The MAC (Message Authentication Code) is realized so that there are no message
tampering attacks. So, the authentication procedure is made from two levels. As a starting point,
vehicles transmit their pseudonyms, public keys and time stamps to the Trusted Authority through
the RSU. Then the TA confirms the time stamp and compares the computed MAC code with the
accepted code. When there is success, the 1% part of validation is finished. The vehicles’ rumor is
then proved, based on specialized confidence matrices and a calculated average confidence level
of the communicating doublet. The second authentication level is connected to the trust level of
the vehicles. After the termination of communication, vehicles assess each other and inform the
trust tables by using TA via the RSU.

In [150] the researchers make use of the co-operative authentication scheme which includes the
communication between vehicles and RSUs for safe message transmission. The mechanism makes
good use of binary key trees for key control and authentication. Vehicles periodically confirm
accepted messages, authenticate themselves, and send their results with close vehicles, which
then attest their results. This procedure enables for the verification of the messages’ legitimacy
within the network, whereas the RSU is in charge of retracting dangerous or non-valid users. The
latter can occur by revealing group key only to users that are valid and inform them about
retracted vehicles through the Revocation List. The current mechanism enhances the ability of
repealing and sharing public keys in a vehicle network, moreover, to detect malicious users. A
disadvantage of these mechanisms is the grown network traffic and time delay which is an effect
of the communication among the vehicles, the RSU, and a Trusted Authority in specific
circumstances.

In[151] the researchers propose a Trust Mechanism in order to Protect Privacy via the use of both
Blockchain and Multi-Party assessment, widely known as TMPP-BMPE. A broadcasting of data is
proposed based on Paillier encryption algorithms and also ECDSA (Elliptic Curve Digital Signature
Algorithm) so that it can provide data protection. They realize both homographic encryption and
ECDSA so that can offer data privacy protection during the transmission period. They propose a
trust logic based on multi-party assessment. The trustiness of Cooperative Partners (CP) is totally
assessed concerning estimation indexes gathered from many entities, thus minimizing the
dangers of interacting with not safe CPs. Finally, a scheme of blockchanin-assisted trust
management is constructed so that they can hurdle malicious tampering with trusted data. As the
authors state, the TMPP-BMPE works well enough in the field of protecting data privacy and
evaluates the reliability of CPs by preventing at the same time, data tampering. Furthermore,
what they propose, offers valuable insights for security and trust in loV environments.

In [152] the authors propose a light scheme for preserving privacy authentication which mitigates
Trusted Authorities (TA) reliance, aiming at achieving privacy protection and authentication
between the many nodes (vehicles) and TA in VANETSs fields by improving the “forgetful” exchange
algorithm. The analysis of the security makes crystal clear that the scheme they propose enhances
privacy and can withstand attacks. Furthermore, the performance simulation and evaluation
demonstrate that their idea uses low computational resources and low communication overhead,
while at the same time ensures low authentication delay and loss in packet rate. The last indicates
a much better total performance against other schemes that are proposed the time of writing the
current PhD thesis (2024).
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7.2.2 Secure message propagation

In [153] the researchers proposed a different architecture for obtaining safe messages in vehicular
Cloud networks. The proposed architecture aiming safe messaging in vehicular cloud networks
targets to improve authentication and message transmission performance in areas with increased
density. The mechanism realizes symmetric and asymmetric encryption for key and message
transmission. If a vehicle is not in the coverage of a RSU, its message request is sent to the RSU
via close vehicles using the AODV (Ad hoc On-Demand Distance Vector) algorithmic scheme.
When a vehicle is registered in a peripheral cloud, it gets a key pair and the public key of the RSU.
Thus, via digital signatures the messages undergo authentication, and are encrypted using non-
symmetric schemes, so that the RSU is able to accept and authenticate private information from
the various nodes (vehicles). The RSU can team multiple messages and transmit them in big
packets to the local Cloud service in order not to face increased network traffic and the problems
it brings. Pseudonyms are used in order to realize anonymity of each vehicle. The latter changes,
when the number of vehicles drops, which is an extension of Mix-Zones. The mechanism provides
security against many kinds of attacks but does not take under consideration the calculation load
on the RSU when the density exceeds certain values.

In 2021 the authors of this research [154] proposed an algorithm known as ALl (Anonymous
Lightweight Inter-vehicle), which targets on providing message authentication as well as
encryption in VANETSs via the used of ECC. It realizes the ECQV, better known as Elliptic Curve Qu
Vanstone algorithm, which uses the rationale of Elliptic Curves to transmit the vehicles’ keys. In
order to exchange symmetric keys, the algorithm exploits ECIES (Elliptic Curve Integrated
Encryption Scheme), that makes use of Diffie-Hellman scheme and what is known as Hash-based
Key Derivation (HKDF). The TA (Trusted Authority) sends the keys to nodes (vehicles) and RSUs
during the registration phase via the ECQV algorithm and then encrypts the messages with ECIES
for quicklier communication. Keys can be used and when they expire, users ask for new keys from
the TA. RSUs via the use of encrypted identities enable the communication between vehicles and
TA. RSUs send symmetric key to nodes (vehicles) in order to enable encryption. In order to achieve
that securely, the symmetric key is produced using the public keys of the TAs. The algorithm needs
a daily renew between vehicles and the TA in order to get this public key and guarantee key
update. It also exploits ECC and offers capable authentication, identity privacy and authentication.
But message authentication takes place by nodes, something that can cause delays as a result of
their constrained computing power.

7.2.3 Secure algorithms that deliver the computational load on the network

In the following research [155] the researchers made effort in order to categorize the vehicle
authentication operation via the use of Cluster Heads. The nodes (vehicles) are teamed based on
criteria as location, speed and computing power and what is more known as Cluster Head (CH) is
chosen inside each team. The TA (Trusted Authority) authenticates the CH and gives to it a GID
(Group ID). Since there is the authentication on the CH, then it has the responsibility for the
authentication of the rest of the nodes inside the area. The vehicles that belong to the cluster
gather the GID from the CH that they have given them and authenticate themselves by exploiting
it. After that, the vehicles exchange a symmetric session Key in order to enable more
communication. Both the authentication and the key exchange use ECC via the ElGamal algorithm.
This type of authentication supports confidentiality, authentication and privacy on ID, and at the

[196]



same time they are durable in MTIM (man-in-the-middle) attacks. It also mitigates the times of
computation. It also enhances both the size and the number of demanded messages.

Researchers in the following work [156] proposed an approach which combines group
authentication with secure message propagation in vehicular cloud networks. The algorithm
makes good use of RSUs in order to verify message authentication and integrity before spread.
Moreover, it can “discuss” leadership roles assigned to nodes (vehicles), by mitigating
computational load on the RSUs. Vehicles which enter the region of the RSUs get a certificate,
validate it and settle communication with the related RSU. RSUs can choose a GL (Group Leader)
in order to achieve authentication and message grouping in order to reach efficiency, same to the
ones presented by the research [155]. Group Leaders often send proof of leadership as well as
their public key and work like RSUs in their area of operation. Nodes authenticate and exchange
symmetric keys with the GL or RSUs. This occurs by using a number of Join or Accept messages
which are encrypted via the use of asymmetric cryptographic algorithms. RSUs guarantee
messages and are responsible for data propagation. The TA keeps a revocation list and keys
renewal, while pseudonyms are also exploited in order to guarantee location privacy as well as
anonymity. The algorithm improves security and efficiency in VANETs via the use of many
cryptographic methods in order to block attacks.

In [157] the authors propose a mechanism for data sharing in private in VANETs through the use
of Federated Learning (FL), using also local differential privacy. As the 1% stage, the various nodes
(vehicles) realize local differential privacy techniques in their data before transmit them to the
RSU. As the 2" stage, there is a necessity to train the parameters of the model at the RSU and
update the various trained weights with the server in charge for training. In order to assess the
performance of the system, the authors evaluate it based on the precision and time needed for
simulation including local and global parameters that were shared. Furthermore, they measure
the performance of every client via the calculation of accuracy measurements that exist in each
iteration. The outcomes of the experiments indicate that their framework manages the following:

i) Guarantees security against inference, attacking inference and gradient leakage.

ii) Presents advanced efficiency in comparison to other competitive solutions.

In [158] the authors propose the ALRS (Anonymous and Linkable Ring Signcryption) scheme,
which represents for anonymous and linkable ring signcryption scheme for Location-Based
Services (LBS) in VANETSs. It provides privacy in data to the service providers and evaluates privacy
in the vehicles of the users. Moreover, it contains linkability, something better known as the
number of times that the same user needs a query. The latter occurs without the need to expose
the ID of the vehicle user. Realization and detailed outputs show that the proposed ALRS scheme
worked better than did other algorithms concerning communication and computation costs by
keeping all the privacy requirements.

7.2.4 Blockchain Mechanisms in loV Privacy Maintenance

In [159] the researchers propose a mix of Blockchain and Crowd so that it can provide Location
Privacy Protection (BCS-LPP) in loV fields. Starting with, they introduce blockchain into BCS-LPP
aiming at preventing the leakage of users’ data from third-party service focus. Secondly, the
scheme offers workers with location privacy level options combined with Geolash encoding. In
order to manage confidentiality in the privacy information of the location related to the workers,
it supports order-preserving encryption. Finally, there is guarantee of the equity of workers’
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involvement in various works, completed through the verification of sensing locations provided
by the workers. The authors make use of actual data and make a comparison between the BCS-
LPP and the existing mechanisms via simulations. As they state, BCS-LPP can provide the quality
of data coming from the sensors, offer safety in terms of workers’ location privacy data and
enhance the fairness of the various users’ engagement in the tasks.

In [160] the authors propose a scheme for offering privacy in vehicular networks through the use
of blockchain. More especially, they produced an anonymous and auditable idea for data sharing
through the use of Zero-Knowledge Proof algorithm (ZKP) so that they could guarantee the
identity privacy of the vehicles. In the same sense, they maintain the data auditability in nodes
for Trusted Authorities (TAs). They made an efficient multi-sharding mechanism that can limit
costs of blockchain communication without the need to penetrate its security. The authors
implemented a prototype of the idea and laboured many experiments and tests in simulators with

it. Through the tests they found that their mechanism “reinforces” system security and data
nm
mZ

privacy, furthermore it mitigates communication time complexity 0( ) in contrast to other

proposed sharding algorithms.

In [161] the researchers propose an idea, which is called dual blockchain based decentralized
architecture for authentication of the nodes, moreover for secure and efficient communication
inside the loV network. As they state the usage of individual blockchains in order to authenticate
and share messages makes the network to become more efficient and faster, while at the same
time helps to reach the security of the network. Both blockchains make use of different
approximations, thus using more security. The security and performance evaluation of the idea
indicates that it can handle attacks with reduced computation cost, extended throughput,
diminished delays in transmission and an extended vehicle verification rate in contrast to other
existing solutions.

7.3 Analysis of the cryptographic protocols used

Inthe current section the four cryptographic algorithms employed, are analysed. More specifically
we analyse the basics of advanced encryption standard (AES), elliptic curve cryptography (ECC),
hyperelliptic curve cryptography genus 2 (HECC-2) and hyperelliptic curve cryptography genus 3
(HECC-3). The current analysis is based on discrete logarithm problem (DLP) that ECC, HECC-2 and
HECC-3 make use of, in order to establish secure communication between 2 parties, making it
impossible for a 3™ party to penetrate the secure channel and eavesdrop the messages
exchanged. We give an initial idea of the mathematics used.

7.3.1 Advanced Encryption Standard (AES) Cryptographic protocol

The AES algorithm was initially proposed by Joan Daemen and Vincent Rijmen. The algorithm was
chosen as the mainstream encryption scheme by the widely known NIST (National Institute of
Standards and Technology) in 2001 [162]. There are many characteristics that make AES algorithm
distinguishable from similar symmetric cryptographic schemes that are presented below:

e The AES algorithm is what is called a block cipher making use of the same key either there
is need for encryption or there is need for decryption.
e The unencrypted text block size is 128 bits, equal to 16 bytes
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e The size of the key can be 128/192/256 bits

e AES contains iterations, better known as rounds, linked to the key sizes. These are the
following: (1) 10 rounds for a 128-bit key size (2) 12 rounds for 192-bit key size and (3) 14
rounds for 256-bit key size.

e AESincludes 4 levels, which are the following: (a) SubByte, (b) ShiftRow, (c) MixColumn,
(d) AddRoundKey. These stages exist with a continuous rationale and are implemented as
rounds on a 4 x 4-byte state array. The plaintext (the text to be encrypted) is inputted in
those rounds.

Below, there is a more careful view of each level:

(a) The SubByte stage demonstrates byte substitution including non-linear “discipline”,
which is implemented on every byte of the state array through an independent rationale.

(b) The ShiftRow stage is made of 4 rows. The starting row is not shifted, whereas the rest of
the three rows are moved in a circular logic over 1 to 3 bytes.

(c) The MixColumns level uses the column-by-column logic in order to operate the state.
Every column is used as a polynomial made of 4 terms in GF (28). Then, it goes through
multiplication with a fixed a(x) modulo x*+1 polynomial.

(d) The AddRoundKey stage operates the levels via the use of one of the sub-keys by
implementing XOR (eXclusive OR) operation. The latter is realized between every byte of
the subkey and each byte of the state.

7.3.2 Elliptic Curve Cryptography

The two famous mathematicians Koblitz and Miller, proposed in 1985, separately a group of
points sourcing from an elliptic curve that was set on a finite field so that it could exploit the
widely known Discrete Logarithm Problem in Cryptography. That happens, because the Elliptic
Curve points cannot use the existence of prime factors which the Number Field Sieve takes
advantage. The most optimized method that solves the Discrete Logarithm in the Group is known
to have square root complexity, which makes the group appropriate for cryptographic schemes
[163].

For using the Curves in order to build the desirable group, we must, firstly set the elements of the
Group and the procedure that will be further used so that we can define the Group. The Curve
described here and the points that set the Group are provided by the following equation:

E:y? = x3 + Ax + B, where: (A, B € K)
Moreover, the curve must be non-singular, something that means that —(4A3 =+ 27B3) must not
exist in the Finite Field /& to have a characteristic varying from 2 and 3. Thus, the elements of the
group would consist of points which are set by the curve. The neutral element points to infinity.
Here, the process of Group is defined. From what can somebody observe from the curve’s form,

each element P = (x,, o), includes a reverse point, which is the second point that line x = x,
intersects the curve, thus P’ = (xo, —y0)-
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Figure 126 Reverse points of the Elliptic Curve [163].

In order to set the computation of Group, there are used 2 points on the curve. Let these points
be P and Q. The line which is passing from the 2 points, intersects in a 3™ point the curve, let it be
the R. Thus, we can set the process P @ @ which gives the R’ point, that represents the reverse
of R, because P, Q and R are collinearly (Figure 126).

104+

104

Figure 127 Rule of the Group for the Elliptic Curve points [163].

The following scalar multiplication is set so that we can use the Discrete Logarithm:
P—[nP=P@OPBP..®Pforntimes

The existence of Discrete Logarithm Problem is obvious. The symbol P stands for the generator
element and n represents the exponent of the generator so that we could build the Cyclic Group
with the deliberate characteristics of the uniform distribution (Figure 127).
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Thus, in the Elliptic Curve cryptographic (ECC) systems, the element n which makes the scalar
multiplication of the generator P can stand for the secret (private) key of the user and the result
of the computation can represent the public key. So, in order for a hacker/attacker/intruder to
gain the private key by analysing the public key, the only case is to solve the Discrete Logarithm
Problem in the Cyclic Group that was aforementioned, something seriously difficult. On the other
hand, the procedure of scalar multiplication is quite easy, because of the many mathematics
techniques which are calculated with efficiency. It is more than important to choose the generator
and the parameters of the curve very carefully, in order for the Cyclic Group to contain a prime
number order, which is a little bit difficult. But, in ECC, there exist efficient techniques in order to
make the parameters safe for the curves and the generator. The order of Cyclic Group is about
D+ 0(\/5), where p stands for the prime number that was selected for defining the Finite Field,
in order to have an estimation of each curve’s security. More specially, due to the fact that the
best-known algorithms are able to solve the Discrete Logarithm have 0(\/5) complexity, where p
has size of n bits, then in order to have 128-bit level security, the p should have n/2 equal to 128,
meaning 256 bits.

The Elliptic Curve Cryptography (ECC) is better known today for being used in cryptocurrencies
and guarantee of security in various systems that contain constrained power and memory, as
happens in embedded systems and in 10T, and also in areas related to digital signatures and digital
certificates. Advanced research has been made in the current scheme and there exists an official
data base which maintains secure improvements in the wanted calculations, with the result to be
used easily in applications where there is no need to know how the scheme operates from a
mathematical point of view. ECC can support small key sizes security, in relation to the large key
sizes of the RSA.

The very careful selection of the needed parameters can guide to security gaps in the mechanism
that will be selected for an application, if the developer who have chosen this, has no in-depth
knowledge of the mathematics behind this protocol, and makes wrong estimations to that
estimation. Furthermore, the DLP (Discrete Logarithm Problem) cannot defense Quantum
Computers’ attack. The consequence of using ECC is that it will face security problems in the
future, because of the Quantum Computing attacks.

7.3.3 Hyperelliptic Curve Cryptography for genus > 2

After 5 years of the Elliptic Curve Cryptography proposition, Koblitz proposed that Jacobian Curves
could be used so that we could produce an appropriate Group. Elliptic Curves consist a sub-set of
the Hyperelliptic Curves. To give an idea, Elliptic Curves are Hyperelliptic Curves for genus =1, and
in general when genus = 2, call them Hyperelliptic Curves.

In order to tail after the corresponding procedure of the defining of a cyclic Group which is based
on Hyperelliptic Curve with g = 2, where g, stands for genus, it does not need to take it as process
of the group, the procedure that was referred aforementioned, because this time every line
intersects the curve in 2 - g + 1 points [163].
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Figure 128 This is an example a g = 2 Hyperelliptic Curve, with y? = f(x)[163].

With the below equation we can denote a Hyperelliptic Curve genus g:

C:y2+ h(x)y = f(x),h, f € K[x],deg(f) = 2g + 1,deg(h) < g, f singular

As it was described in the previous paragraphs, the curve must be what is called in mathematics
non-singular, which is secured with the condition that none of the points is zeroing the partial
derivatives. So, in order to format a Cyclic Group, the scheme that was proposed is to adjust a set
of points where the summation tails after a function. For instance, when there is a curve like this
in Figure 128, which someone can observe that it depicts a curve of genus 2, the points depicted
and more specifically Ry = (xgq, —¥r1) and —R; = (X1, Yr1), inthe curve x = xp;, we can make
the assumption that R; @(—R;) = 0. Continuing with the rest points P;, P,, Q1,Q,, —R1,—R,
resultin a cubic function, so the end output is zero. So, as an element we can assume the elements
that are the outcome of the sum of two elements (in general 2 points) and the computation
between 2 points (g in general) elements gives as an outcome the result of the two points where
there exists a cubic function y = s(x), or in general g + 1 order, which intersects the Hyperelliptic
Curve.

The aforementioned class is named Order of the Divisor Class Pic? of the Curve. So, in order to
set the Class with the correct way, we contain again the point to infinity, that in reality is supposed
to intersect in infinity each parallel line with y-axis. The class of the Divisor accepts many shapes,
but, the one responsible for setting the Class and for producing the arithmetic is the Mumford
representation. Thus, the components of the Class result in two polynomials u(x) and v(x) which
obey in the following three characteristics:

e theu hasto besingular

o deg(v) < deg(u) < g (genus)
e the u must divide accurately the polynomial v2 + vh — f
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As a result, the polynomial u(x) can be described by the following equation:

u) = [ |-

where the x; denotes the coordinate of the points that are selected in order to form the element.
More specially for the P; points that are engaged, known also as the support points, there has to
apply that P; # P, , P; # —P;, for each i # j. The latter form is implemented in the Class of
Reduced Devisors, only when r < g. The interesting part is the fact that we set the Class that
shapes the Cyclic Group. Moreover, it is very considerable to set effective algorithms for the
computation for the aforementioned Class. Many algorithms were made and optimized for the
execution of this computation, but, as it can be observed, it is not easy to calculate in relation to
the one which was set for Elliptic Curves. What makes the Hyperelliptic Curves suitable for
cryptographic protocols, and Cryptography is that when we need to aim at a specific security level,
the Finite field and the equivalent needed arithmetic, both of them must be in smaller numbers.

The latter occurs because the components of the Class consist of the g points but not from one
point. So, the Class holds p¥ size, in cases when p is quite large. So, guided by the calculation of
the security level that was analysed in the Elliptic Curves part, a Hyperelliptic Curve with genus 2
can hit a 128-bit security level with a Finite Field of size 128-bit, while Hyperelliptic Curve g = 3
can hit similar security level with 86-bit. As it is obvious, while the genus enlarges, the Finite Fields
size becomes smaller, as a result the keys that are going to be used, they get smaller and reach
the same security level. The drawback is the existence of Index Calculus attack, which may be
impossible to be implemented in Elliptic Curves, but it is able to solve the DLP in a meaningful
time, in cases where the genus becomes larger. This is why g = 4 is not used in that type of
cryptographic mechanisms [164].

Because HECC is not as dominant as happens with ECC, there are no many databases that they
could set the various parameters that Curves need so that they could be selected. This is why,
HECC is not used widely in Industry, because it is still an area of research. The algorithms suitable
for computing the Class level, which is the outcome of the Reduced Divisor class, are not so
effective something that is too difficult for the computation of HECC security.

One of the positive characteristics of small key size is that it makes it suitable for systems which
contain limited resources, as it occurs with embedded devices and the widely known VANETs
(Vehicular Ad-hoc Networks). The latter is one of the reasons of the intense research the current
years around HECC.

7.4 Which was the followed solution

As it was presented in the related section about state of the art, the security scheme that was
proposed by the researchers in [165] introduced the Group Leader cluster. The latter was used in
the below approach so that it could simulate secure message scenarios on VANETs, something
that was extended it order to realize ECC and HECC cryptographic schemes and various techniques
for evaluating performance. The needed tools and software are analyzed, whereas the
implementation of the network and the cryptographic algorithms are explained in the next
paragraph.
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7.4.1 Software used

Some widely known software packages were used in order to build the simulation environment
for the estimation of the cryptographic schemes on VANETs. Network Simulator 3 (ns-3)%, which
is an open-source package, was used in order to simulate a sample VANET, moreover to manage
the network protocols on the lower OSI levels. ns-3 supports a realization of the WAVE scheme
stack, better known as WIFI 802.11p IEEE standard and the IEEE 1609. Moreover, it supports the
routing algorithm which targets VANET and AODV use in order to evaluate the energy
consumption on various network modules running in the simulation. In addition, in order to
generate a more realistic traffic in the simulation, SUMO package was used so that there is
simulation and analysis of road traffic. SUMO tool can cooperate efficiently with ns-3, via the use
of XML files, which can be added to the ns-3 tool and generate realistic VANET scenarios. PyViz
was used in order to have a visualization of the simulation. Again ns-3 tool cooperate with PyViz
in order to provide a visualization of the VANET model.

7.4.2 Realization of the cryptographic algorithms

The section discusses and analyzes the design of the proposed approach, with an in-depth
presentation of the cryptographic protocols used. Scheme [165] realizes many cryptographic
schemes in order to ensure security in VANET communication nodes (vehicles). In the simulation
that took place, we do not give emphasis on exchange of pseudonyms and key update or key
revocation. We emphasized on the procedure of selecting and updating the Group Leader in the
network and finally, the process of a node sending information to the RSU or GL about important
events in the region. For this reason, symmetric algorithmic scheme is realized via the use of AES
cryptographic scheme, whereas asymmetric encryption is realized via the use of ECC, HECC genus
2 and HECC genus 3. The latter was helped using also ElGamal scheme®*. EIGamal demands the
messages to be a cryptographic Group element, and more specifically a reduced divisor. For this
reason, a solution of mapping (matching) text to a reduced divisor is also important to be realized.
Moreover, ECDSA signatures and HEC ELGamal signatures take place. HECQV and ECQV (Hyper-
Elliptic Qu Vanstone) certificates are in charge for key generation and distribution. Since there is
no open-source library for Hyperelliptic Curves Cryptography specialized for genus 3 in C++
programming language, we built one for the current research.

As discussed above, the parts of the scheme [165] are based only on symmetric encryption, such
as AES, in order to use the methods supported by C++ library, Crypto++. AES chosen to realize in
the CBC mode, 16 bytes bits key and 128 bits block sizes. An initialization vector takes place and
is sent with the symmetric key. To correctly send the keys and IVs to the network as strings, we
used the following schemes: HexEncoder and HexDecoder libraries. Text which is encrypted is
always a multiple of 16 bytes, because PKCS padding is used to manage input blocks.

Crypto++ supports more an APl for executing ECC cryptographic schemes, such as scalar
multiplication, point addition and realized techniques for signing and verifying messages via the

63 https://www.nsnam.org/about/what-is-ns-3/

64 https://en.wikipedia.org/wiki/EIGamal_encryption
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use of ECDSA (Elliptic Curve Digital Signature Algorithm) signatures. Curve secp256r®® and its
parameters, such as base element or generator element, is supported by Crypto++, which is
selected for the current simulation due to the fact that it generates 256-bit keys, so 128-bit
security level. In order to realize ElIGamal encryption/decryption, Scalar Multiply was used, for
instance: Add and Subtract techniques of the used Crypto++ in order to generate the cipher text
as a tuple (a, b), where:

a=k-G

b=k-P+M
where:
k: stands for a random integer of Group order (256 bits)
G: represents the generator element
P: represents the public key
M: is the encoded text via the use of Elliptic Curves

The plain text is received by the following formula:
M=b—x-a

where:
x: is the private key

In order to encode (not encrypt!) text as an Elliptic Curve point, the Koblitz scheme is realized
[166]. Modular arithmetic is implemented via the use of NTL library®®. Having got the plain text as
an integer x, which is less than the Group Order, the computed Elliptic Curve Point: (x1,y;) is:

Xy =x-k+i

where:
k = 1000 and
1<i<999

The x;is computed by the previous formula until there is a quadratic residue®’, for instance:

y? = x; modn

can give a solution. ECDSA signatures are produced via the use of Signer class of Crypto++ and
verification is implemented via the Verifier class of Crypto++. The points are compressed in order
to send only the x coordinate with one more byte so that there is a construction of y coordinate

accordingly.

65 https://neuromancer.sk/std/seca/secp256rl

66 https://libntl.org
67 https://en.wikipedia.org/wiki/Quadratic_residue
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Key-pair production, distribution and verification are up to the ECQV certificate algorithm [167]
for ECC, HECC genus 2 and HECC genus 3. The algorithm is fitted to the needs for HECC. ECQV
contains 5 steps:

e ECQV_Setup

e Cert_Request

e Cert_Generate

e Cert_PK_Extraction

e Cert_Reception

In ECQV_Setup, the simulated nodes, which responses as the CA (Certificate Authority) produces
a key-pair d¢a, Qca- The public key Q.4 should be known in each vehicle that takes part in the
RSU. The Cert_Request step is when a node asks for a valid certificate from the CA. The latter
produces a key-pair ky;, Ry; and forwards the public key Ry to the CA accompanied with its ID.
The Cert_Generate step, is when the CA receives the R, from the vehicle (node), and the former
generates a new key-pair k, k - G. After that it calculates the

PU = RU + k : G
and produces the certificate that includes Py. CA also computes the

r=-e-k+ dcy(modn)
where:
e = Hash,(Cert)
n = Group Order

As the last part of the current step, CA sends the certificate and the parameter r to the node.
When the Cert_PK_Extraction steps takes place, any vehicle that desires to extract the public key
from the certificate computes the following equation:

Qu=-e Py +0Qca

The vehicle that asked for the certificate, during Cert_Reception part, it calculates its public as
was described before. Moreover, it calculates its private key:

dy =7r+e-ky (modn)

where:
e = Hash, (Cert)

It then confirms if the following equation has effect:
Qu=dy-G

As far as ECC is concerned, these operations take place via the Crypto++ API for ECC calculations,
with scalar addition and multiplication. In the Hashing part the SHA3-256 class of Crypto++ library
is exploited. In addition, when having to do about modular arithmetic the related class, meaning
the ModularArithmetic class is used. This class is initialized on n, the Group Order.
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The famous libg2hec® library was used in order to realize cryptographic operations of HECC genus
2. This C++ library is optimized for providing methods for producing and implementing operations
on reduced divisors of HECC genus 2, capable for cryptographic computations. The techniques
followed in the following sections were collected from [168]. The library is based on NTL C++
library optimized for mathematics’ number theory. ELGamal and HECQV certificates were
exploited for encryption and decryption operations. ECC used the previous same operations, but
in this case the Group Elements were reduced divisors in Mumford scheme. ElGamal signature
part was used for signing and verifying messages. There are same computations as ECDSA, but
the techniques were realized from “ground”. The generated signature is the tuple:

(a,b)
where:
a=k-g
and
m—x-f(a
b= Tf()(mod N)
where:

m: is the reduced divisor text (message)

x: stands for the private key

k: is a random number in the range [1, N)

N: is the Group Order

g: is the reduced divisor generator element

f: stands for the bijection of a diminished divisor in Mumford representation matched to an
integer [1, N)

The following bijection was used:

f@) = @ +u3)(modN)
where:
U4, U, represent the parameters of the u reduced divisor polynomial in Mumford analysis.

The “difficult part” in HECC is to select secure Hyperelliptic Curve parameters for the
cryptographic operations, because a database for curves and parameters does not exist, as it
occurs in the ECC domain. Also, there are no generalized methods for encoding and decoding,
which are needed for ElGamal encryption and signatures, as far as the Jacobian of the curves are
concerned. For this reason, only algorithms for specialized Hyper Elliptic Curves have been built.
Concerning ElGamal signatures the Group Order must be known and must be prime or “near”
prime. The cofactor must be known also. For this reason, the signatures of concerning HECC genus
2 a curve was selected from source [169]. To be more analytic the following should exist:

y? = f(x) in F, withp = 5- 1024 + 8503491
with

68 https://github.com/syncom/libg2hec/tree/master
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f(x) = x5 + 2682810822839355644900736x3 + 226591355295993102902116x2
+ 2547674715952929717899918x + 4797309959708489673059350

is selected. This generates the following Group of Order:
N = 2499999999999413043860099940220946396619751607569

where:
N: is a prime number of 128-bits size.

The last equation, basically means that the curve’s security level is at 128-bit level and can be
contrasted with secp256-rl curve that is selected for ECC computations. In order to handle the
issue of encoding text to the Jacobian of the curve, a method proposed by researchers in [170].
More specifically the idea was to encoding integers as points to a specific family of Hyper Elliptic
Curve of random genus. The authors, provide code in Sage so that there can be an execution of
encoding techniques, that was modifies to C++ code via the use of NTL library. There is need to
use a different curve, and to be produced by their algorithm for a known Finite Field of a specific
p.Butp = 3mod 4 and p = 7 mod 8. A solution is to use the following characteristic of the Field

p = 340282366920938463463374607431768211223

which represents a 128-bit number and can generate a Group of Order close to 256-bits. Next,
the curve is generated based on the following algorithm [170] and finds implementation to all
cryptographic operations, apart from signatures made by EIGamal. But, the specific Order of the
curve is not known. Based on [170], text is linked to a point in Hyperelliptic Curve and after that 2
points are connected and a diminished divisor is generated. More specifically, the u and v
polynomials are computed using the following equations:

u(x) = (x —x1) - (x = x2)

vx)=c-x+d

where:
Y1— Y2
Cc =
X1 — X2
d=y,—c x

A more realistic scheme is to use divisor compression methods, thus the v polynomial can be built
from the u polynomial in Mumford realization. Based on [168] and with the knowledge that
u | v? — f, a compression method is used and the divisors are sent using only 256 bits for both
U4, U, parameters and one more byte is used for remaking information in v polynomial.

A new library for HECC genus 3 was built to satisfy the needs of the simulation. We were based
totally on libg2hec® library, that was referred to a previous section plus the following research
[168]. As someone can understand, the curve and divisor classes were changed in order to satisfy

69htt[:)s://github.com/svncom/linghec/tree/master
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the needed conditions for genus 3 curves and divisors. As far as the Group operations are
concerned, the following techniques for scalar multiplication were exploited: SAM (Square and
Multiply), NAF (Non-adjacent Form) and ML (Montgomery Ladder). They were used as were
realized in libg2hec because they are genus “agnostic”. Cantor’s algorithm can be used without
any changes for divisor addition and divisor doubling, because although the algorithm is really
slow, it is genus “agnostic”.

The following 2 algorithms were used for genus 3 divisor addition and divisor doubling [168]:

Algorithm 1: Cantor’s algorithm
Input: Two divisor classes D; = [uy,u;] and D, = [u,, u,] on the curve C: y% + h(x)y = f(x).
Output: The unique reduced divisor D such that D = D;@®D,.

.dy < ged (ug,uyp) [dq = equy + epuy]
.d < ged(dy, vy +vy+h) [d =c;dq + c;(vy + v, + h)]
.S < (181,57 < Cr1ey and 53 « ¢,

uz;zlz and v « slu1u2+52u21;1+s3(v1v2+f)
. repeat

—vh-v?

U« mod u

and v’ « (=h —v)mod u’
u<uandv « v’

.untildegu < g

. make u monic

10. return [u, v]

©CON O U1 A WN R

Algorithm 2: Addition on curves of genus 3 in the general case

Input: Two divisor classes [uy, ;] and [uy, V5] with 1; = x3 4+ ujx? + Ujppx + ujy x = upx? +
Vi1 X + Ujo

Output: The divisor class [u”,v"'] = [uq, v11®[uy, v,] withu” = x3 + uyx? + ufx + uy,v" =
vy x? + v'x + vf

1. Compute resultant r = Res(uq, u,) (Bezout)

t1 < UppUpq, by < Ugqlpp, b3 & Ugqlpg, Ty < Ugollpg @Nd ts < Ugplyg

te ¢ Ugolpp, ty < (Uzg — Usg)?, tg « (Upq — Ugp)?and tg « (Upp — Ugp)(t3 — t)
tio « (Uzz — Us2)(ts — t) and ty1 < (Uzg — Ugq1) (Uzp — Ugo)

T« (Upg — U + g — t3)(E7 — tg) + (t5 — te)(t19 — 2t11) + ts(t3 — ty)

If r < 0 perform Algorithm 1

. . Tr
2. Compute almost inverse inv = - mod u,
1

inv, « (t; —t, —Ugg + Uzg) (Upy — Uqp) — tg and invy « NV, U, — tyg + tq
vy « inVyUy; — Upp (b — t11) + g — £

3.Compute s’ = rs = (v, — vy)inv (mod u,) (Karatsuba)
t12 < (invy + invy) (Va2 — Vi + Va1 — Vip) and ty3 « (V1 — vqq)invg
t1a < (inVg + invy) (V22 — V12 + Voo — V10) @and tys « (V59 — V1) invy
tie < (invg + invy) (V21 — V11 + Vo — V1o) and ty;7 « (Vo3 — V12)inw,
To < 15,11 < tig —tiz —tisand 1y « tyg +tyy — tys — tyy
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T3 &ty —ty3 —ty7, 7y < tyz and tyg « Uty — 13
t1s < Upotig, t1s < UpqTy and So < 1y + t15
! ! !
s;p e 1) — (U +upe) (g —tig) + tig —tis
! !
Sy < Ty — t1e T Upatyg
If s3 = 0 realize Algorithm 1

!
S .
4.Compute s = - and make s monic

wy < (rsy)™Y, wy « rwy, Wy « wyS2,w, « rw, and ws « w2
So < Wysh and s; « w,s;

5. Compute z = suy
Zy < SoUyg,Z1 < SiUzg + SoUqq and z; « SpUqp + SqUgp + Ugg
Z3 < SqUqp + Sg+ujpand z, < uqp + 5

h 2
s(z+wa(h+2v1))-ws <w>]

uq

6.Compute u’ =
uz

U Z4 + 51 — Uyy and Uy « —UyoUs — Upq + Z3 + Sg + Wehs + 512,
Uy« Wa(hp2015 + 51h3)+8123 + SgZy + Zp — Ws — Upplly — Up Uz — Uy
uy « wu(sphy + hy + 2v11 + 251015 + Sohs) + 5125 + 21 + Soz3 + ws(Uqp — fo) — UxpU]
_ ! _ !
Uz1U71 — UppU3

7.Compute v' = —(w3z + h + v;)mod u’

t1 < us — z, and vy « —ws(upty + z9) — hg — vy
vy < —ws(uity —ug+21) —hy —vyy

vy « —wa(Uzty —uy +23) —hy — vy,

v3 < —ws(uzty —u; +23) — hs

_ fv'h—"?
=—

8.Reduce u’, in example: u'’

1 ! 12 I
uy < fo —uz —uz —uzhs
Uy < uy —uyuz + fs — 2v,v3 — v3hy — vk

uy < —uy —uyuy —ujus + fo — 2vivy — vy2 — vihy — vihy — vihg

9.Compute v'' = —(v' + h)mod u;

vy < —vy + (V3 + ha)uy —hy

v« - + (3 + hadu — hy

v —vh+ 0l + haYuf — hg

10.Return [u"', v"']

Algorithm 3: Doubling the curves of genus 3 in the generalized method

Input: A divisor class [u, v]with u = x3 + ux? + uyx + ug and v = v,x% + v1x + v,.

Output: The divisor class [u",v"'] = [2][u, V]

1.Compute resultant 7 = Res(u, h) where h = h + 2v (Bezout)
tl — uZﬁl,tz — ulflz, t3 — ulﬁo, t4 — uOFll, t5 — uZEO and t6 — uOflz
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t; « (ho — h3ug)?, tg « (hy — hzuy)?and tg «(hy — hauy)(ts — ty)

1o ‘—~(h2 — hauy)(ts — te) and ty1 < (hy — hguq)(ho — hauy)

T (ho — hgug +t; — tz)(t7 —to) + (ts — te)(t10 — 2t11) + tg(ts — ty)
If r = 0 use Cantor’s Algorithm Algorithm 1

. - r
2.Compute almost inverse inv = mmod u

inv, « —(t; — t, — haug + ho)(hy — hauy) + tg
NV, < invu, + 19 — t1q
invy < invuy + uy(tyg —t11) —tog + ty

f—-hv—v?

3.Compute z = u_v mod u

2 1 ’ ’ 2
ti < U3, 23 « fo — Uy, ty3 <« Z3Ug and 25 « fg — haVp — Uy — Uy fe + U3
! !
zy < fa — hovy — h3vy — typ — U — t13 — 23Uy
Zy & fs — h3172 - Zul + uz(uz — 2Zé) and Zp < Z{ - t13 + UUqy — Ug
Zg < f3 — hovy — hyvy — 20,01 — havg + ug(uy — 223) — 23Uy — Zj U,

4.Compute s’ = (z inv)mod u (Karatsuba)

t1, « (invy + invy)(z1 + z3) and t 3 < z;inv,

t14 < (invg + inv,) (2o + z3) and ty5 « zyinv,

t1 < (invg + inv,) (29 + z1) and ty; « zzinv,

Zg < U5, 1] < tig — tig — Gsand 1y <tz + bty — G5 — b1y

T3ty —ti3 — b7, 7y < tyyand tig < UpTy — 73

t1s < Uotig t1e < U1Ty, S < 1o + tys and sy < 11 — (ug + u) (g — tyg) + tig — tys
53 € 15— e + Uptyg

If s, = 0 use Algorithm 1

!
s .
5.Compute s = = and make s monic

| =

wy < (rs3)71, wy « wir,wy « wy(s5)?, and w, < w,T note that w, =

N~

S
Ws « W2,5) « W,Spand s; « w,s]

6. Compute G = su
Jo < SoUgp, g1 < S1Ug + SoUq and g, < SoU, + S1Uq + U
g3 < SiUy +Sg +uqand gy < uy + 54

7.Compute 1’ = u~2[(G + w,v)? + wohG + ws(hv — |f)]

uf « 251, uy « ¥+ 259 + wyhs

uy < 25081 + w,(2v, + hysy + hy — hauy) — we

uy < wy(2vg + hy + h3sy — hguy + 2v,8; + uy(uyhy — 2v, — hy — s hz) + hysp)
Uy < up + ws(—f + 2up)+s§

8.Computev' = —(Gw3 + h+ v)mod u’

t1 < U3 — Ga

v3 « —(tyug —uy + gs)ws — hgand vy « —(tu; —ug + go)ws —hy — v,
v1 < (tiug —ug + g1)ws — hy — vy and vy « —(tyuy + go)ws — hg — v
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(f-v'h—v'2)

!

9.Reduce u’, for instance: u’’ = -

uy < fo —uz — vy — v3hs

uy « —u; —uyuz + fs — 2v5v3 — v3hy — vyh

uy < —uy —uyuy —ujus + fo — 2vjvs — vy? — vihy — vihy — vihg
10.Compute v, = —(v' + h) mod u,

vy « —vy + (v3 + hy)uy — h,

v « —v; + (v3 + hy)u — hy

vy < —vo + (v3 + h3)ug — ho

11.return
[ull v”]

Concerning the cryptographic schemes, the similar techniques as occurred in HECC genus 2 were
realized. What distinguishes them are the selected curves, the encoding and decoding as well as
the bijection techniques, that were adjusted in genus 3 divisors. By excluding signatures, a Finite
Field, such as the following prime was exploited:

p = 77371252455336267181195223

One more time, the following equation exist:

p =3 mod 4
and

p =7mod 8
where p equals 86-bit integer, that generates a Group Order of about 256-bits. The latter Field is
used by the algorithm presented in [170]. So, that it can produce a curve capable of exploited by
the cryptographic schemes. As far as the signatures are concerned, the following was selected
[171]:
y? =x7 + x> + 6218231719898953 - x3 + 8683773159487505

The Group Order is

where:
q: stands for 168-bits prime number
The bijection f which is used for EIGamal signatures, in the current case is changed to:
f@) =u? +u? +u3 (mod N)
For the Jacobian encodings, based on [170], the latter is used in order to link text to HEC points.

Furthermore, three points are teamed together in order to generate a valid diminished genus 3
divisor.
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7.5 Realization of the proposed solution

The current section makes an in-depth analysis of the implementation of the cryptographic
algorithms used in the experiments that took place, such as AES, ECC, HECC-2 and HECC-3,
including the most important aspects by offering specifically selected C++ screenshots.
Furthermore, details are provided regarding the implementation of the communication between
the VANETs and the RSU, the simulation of the road traffic and for the energy usage of the realized
scheme. All the code used throughout the various experiments including the linked metrics and
the ns-3 files have been available for free for research reasons on the following github
repository’®.

7.5.1 Cryptographic methods

The AES algorithm was exploited in all the test in the simulator so as to cover the need of
symmetric encryption in the safe scheme’. It is linked with one of the other 3 cryptographic
protocols depicted before, such as ECC, HECC-2, HECC-3. In order to provide support to the
encryption, the generation of the keys and the IV vectors there was usage of the Crypto++ library.
The Crypto++ is realized in C++ programming language and offers the below characteristics:

e QOperation method: Cipher Block Chaining (CBC), for providing better security

e Key size: 16 bytes (128 bits) for offering speed in the operations

e 128-bits block size

In [172] the algorithms 1 and 3, the RSU or the GL have to generate a symmetric key and transmit
it to the node which is about to join the region. With the key, the IV is also transmitted. The
generation technique of the aforementioned is realized in C++ as demonstrated in Figure 129.

Figure 129 Generation technique linked to AES algorithm

As a first stage, 2-byte blocks containing bytes are produced through the use of the random
number generation library (AutoSeededRandomPool). Then the key and the IV vector are

0 https://github.com/PanosDgs/Secure_ VANET HECC/tree/master

1 https:/len.wikipedia.org/wiki/Wi-Fi
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remodelled into strings via the use of HexEncoder of Crypto++ library. The latter library remodels
the byte blocks to strings.

After that the operation of encryption/decryption of an AES message is as demonstrated’? in
Figure 130 and Figure 131.

.Put (in,
encfilter.Me g 5
encfilter.Get (out, sizet+l6-s5ize%l6):;

Figure 130 Encryption of an AES message.

The function is fed with 2 buffers made out of bytes, an out buffer and an input buffer, the buffer
size, the key and the IV in string format. Since the key and the IV remodelling is implemented
again in bytes, as a consequence the encryption method as CBC AES is given as input to the
encryption in a StreamTransfrmationFilter. The output size can be even bigger in cases when the
input size is not a multiple of 16 bytes, because it is used the PKCS Padding technique so that it
can transform the input size as an integer multiple of the block size.

In the decryption period, the opposite approach is followed. The remodelling of the key and the
IV in Bytes are the same, as it is crystal clear from Figure 130.

BC Mode< >>: :Decryption
d.SetKeyWithIV (key, 16,

cr decfilter(d,
\G) ;

decfilter.Put (in, size):

decfilter.MessageEnd() ;

decfilter.Get (out, size):
Figure 131 Decryption of an AES message.

The parameters of decrypt_message_AES are similar as before: however, the output is the
decrypted message this time. When an error occurs in the decryption because of wrong key or 1V,
the method decfilter.Put throws an Exception which is collected by a try...catch command and
then is printed.

For the realization of ECC, the Crypto++ library was used one more time, which offers as ready
many cryptographic functions. But the ElIGamal is not inside, so it was realized via the Crypto++'s
API. Furthermore, the Koblitz technique and the message Encodings in the Curve were produced.
Another realization was linked to the ECQV algorithm, because it was needed in the certificates,
where also ECDSA was used. The curve which was selected is one of the most well-known, secure

& https://www.cryptopp.com/wiki/Advanced Encryption Standard
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and fast curves, such as the famous secp256r173, which makes keys of 256 bits size, so 128 bits
security level.

The realization of HECC-2 was based on this software’ and distend this to make it capable for ns-
3 and loV fields. However, at the time of writing the current section (2024), no HECC-3 library
existed. For this reason, via the use of the libg2hec’® library as the main reference and by following
the algorithms that were presented before in the book, classes, divisors and techniques of Curve
genus 3 were implemented with C/C++ programming language. The related realization of HECC-3
for the various tests that have taken place on the simulator is available in the following github
repository’®. For instance, the g3hcurve::update method that was implemented for the validity
check of the Curve is presented in Figure 132 as seen below:

if( deg(fpoly) == 7 && deg(hpoly) <= 3)

is genus 3 = TI ;

is genus 3 =
Figure 132 Validation of the HECC genus 3 Curve.

The code snippet demonstrated in Figure 132 targets on checking whether the polynomial fis up
to order (2 - g + 1) and if the polynomial h is about order 3 (= g). The proof that the Curve must
be non-singular stays the same as libg2hec via the use of NTL library. The random Curve
production is accomplished with the same way as it happens with libg2hec, by just altering the
order from 5 to 7 for f polynomial and from 2 to 4 for h polynomial of the Curve.

After that the divisor’s curve genus 3 class is realized. The following code, depicted in Figure 133
checks about valid divisor.

OK = OK && IsOne( LeadCoeff (upoly) ):

OK && ( deg(upoly) <= genus ) && ( deg(vpoly) < deg(upoly) ):

&& IsZero(( vpoly* (vpoly + curve g3.get h())

- curve g3.get f() ) % upoly )
Figure 133 Realization of divisor’s Curve genus 3.

The most crucial part of the implementation is the divisor arithmetic. The techniques for scalar
multiplication are irrelevant to the Curve’s genus, that’s why some rules have to be updated from
libg2hec library. The techniques which are offered are the known as SAM, the NAF and the ML.
The algorithms which have to be implemented are the “addition” and “doubling” divisors. By using
addition through Cantor’s algorithm, referring to algorithm 14 from the following work [173] is
“genus-free” and can include the arithmetic in genus 3 curves. The disadvantage is that it is very

[ https://neuromancer.sk/std/secg/secp256rl
4 https://github.com/syncom/libg2hec

8 https://github.com/syncom/libg2hec/tree/master
76 https://github.com/PanosDgs/Secure VANET HECC/tree/master
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slow, and for this reason the 14.52 and 14.53 of the same work [173] were used, which are the
most optimized with less and more “light” calculations. The implementation, only shows the
residual arithmetic calculations of the two previously discussed algorithms in C++ programming
language.

7.5.2 Road traffic simulation

SUMO software was used in order to realize road traffic and transform an area existed in reality,
to an XML file for network implementation and route planning. The SUMO tool produced random
routes for the various nodes, generated 400-second traffic simulation and distributed a vehicle
for each 0.5 seconds. The latter built an XML (Extensible Markup Language) file, that was then
transformed into a .tcl format capable to be exploited by both ns-2 and ns-3 simulators via the
SUMO trace exporter. The number of nodes (vehicles) in ns-3 simulation was fixed into 63
vehicles, plus the extra RSU nodes fixed manually. Specific start and exit times were adjusted for
the vehicles’ simulation when entering or exiting an entry point. Moreover, we setup WAVE
(Wireless Access in Vehicular Environments), devices on each vehicle via the use of suitable ns-3
classes, using power modifications realized for each transmitted packet.

7.5.2 VANET communication realization

The following packages were used in order to realize the communication between the nodes and

the RSUs: Crypto++, libg2hec, NTL and g3hec. Communication was managed via the packet layer

of WAVE protocol, retrieving metrics with no more delay by operating on higher OSI (Open

Systems Interconnection) layers, such as network and application. We setup callback functions in

order to use packets coming to vehicles and handle them according to different status they

enclosed, such as: Join, Accept, Extract_Symmetric, Receive GL Proof, Receive Vehicle Information

concerning source in [165]. Responses were organized to be sent randomly in a range of 0 to 3

seconds, so that we could better exploit the total bandwidth of the mean and also mitigate as

better it can the collisions. The status of all the nodes, keys, CA data and public key of the nodes

who insert in area with the corresponding certificates in a specific area are stored by the RSU. The

latter also keeps the total number of nodes which have joined, the GL identifier, the exchanged

symmetric keys between the nodes and various data related to ECC and HECC that were used in

the encryption part. As far as the vehicles are concerned, they store the following information:
1. Their keys

CA

RSU public keys

GL public keys

Certificates

Status of communication

Symmetric keys

IV vectors

Parameters related to curve

Lo NoOU Bk WwWN

The communication begins with the RSU broadcasting its certificate with period equals to 2
seconds. All the nodes (vehicles) start in RECEIVE_CERT state. When the RSU certificate is
gathered, vehicles verify it, accept the RSU public key, store the key and transmit back a Join
packet to the RSU, altering to RECEIVE_ACCEPT_KEY state. RSU computes the response, changing
the state of the node initially to RECEIVE_ACCEPT_KEY, then ON_SYMMETRIC_ENC after
transmitting the ACCEPT answer. The density of the vehicles increases after 120 seconds, guiding
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to congestion. RSU randomly chooses a GL (Group Leader), sends GL Proof of Leadership, the GL
goes to GROUP_LEADER_INFORM state after that to IS_GROUP_LEADER. At this point it is very
critical to note that ECC and HECC do not permit encryption of the Proof of Leadership message,
and as a result the RSU offers to the GL its own certificate, signed by the PK of the RSU. GL conveys
decrypted message to the network every 2 seconds. Old and new vehicles watch Join and Accept
operation with the GL (via RECEIVE_ACCEPT_GL and ON_SYMM_GL states). As a final step,
vehicles transmit an INFORM message randomly when they receive a symmetric key. GL gets
Inform messages and transmits them to the RSU.

7.5.3 How the energy model was realized

NS-3 supports techniques for estimating the energy consumption on nodes in regard of the energy
that a real network protocol, such a WAVE would consume when the node communicates with
the network. More specifically the NS-3 WIFI Radio Energy Model of NS-3 was exploited in order
to estimate the battery’s capacity reduction after one or more of the following WIFI states: 1) Idle,
2) CcaBusy, 3) Tx, 4) Rx, 5) ChannelSwitch, 6) Sleep, 7) Off. Each WAVE network was initialized
with 1000 Joules. Then each energy consumption was subtracted from the energy level. After
every significant step of communication that was referred in previous paragraph, the energy that
remains is subtracted from the initial energy level that was stored before the communication has
taken place, thus the energy consumption is measured (calculated).

7.6 Assessment of the experiments

The current chapter delegates the results that came out from the various experiments that took
place via the following three asymmetric cryptographic protocols that were analyzed in a previous
section (7.4), ECC, HECC (genus 2), HECC (genus 3).

The simulation contained 63 vehicles and 1 RSU, covering the entire area. The various messages
were sent with maximum available power and with the aim to decrease the collisions from
concurrent transmission and was selected to implement a simple setback of the feedback up to 3
seconds. The time period was set to be large enough for tangible systems, but it was utilized in
order to better supervise the communication. The measurements targeted cryptographic
techniques. The latter technique rises the summing time, and as a result it increases the energy
that period, because it influenced the operational time. So, in some communication parts,
someone can see that the scheme uses more power than others.

For measuring the time, we used the well-known function:
chrono::high_resolution_clock::now() placed at the start and at the end of each calculation. In
the diagrams that follow, they depict the mean time of the duration and the energy. A byte buffer
calculation took place in the measurement of the parameters before sending message to the
node. Thus, the measurements did not contain the size of the header which is added by the WAVE
protocol.

For the simulation the following components were used:
e Linux Ubuntu 20.04.6 with host Windows 10
e 8 GBRAM
e 4 cores (Intel Core i5-10300H, clocked @ 2.50 GHz)

[217]



e NS-3.30
e SUMO1.16.0
e NTL5.5

7.6.1 Assessment framework

Chosen well-known software equipment have been exploited in order to produce the right
simulation environment for the assessment of the cryptographic methods on VANETs. The widely
known open-source tool named Network Simulator 3 (NS-3)”” has been taken advantage targeting
on the simulations of sample VANET and also manage the related underlying network schemes.
NS-3 offers a realization of the WAVE protocol, which is also known as WiFi 802.11p IEEE standard
and the IEEE 1609 standard. It supports also the routing algorithm modeled for VANETs, AODV
and solutions for calculating the energy consumption on network devices in the tested
simulations. Moreover, in order to produce a realistic traffic model, there was usage of another
open-source software tool, the SUMO. The latter is specifically used in order to simulate and
analyze road traffic, while it can cooperate with NS-3 via the use of produced XML files, and input
them to NS-3 for creating VANET with realistic scenarios. Last but not least, the PyViz was used,
which is supported by NS-3 for offering a simple way for VANET visualization.

7.6.2 Duration of the various cryptographic operations

To start with, the times of the executions of the various cryptographic realizations were
measured. More specifically the following parameters were assessed:

. Key-pair generation

o Certificate public key extraction
o Message decryption

o Message encryption

o Signature generation

. Signature verification

. Decoding

o Certificate private key reception
o Certificate generation

o Encoding

The outcomes of the aforementioned measurements include all the three cryptographic schemes
that are referenced in this chapter, meaning: ECC, HECC-2 and HECC-3. All these results are
depicted in Figure 134.

v https://www.nsnam.org/about/what-is-ns-3/
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Figure 134 Times for various cryptographic realizations in ms.

In Figure 134 as someone can observe, for the same 128-bit security level, ECC outperforms HECC
g =2 and HECC g = 3, and more specifically ECC is 16 times faster than HECC g = 2 and 27 times
faster than HECC g = 3.

As can someone see in Figure 134 the outputs are similar in computing certificates and key
extraction on ECQV mechanism in them. The production and the key extraction made through
ECC outperforms HECC genus 2 by 15 times, and outperforms HECC genus 3 by 25 times. Key
making is the slowest procedure, then follows the secret key extraction and the fastest among
the three is the public key extraction, which is 3 times faster than the key production.

The outcome of the superiority of ECC in contrast to HECC happens because ECC algorithm is more
mature and optimized by the researchers involved. HECC on the other hand, is quite modern idea
without many optimizations. HECC contains very complex mathematics for a smooth transition of
the algorithms into C++ code, and a lot of try and expertise have to be used in order to achieve
satisfactory results in same the same sense of ECC.

Looking ECC, it is faster once again, against HECC g = 2 and HECC g = 3 concerning encryption and
decryption. And to be more precise, ECC is nearly 13 times faster than HECC g = 2 and nearly 21
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times than HECC g = 3. And of course, encryption is a bit faster than decryption. All these are
depicted in Figure 134.

The ECC mechanism manage to overcome the other two implementations. But, the difference in
the signature validation is restricted in relation to the other two cryptographic schemes. Thus,
this happens due to the fact that there is a choice of different curves for the signatures guided by
the HECC, that is part of 84-bit security level, while the ECC scheme gives back 128-bit security
level. All these are depicted in Figure 134.

As far as the message encoding and decoding realizations durations are concerned, the encoding
which is mainly uses Koblitz algorithm for ECC is quite slow in relation to HECC-2 and HECC-3 [173]
as presented in Figure 134 (encoding and decoding charts). To be more precise, when encoding
takes place by using ECC seems to be around 38% slower than HECC-2 and HECC-3. Concerning
the decoding duration, it seems to be around 50% faster in ECC in relation to HECC-2 and HECC-
3.

7.6.3 What size consume the exchanged messages

As far as the communication that took place in communication, the following kinds of messages
were realized:

e RSU_CERT_BROADCAST: This is the certificate which RSU sends with some period.

e VEHICLE_SEND_JOIN_RSU: The “Join” message which a node (vehicle) transmits to the
RSU, when there is need to subscribe to the coverage area of the RSU.

e RSU_ACCEPT: The answer of the RSU to the message “Join” of the vehicle. It contains
the cryptographic symmetric key.

e RSU_INFORM_LEADER: The RSU’s message it transmits, so that it can update a chosen
vehicle by the GL. It contains the Proof of Leadership.

e GL_LEADERSHIP_PROOF: The message broadcasted periodically from the GL, so that it
can prove it is valid and attract nodes (vehicles) to “Join” him.

e VEHICLE_SEND_JOIN_GL: The “Join” message which the vehicle transmits to the GL, in
order to subscribe to the related GL.

e GL_ACCEPT: This is the Group Leader’s response to the vehicle, when the latter sends
the “Join” message. It also contains the cryptographic symmetric key.

e VEHICLE_INFORM: The message which a node (vehicle) sends so that it can update its
position. It updates the system evaluation.

As a result, the size of each message has been measured through the experiments. So, many
experiments have taken place in which the sizes of the messages (that were presented above)
have been assessed. The results of those experiments are presented in Figure 135. The results are
presented for all the three cryptographic schemes, meaning ECC, HECC-2 and HECC-3.
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Figure 135 Size of exchanged messages when using the ns-3 simulation software. The sizes are depicted in Bytes.

As it is more than clear, the HECC-3 cryptographic algorithm outcomes the largest message
GL_LEADERSHIP_PROOF in size, while the same message for ECC is quite smaller, with the HECC-
2 been the smallest. Concerning the size of VEHICLE_SEND_JOIN_GL, the HECC-3 shows the
largest size, while HECC-2 shows the smallest size for the same message. As far as the GL_ACCEPT
message is concerned, someone can identify that the results are similar to HECC-3 for the largest
size, with ECC being about the half of the related message size, while the HECC-2 outputs the
smallest results of the three cryptographic schemes (Figure 135). Concerning VEHICLE_INFORM
message size the rationale is the same for the ECC and HECC-3 algorithmic schemes (around 150
Bytes), whereas the HECC-2 outcomes a bit smaller VEHICLE_INFORM messages around 125 to
130 Bytes.

As shown in Figure 135, the messages sent and received when using ECC or HECC-2 consumes
around the same size, while HECC-3 algorithmic scheme outputs messages of larger size. Someone
can observe that in GL_ACCEPT and RSU_ACCEPT messages. Generally talking the messages’ sizes
are of quite the same size. In case there was use of similar level of HECC-2 signature, the related
messages would have result of the similar size. If we need to accomplish the same size in genus
2, the rationale is to exploit the divisor compression. In HECC-3 it was a bit puzzle to make use of
compression implementation, so that there is the transmission of information including data
about the Curve in RSU_CERT_BROADCAST. The last action is more obvious, but it rises the size of
the information. An interesting thing is that RSU_CERT_BROADCAST, GL_LEADERSHIP_PROOF and
VEHICLE_INFORM messages were transmitted in some frequency, as occurs in non-simulated
systems.
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7.6.4 Energy consumption

The energy consumption was selected to be sensed in levels. Those levels were grouped in the
same time durations. We measured the energy consumption in the side of the vehicles, but not
in the infrastructure. The various levels are described below:

e RECEIVE_CERT: It refers to the process of reception and the computation of the RSU
certificate (procedure related to reduced time-durations).

e EXTRACT_GL_PROOF: It refers to the process of reception and the computation of GL
leader’s proof (procedure related to reduced time-durations).

e RECEIVE_ACCEPT_SYMMETRIC: It is related to the procedure of transmission of messages
in order to join and also the procedure of “Accept” reception from the side of RSU.

o EXTRACT_JOIN_SEND_ACCEPT: It is related to the procedure of “Join” message which GL
receives from a node (vehicle) and also the transmission of the “Accept” feedback.

e EXTRACT_INFO_GL: It is related to the process of eliciting the message “Inform” which
the GL receives from a message.

The diagrams in Figure 136 and Figure 137 depict the mean consumption of every level
measured in Joules.

In Figure 137, someone can observe that the consumption of energy in RECEIVE_CERT message is
no more than 200 pJ for ECC, HECC-2 and HECC-3. Concerning EXTRACT_GL_PROOF, the related
power consumption is inside the range 300 W to 400 . Figure 137 shows the
RECEIVE_ACCEPT_SYMMETRIC power consumption than is in the range of 1100 Joules to 1200
Joules for ECC, HECC-2 and HECC-3. The EXTRACT_ACCEPT_JOIN_GL_SEND_ACCEPT message
power consumption falls inside the range of 600 mJoules to 900 mJoules. It is more than clear
that EXTRACT_INFO_GL message power consumption is in the range of 300 mJoules to 700
mJoules.
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Figure 137 Energy consumption of the various operations, given in Joules.
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As it is seen from Figure 137, HECC g = 3 consumes most of the energy for reduced time
procedures, while the rest procedures, the ECC consumes the most energy among the other two
cryptographic schemes. To give the general rationale (idea), the energy consumption is linked to
message sizes. The latter occurs because the larger is, it needs fragmentation, so it produces more
state switches in the device which transmits. Because the cryptographic algorithms that were
selected from the messages they consume small size in the WAVE protocol packets, there is no
need for fragmentation.

7.7 An innovative device for encrypting messages through Zigbee module via the use
of AES and ECC

The current section demonstrates a realized device which transmits and receives messages of
wireless network, and be more precise via the Zigbee module on ISM (Industrial Scientific Medical)
band. The device uses 2 types of Arduino microcontrollers, the Arduino MEGA 2560 R3 and the
Arduino GIGA R1. It also uses a TFT screen hat, connected to the Arduino MEGA 2560 R3, a voltage
translator, Xbee Zigbee module(s), a USB splitter, DC power supply for each device (there are two
devices, each one for every operator) and finally a USB keyboard.

7.7.1 The message encryption/decryption device

For the experiments, 2 different algorithms were used. The 1 one was then AES and the 2" one
was based on modified ECC algorithm, in order to be capable to encrypt and decrypt text
messages. The following github repository’® was selected for the AES implementation. Whereas
for ECC the following library was used’. Both of the libraries support execution of code in Arduino
CPUs.

An LCD with the below characteristics was connected to the Arduino MEGA 2560 R3:

e LCD Type: TFT

¢ LCD Interface: SPI

e LCD Controller: I1LI9486

e Touch Screen Type: Resistive

e Touch Screen Controller: XPT2046

e Colors: RGB, 65K colors

¢ Resolution: 480x320 (Pixel)

e Aspect Ratio: 8:5

e |/O Voltage: 3.3 -5V
The purpose of the LCD was to display the sent and the accepted messages of each user. The main
idea is that every user chooses an encryption key, which is known to the other side, via a safe
environment, and uses the key so that it can encrypt the messages transmitted to the other side
or decrypt the received messages, so that they can read the decrypted text.

8 https://github.com/DavyLandman/AESL ib
& https://github.com/ShubhamAnnigeri/tinyECC-ArduinolDE
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Figure 138 The encryption/decryption device with the related connections to the rest electronics.

The (new released) Arduino GIGA R1 was used because it incorporates support for USB interface,
thus a USB keyboard could be connected. In the other side the Arduino MEGA 2560 R3 is attached
with the TFT screen. As a result, the operator can observe the received decrypted messages. As it
is widely known Arduino MEGA 2560 R3® is an open-source choice when someone needs to
realize loT experiments. It uses the ATmega2560 microcontroller and it incorporates UART
protocol and various I/O pinouts, and a CPU clocked @ 16MHz.

Arduino GIGA R18! is a modern module suitable for loT experiments with significantly more
powerful processor than Arduino MEGA 2560 R3. It makes good use of a 32-bit dual core ARM
Cortex CPU clocked at 480MHz and 240MHz, for the 15t and the 2™ core. It supports many /O pins
and many protocols, for instance 4xUARTs, 3xI2C, 2xSPI, CAN, 2Mbytes flash memory. It needs
3.3 Volts in order to operate both for power and logic. The latter explains the use of the SparkFun
voltage translator®?, that makes reality the communication between the Arduino MEGA 2560 R3
and the Arduino GIGA R1. The chose of Arduino GIGA R1 was the only guaranteed solution so that
there was use of USB keyboard.

80 https://store.arduino.cc/products/arduino-mega-2560-rev3

81 https://grobotronics.com/arduino-giga-r1-wifi.html?sl=en
82 https://www.sparkfun.com/products/12009
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Figure 139 The experiment for 2 users. Each user can type the message which is sent encrypted to the other user
wirelessly via the Zigbee wirelessly. The user that receives the message can read the decrypted message in their TFT
screen.

There is use of a USB voltage divider in order to power supply the two Arduino modules, the
Zigbee module and the SparkFun voltage translator. The Zigbee module can support up to 120
meters wireless coverage at LoS. Zigbee protocol supports the low-power rationale for data
communication at 250kbps data rate. It needs 3.3 Volt to operate and consumes an average
current at 40mA. This is another reason for using voltage translator, so that it can exchange
information with Arduino MEGA 2560 R3, which needs 5 Volts to operate. The whole device needs
5 Volts DC power supply, moreover the supply can provide up to 3 Amperes, which of course is
never reached, since the construction is low-power. The power supply is connected to a USB
divider as depicted in the Figure 138 and Figure 139.

Figure 140 shows the image of one of the two TFT screens when an encrypted message is received
and the consequent decryption that takes place via the use of AES algorithm. The same logic is
depicted in Figure 141 where the message is received encrypted and then decrypted via modified
ECC asymmetric algorithmic scheme.
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Figure 140 The interface of the device’s TFT screen, when the user gets a decrypted message, when AES symmetric
scheme is used.
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Figure 141 The interface of the device’s TFT screen, when the user gets a decrypted message, when modified ECC
asymmetric scheme is used.

Concerning the encryption and decryption times, some measurements took place, both for AES
and ECC algorithms. As far as the AES is concerned, the time for encrypting the message: “Hello
George!” took 1028 usec while decrypting of the message took 1292 psec. Concerning the
modified ECC, encrypting the same message (“Hello George!”) took 3861 usec and decrypting the
message took 1721 psec. Figure 142 depicts a comparison diagram between encryption or
decryption of the same message, when using AES or modified-ECC executed on the Arduino MEGA
2560 R3 microcontroller.
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Figure 142 This figure demonstrates a comparison between the AES or modified-ECC when encrypting and decrypting
the same message, when using Arduino MEGA 2560 R3 microcontroller.

An oscilloscope was used in order to gather the pulse-train of the unencrypted message
(plaintext) (Figure 143) and the encrypted text (ciphertext) (Figure 144) that exits the Arduino
MEGA 2560 R3 in order to input the Zigbee and then transmitted over the air to the receiver. As
it is obvious from Figure 143 the pulse is not more than 5 Volts. It is too difficult to depict the
whole message due to the fact that the pulse-train is too large for the boundaries of the image.
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Figure 143 The electrical footprint of the plaintext while being sent from the USB keyboard to the Arduino MEGA
2560 R3 module. Then it undergoes encryption via either the use of AES or the modified-ECC algorithm.
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The bitrate on which the Arduino modules communicate is fixed at 9600 bps. This occurs for
Arduino MEGA 2560 R3, Arduino GIGA R1 and Zigbee module, that were analyzed in previous
paragraphs.
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Figure 144 The footprint of the AES-encrypted message before be fed to the Zigbee module and then be transmitted
wirelessly.

The following logic was followed. We made use of Arduino GIGA R1 so that we gather the metrics
using either the AES or the modified-ECC protocols. Arduino GIGA R1 cannot be connected with
the TFT screen due to incompatibility of the pins. The Arduino GIGA R1 was connected to the
laptop in order to collect the metrics via the Serial reading of the Arduino IDE open-source
software. The results of encryption and decryption for AES protocol are presented in Figure 145.
The time durations for encryption and decryption of the modified-ECC protocol are also presented
in Figure 145. From the results it is crystal clear that Arduino GIGA R1 supersedes Arduino MEGA
2560 R3. More precisely, for encryption using AES, Arduino GIGA R1 needs 34 usec and Arduino
MEGA 2560 R3 needs 1028 psec. For decryption with AES, Arduino GIGA R1 needs 50 psec and
Arduino MEGA 2560 R3 needs 1292 psec. As far as modified-ECC is concerned, Arduino GIGA R1
needs 3753 psec for encryption, whereas Arduino MEGA 2560 R3 needs 3681 psec. Concerning
decryption with modified-ECC scheme, Arduino MEGA 2560 R3 needs 1721 usec and Arduino
GIGA R1 needs 2 psec. It is crystal clear that Arduino GIGA R1 supersedes Arduino MEGA 2560 R3
in most metrics as far as the encryption/decryption processes are concerned related to AES and
ECC cryptographic algorithms.
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Figure 145 The time durations for encryption and decryption for the message: “Hello George!” realized in Arduino
GIGA R1, using either AES scheme or modified-ECC.

7.8 Conclusions and future work

The current chapter made an introduction to the use of Hyperelliptic Curve Cryptography for
improving privacy in loV. The main idea is quite modern, although there are papers in literature
that discuss about various techniques targeting on loV privacy. However, HECC has not been used
in such areas yet. Many experiments took place in ns-3 simulator where many entities, such as
vehicles, RSUs and GLs were established. The main goal was to obtain the maximum privacy in
response to many and different attack models. We studied the following cryptographic schemes,
ECC, HECC-2 and HECC-3.

Many metrics have been taken place in order to assess the proposed idea. More specifically the
following were tested: (1) key-pair generation time, (2) certificate public key generation, (3)
message decryption, (4) message encryption, (5) signature generation, (6) signature verification,
(7) decoding, (8) certificate private key reception, (9) certificate generation, (10) encoding. More
metrics took place targeting the size of the exchanged messages and also the energy consumption
for message exchange and message generation.

Furthermore, the current chapter delegates a modern approach for exchanging information
through messages via Zigbee in the ISM free band. This occurs via the help of Arduino modules
and suitably used electronics. The current proposition uses either AES symmetric cryptographic
scheme or modified-ECC asymmetric cryptographic scheme. There are also metrics that depict
the duration of encryption and decryption processes. The assessed metrics used also included the
time duration of encryption/decryption regarding message exchange. The evaluation output
shows that AES algorithm is faster than the modified ECC algorithm in the encryption and
decryption tasks in most of the metrics gathered, for both Arduino modules used.

[230]



The results of the metrics show that in most of them ECC behave better than HECC-2 or HECC-3.
But there are limited cases where HECC is better than ECC. This is because ECC has been greatly
improved by the research community in recent years and performs better in most parameters.
However, HECC is not so mature as occurs with ECC, moreover it has not undergone optimization
to run fast, apart from the fact that it makes good use of smaller key sizes in relation to ECC for
the same level of security. Furthermore, HECC contains the use of very complex mathematics,
making it another serious reason why ECC finds more applications in real life. It is believed that if
HECC is optimized as far as C/C++ programming is concerned, even with VHDL code, there would
be a chance for better metrics results, much better than ECC.

As far as future extensions are concerned, there could be improvements in HECC performance.
Initially, the arithmetic of HECC can be improved via a more modern library related to modular
arithmetic. Another issue is that the NTL 5.5 can be a cause of delays and more specifically in
scalar multiplication. Special curves could be used [174] which have shown in the past better
performance in their arithmetic. As it is claimed in the following research work [175] the best
selection of the parameters can improve, in a high degree, the performance of HECC. Another
aspect, and more exactly in the area of embedded systems, there could also be used systems such
as FPGAs or ASICs accelerators in real systems.

Moreover, the selection of Hyperelliptic Curves is constrained due to the existence of generalized
algorithms for coding messages that aim at the curve. The scheme [176] that was used is
considered to be the most generalized scheme that exists in the current literature and does not
let the freedom to choose something else for the specific curve groups. One very important aspect
is to identify which of the groups of curves can be cryptographically applied, so that they can
generate a class with an order of what is called as “near” prime numbers. As a result,
fragmentation algorithms of Jacobian points in hyperelliptic curves can be used for identifying
the most secure. Also, the production of secure curves via the use of the CM method will output
more choices of secure curves with known order. Thus, there will exist curves of the similar
security level as well as in signatures for better comparison and study.
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Part 3: Discussion and Future Plans

As it is obvious from the current PhD thesis, there are countless applications in the 10T that have
solved significant challenges and are extremely useful in real life. Many experiments were
realized, both in real case scenarios and computer simulations, allowing us to learn a lot about
various less explored aspects and find interesting solutions to real challenges within loT
mechanisms.

We analysed the rationale and various details of loT and Machine Learning in precision
agriculture. A scheme was implemented in order to sense and evaluate different factors in a
laboratory experiment. We sensed and logged temperature, UV radiance, soil moisture and air
humidity. Through the use of a sophisticated Recurrent Neural Network - Long Short Term
Memory (RNN-LSTM), we were able to forecast weather conditions, so the user could identify
when there was need to irrigate the plant or farm field (in cases of scaling up). This way the user
could save water resources and money by avoiding unnecessary/excess irrigation. Energy is a
valuable/scarce resource in farms, therefore we also proceeded to an analysis of different loT
modules and the related wireless systems, in order to identify ways to optimize energy
consumption. The Internet of Things has fully entered the agriculture sector, as there are
numerous benefits for all involved actors, while there are plenty of affordable commercial
sensors, as well as microcontrollers ranging from simple 8-bit 16 MHz CPUs (Arduino), to
multicore ARM 64-bit CPUs clocked at 1.2 GHz (Raspberry Pi), available to everyone. Experiments
have shown that multicore CUDA GPUs, and very sophisticated ASICs existing in Jetson Nano and
Google Coral TPU respectively, can accomplish the same inference schedule by using less time
and RAM memory in respect to a Raspberry Pi. Over the last few years, we have seen that loT and
Machine Learning models can cooperate in precision agriculture and provide interesting results.
In the current thesis there is an extensive analysis of how a CNN model can be fed with satellite
images and output predicted results concerning the soil salinity in a rice farm field. An RNN-LSTM
network can also help in predicting environmental conditions and let the user decide if they
should irrigate their farm, or postpone the irrigation due to fore coming hot days. We elaborated
on the effects of Machine Learning models, and more precisely how the Convolutional Neural
Network (CNN) model behaves when executed in different processing architectures. We used 3
SBCs that incorporated different processing units (CPU, GPU, TPU) in the inference part on image
analysis related to leaves’ diseases. Our research focused mainly on CPU-, RAM-, and swap
memory usage, as well as temperature and energy consumption. Furthermore, we experimented
extensively with Arduino loT modules in rice and maize farms, in cooperation with Machine
Learning and more specifically CNNs and RNN-LSTMs.

Another application we studied in agriculture is the auxiliary use of linear and multiple regression
with ground loT nodes in order to identify the average soil salinity in the whole area on arice field.
Linear and Multiple Regression were used for farm metrics' analysis, especially in rice fields farms.
This application uses models output from the analysis of various Vegetation Indices and a specific
model building. As a result, every new UAV image fed to the application and selection of the
related VI or all the Vls, can give a soil salinity estimation of the field. We also performed extensive
research in knowledge extraction working on the resin/rubber collection device. The pine resin
has many applications in various fields in our everyday life. It is more than necessary for the farmer
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to monitor pine resin. There is also a pioneer device analyzed towards resin and rubber collection
presented based on Arduino microcontroller and various sensors, that transmits to the end user
information about the environmental conditions of the resin/rubber collection via GSM/GPRS or
via Xbee Zigbee. The device depicted in the current PhD thesis demonstrates a pioneer loT device
that can weigh the gathered resin from the pine tree, moreover it can inform the user about
temperature and humidity as well as the existence of rain, in real-time via Zigbee protocol or near-
real time via SMS messages.

We also performed experiments within the realm of the Internet of Vehicles (loV), where security
is a critical factor. More precisely, we simulated an loV network of vehicles in an ns-3 simulator,
where different asymmetric cryptographic protocols (NTRU, ECC, HECC-g2, HECC-g3, RSA) were
analysed. The first idea was to use the MixGroup model with the various asymmetric
cryptographic protocols, such as RSA, ECC, NTRU and the symmetric AES protocol, in order to
provide loV privacy and not let an attacker gather precious information. We observed metrics of
encryption/decryption times, message sizes, signature generation times, signature verification
times, exchange handshake sizes, and pseudonym exchange times, while we also examined how
the energy of the nodes (vehicles) was affected when executing each asymmetric protocol. As it
is easily seen from the various metrics, ECC is the most efficient when key generation takes place,
and is very fast in decryption, but a bit slower in encryption. It is faster than RSA, for about 30%
in encryption and decryption average time for 128-bit security level. A modern device for
encrypting/decrypting messages using AES or modified ECC exchanged in the ISM band, was
demonstrated, using low-cost commercial electronics. Hyperelliptic Curve Cryptography is not
mature enough to supersede ECC, as it is shown by many metrics. In most metrics ECC is faster in
times rather than HECC. This occurs because there is no optimized code for HECC genus 2 and
HECC genus 3 as appears in ECC, which has been operating for many decades in various fields,
apart from loV. However, in energy consumption of specific messages HECC genus 3 seems to
perform better than ECC.

There was a pioneer patented invention Figure 146 regarding a mailbox for hardcopy letters. The
user gets informed when a letter is received in their mailbox, via an SMS message in their mobile
phones. The electronic mailbox consists of sensors that detect the reception of a new letter and
via the use of Arduino MEGA 2560 R3 microcontroller is able to send an informative message to
user. The device incorporates also a keypad in order to check some of its capabilities such as the
change of the mobile number, check concerning the GSM/GPRS signal strength, information
regarding the current/voltage/power of the device.
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Figure 146 The patented electronic mailbox. On the left side someone can see the processing unit, whereas on the
right side can see the mailbox which contains inside various sensors.

The Internet of Things keeps evolving in a fast pace and the lessons we have learnt are already
being put to good use. The device presented in Chapter 1 will be scaled for usage in a real farm
(northern Greece), sensing soil moisture, UV radiance, air temperature and humidity and
transmitting the data to the Cloud, in order to predict future environmental parameters via the
RNN-LSTM model and inform the user about the fore coming events on a local level. Secondly, a
device that will monitor the leaves on a farm, identify diseases, and send the data to a ground
station for further analysis is being built based on the experiments of Chapter 2. The ground
station will consist of a specific hardware, such a GPU-based or TPU-based SBC, in order to fast
process a lot of information and inform the end user timely about the condition of their field or
potential dangers.

Our plan concerning the application in Chapter 3, is to improve it, in order to extend to different
farm types and not only rice farm fields. The application was built with data coming from Rice
farm field, and is optimized for soil salinity, but it can easily be extended to use different data
from other yields and build different models that will be able to identify different parameters,
such as pH, via only the use of UAV images.

In relation to Chapter 4, we use various and different methods in order to calculate the soil salinity
in the Rice farm. We use Vls in the application and CNN ML models for estimating soil salinity in
Rice fields. Also, we use RNN-LSTM for timeseries on Maize farm fields, that are near, but not loT
sensors placed inside the farm. The next step here is to combine all these applications into a web
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service, while including a range of different crops that the farmers would choose according to
their yield and the results will be sent straight to their smartphones.

Chapter 5, shows a new device capable of monitoring pine resin and environmental conditions,
so that the pine resin collector is aware of what occurs in the pine forest. This device currently
provides real-time data only through Zigbee modules and near real-time via SMS. We intend to
use a 4G/5G cellular network to provide real-time data in every place the collector is, by building.
a service running on Cloud via MQTT and showing information to the user with the cooperation
of a 4G/5G data stream. The cost efficiency of this solution is a significant factor, so we will need
to test different equipment and compare the results against the actual expected benefits and
projected profit. Also, there are efforts to use more nodes that will communicate with the base
node via Zigbee and the central node only will forward the data via GSM/GPRS/4G/5G to the end
user. A illustrative image is depicted in Figure 147.
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Figure 147 How the central node communicates with the rest nodes via Zigbee and the end-user via GSM/GPRS/4G/5G.

1y

The model presented in Chapter 6, where we analyze the privacy in loV using many asymmetric
protocols, RSA, ECC, NTRU and symmetric protocols, AES, is ready to be tested with real vehicles
and real RSUs. There are modules that can be connected to OBD-2 port on the cars and give output
to a communication protocol that can be handled by Arduino. Thus, we could arrange a real-case
scenario and monitor how each message and each protocol operates by taking various metrics,
evaluating the whole model. We are currently waiting for the right call for proposals to turn this
endeavour to an actual project.
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Finally, we intend to optimize the HECC C++ code presented in Chapter 7, where again we analyze
the loV privacy using a different algorithm than Chapter 6 and different asymmetric protocols.
Thus, we could get more precise metrics, because now the HECC C++ code used in both genus 2
and genus 3 is not mature enough. We believe this is why ECC shows better results than HECC,
except for energy consumption in specific messages. It would be interesting to realize the whole
construction in real cars, or vehicles, with real RSUs and see how they behave, but first we need
to validate our assumptions about the algorithm’s efficiency. If the results are positive, we are
considering building a chip (ASIC or FPGA — Field Programmable Gate Array) specifically operating
for those protocols (probably based on an implementation of HECC-2 or HECC-3 DLP encryption
algorithm in VHDL) and making them fast enough to be used in the commercial sector.

The Internet of Things is everywhere and the underlying technologies are critical for anyone who
wished to harness its full power. It is the combination of all the different experiments and studies
we have performed that gives us the knowledge we need to stay in this fast-evolving world and
be a part of the future.
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