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MPOAOIOz

H AutAwpatikn Epyoaocia ekmovrOnke otov Toupéa Mupnvikng Texvoloyiag tng ZXOARG
MnxavoAoywv Mnxavikwyv tou EMIM. Oa nbsAa va euxaplotiow tov Ap. M.I. Avayvwotakn,
KaBnynti tou EMN, yla tnv kaBodriynon kat tnv SL1abecon va LopacTel TNV EUMELPLA KAL TLG
YVWOELG Tou KaB’ OAn TNV SLAPKELD TNG EPELUVAG TIOU TIPOYHATOTOLONKE Yl TNV MEPATWON
NG mapovoag AutAwpatikng Epyaociag. Emiong, Ba nBela va €uxaplotiow TOUug
Yroyndloug Abaktopeg tou Topéa Mupnvikng Texvoloyiag Kwvotavtivo Kavouto kat
Avaotacia MnAwwvn yla tnv mMoAUTIUN BorBeLd TOUG UE TIG YVWOELG TOUG MAVW O BEpata
aktwoPoAiag kal mpocopolwoewv Monte-Carlo pe tov kwdika PENELOPE.
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List of Abbreviations

NEL-NTUA | Nuclear Engineering Laboratory of the National Technical
University of Athens

ECF Efficiency Correction Factor

EID Effective Interaction Depth

NORM Naturally Occurring Radioactive Material

LEGe Low Energy Germanium Detector

PENELOPE | PENetration and Energy Loss of Positrons and Electrons

GUI Graphical User Interface

Soil 3% Soil with 3% moisture

RM Red Mud

FA Fly Ash

PG Phosphogypsum

LS Lead Slag

GS Granulated Slag

SFS Shaft Furnace Slag

4M HCl 4M HCl solution (calibration material)

AE AutAwpatikn Epyaocia
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The main objective of this thesis has been the calculation of self-absorption correction
factors in gamma-spectroscopy analysis of Naturally Occurring Radioactive Materials
(NORM). The research focused on the upgrade of a Matlab code for the calculation of the
Efficiency Correction Factor (ECF) for NORMs, with the “Integral Method”. Several
parameters affecting this correction factor were studied, with the most important being the
Effective Interaction Depth (EID), inside the detector, which is considered crucial for
calculating the ECF.

Environmental radioactivity analysis with gamma-spectroscopy remains a complex
procedure due to the numerous parameters that affect the detectors’ efficiency. Some of
these parameters include the - often unknown - sample composition, as well as the sample's
volume and density. The major obstacle, however, is the self-absorption phenomenon,
which is particularly intense for NORMs due to their high density and the large percentage
of high-Z elements they contain. Therefore, an ECF for the accurate analysis of these samples
is necessary.

This study investigated thoroughly the value of the Effective Interaction Depth (EID) and its
variation with energy for the XtRa detector, operating at NEL-NTUA!, using Monte Carlo
simulations. The plot created was integrated into the Matlab code. Moreover, Monte Carlo
simulations were conducted to calculate the ECFs and to compare the results with the
outcomes from the Matlab code. The Matlab code calculates the ECF with the “Integral
Method”, which from previous studies showed promising results. This method relies on
calculating two integrals proportional to the detector's efficiency: one for the calibration
standard material and another for the analyzed sample material. The ratio of these two
integrals gives us the ECF, which accounts for the differing self-absorption properties
between the calibration source material and the sample material being analyzed. Moreover,
the standalone application of the Matlab code that had been previously developed was
upgraded to make it more user-friendly.

The entire endeavor led to significant improvements in the code. More specifically, the
percentage differences between the results derived from the Matlab code and the
PENELOPE simulations for most of the materials, especially in the low energy range below
200 keV, are almost negligible, while the highest percentage difference is 15% at 1000 keV
for the highest density material Lead Slag.

! Nuclear Engineering Laboratory — National Technical University of Athens
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Extevng NepiAnyn

H napovoa AumAwpatikn Epyacia (AE), ekmovrBnke oto Epyaotrplo Mupnvikng Texvoloyiag
Tou EBvikou MetooBiou MoAuteyveiou (ENT-EMM), kal to B€ua mou mpaypaTeVETAL Elval
avamntuén evog kwdika oe Matlab yia tnv glpeon cuvtedeotwv S10pBwong Adyw Ttou
dawvopévou NG avtoanoppodnong Twv GwToviwy, Ta ONola EKTTEUMOVTAL Ao £va Selyua,
KOTA TN Y-POOUATOOKOTIKI AVAAUOT). ZUYKEKPLUEVA, N V-OACUATOOKOTO AMOTEAEL pia pn-
Kataotpodikr HEB0SO avAaAuong Mo MPAYLATOTIOLEL TTOLOTLKO KOl TIOGOTLKO PoaSLloplopd
TWV PASLEVEPYWV LOOTOTWYV TIOU TIEPLEXOVTOL O€ éva Selypa, avaloya E TIG aKTVEG-Y TTou
ekméunouv. Qotoéco, mMapd TNV €UKOAla Tou mpoodépel authy n HéEBodo¢ avaAuong,
napouotalel kal mpoBAnuata ta omola xprilouv Wlaitepng mPOOOXNG, TIPOKELUEVOU VA
eruteuxBel vPnAn akpifela katd TNV avaiuon tou delyparog. Eva amod ta Baoikotepa
EUMOSLO 0TNV aViXVEUON TwV GWTOVIWV TIOU eKMEUMOVTOL amo To deiyua, Slaitepa ot
XAUNAEC evépyeleg, ival n uPnAn e€acBévion nou mapouatdlouv, AOyw TNG amoppodnong
Toug amno to ibto to Selypa [1].

To ¢awvopevo tng autoanoppodnong mou avadpEpOnKe mMapATAVW, EXEL WG ATOTEAECUA
Kamola pwtovia va unv $OAvouv MoTE GToV aVIXVEUTH IIPOG avixveuon. Autr n e€acBévion
e€aptatal amd mowkiloug mapAyovieg, OMwG €lval n oloTaon KAl N TIUKVOTNTA TOu
Selypatog, o GyKog Tou, N eVEPYELA TwV PWTOVIWV TIOU EKMEUTEL, KABWG KAl N Amootacn
Tou 6oxelou mou mepléxel To Seiypa, amo Tov avixveutr). Omwg ylvetal avtlAnmrto, To
TI0000TO TwV PpwToviwv mou anoppodouvtal 1 okedalovral péoca oto delypa Stadpépouv
ONUOVTIKA, avAaloya HE TNV TpPoéAeucn Tou OelypatoG. EMOPEVWE, N TELPOUOTIKA
npoodloplopévn amodoon Tou avixveutn Pdoel tng mnyng PBabuovounong, eival
SlapopeTikn amo TV anmodoaon Tou avixveuTn yla éva aAAo delypa SltadopeTikig cuoTaong.
To yeyovog autd odnyel otnv avaykn tng evpeong evog ouviedeot S16pbwong tng
anodoong avixveuong twv dwtoviwv (Efficiency Correction Factor, ECF), o omoloc Ba
urnoloyiletat yla kabe Siadopetikd delypa mpo¢ avaluon. ETol, ocuvdUOOTIKA PE TNV
amod00N TOU OVLXVEUTH TIOU €XEL TPOOSLOPLOTEL yLa TNV tnyn Babuovounong, urtoAoyiletatl
N €KA0TOTE anddoon Tou aVLXVEUTH yla To Selypa.

Ztnv napovoa AE 666nke €udacn otov UMOAOYLOPO cuviedeotwv SL0pBwong Adyw tNG
autoamnoppodnong ywa ¢duokd padievepyd UAka tuomou NORM (Naturally Occurring
Radioactive Materials). Quolkd padlevepyd UALKA UTIAPXOUV TtaVTOU 0To TEPLBAAAOV, OTIWG
oto £€6adog, oTa METPWUATA, OTO VEPO, OTOV a€pa Kal tn BAAoTNON. ZTI( TEPLOCOTEPEC
avBpwrives SpactnpLotnTEG MoU TEPAaBAvouV opuktd UALKA Tutou NORM, ta enineda
€kBeong ota puoika padlevepyd Lootomna Sev elval onpavtikd vPnAotepa os oxéon He Ta
ducololoyika emnineda. QotO00, OPLOPEVES BLOUNXAVIKES Slepyaoieg, OTwE eival n e€6puén
Kat n kavon Awyvitn, n e€0puén kal ene€epyacia Bwéitn yla v mapaokeuy aAoupwviou, n
Bopnxavia ¢wodPoplkwyv AUTOOUATWY KAl N OWKOSOMIKN) Blopnxavia pmopolv va
odnynoouv og emavénon tn¢ padloBLloloyikng emiBapuvong Twv pyaloUEVWY N TOU KOLVoU
TMANBUGLOU. AUTO £XEL WC ATOTEAECHQ, VO ElVaL avayKailog 0 akplBng mMPoodLloploHOg TwY
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padlevepywv LooTonmwy ota delypata autd, kabwg ta emineda tng padlevépyelag Toug
UTTOKELVTOL OE KOVOVIOHOUG Kol CUYKEKPLUEVN vouoBeoia [2]. Eva gumodlo otnv akplpn
OVAAUON AUTWV TWV SELYUATWYV AMOTEAEL N €vtovn autoanoppodnon nmou napouaotdlouv ta
dwTtovla TIOU EKMEUTOUV. AUuTO odeldetal otnv PeEYAAn TUKVOTNTO Kol TtV UYnAn
TIEPLEKTLKOTNTA TOUG OE OTOLXEL PUE LEYANO OTOULIKO aplBUd Z, kaBwg Kol oTovV PEYAAO OYKO
Tou ouvnBw¢ €xouv auta ta deiypata. EMopévwe, KplveTal anapaitntog o UTIOAOYLOUOG
ouvtedeotwy S10pBwong Adyw TNG autoamoppodnons Twv GwIoViwV KATd TNV avaiuon
Selypuatwv VALkwv tutou NORM.

Mo Tov UTOAOYLOMO Twv cuvtedeotwv 810pbwong Adyw autoamoppodnong Katd tnv
avaAuon nepBarloviikwy Selypdtwy, £xel avamntuxBbel oto ENT-EMM and to 2017 [3] évag
kwdikag oe Matlab ota mAaiola AE mou mpaypatonol)Onke — n LEAETN AUTH CUVEXLOTNKE OE
eMOuevn AE, mou nipaypatornotidnke to 2021 [4]. H uéBodog mou xpnoLomotnonke yla tov
UTIOAOYLOMO TwV ouvteAeotwv SLOPBwaong €xel mpotabel and tov [5] kal otnpiletal oe
EKTLUNON OUVTEAEOTH avaywyng T anodoonc and to UALKO Tt mnyn¢ Babuovounong oto
UALKO tou avaAuodpevou Oelypatog, Adyw tng S1apopeTikAg autoanoppodnong mou
napouotalouvv. H péBodoc¢ Paciletal otov umoloylopd &vog SUTAoU OAOKANPWHATOG
(“Integral Method”) mou untoAoyiletal 1000 yla tnv nmnyn Baduovounong 60o Kal yLa To umo
avaiuon Seiypa. O Adyo¢ twv SU0 OAOKANPWUATWY €ival o {NTOUPEVOG CUVTEAEOTAG
S16pBbwong (ECF). Anapaitntn mpoinobeon yla tTnv epappoyn autng tng pebddou ival n
YVWOoN TNG YEWUETPLOG TINYNG-QVLXVEUTH), TOU OALKOU YPOUULKOU CUVTEAEDTH €€aoBEvnong
(1) TwV VALKWV TNG TtNYNC Kal Tou SelypaTtoc, TNG YEWUETPLAg Tou KUALVEpLKoU Soxelou tou
Selypatog, kabwg kal Tou evepyol BaBou¢ aAAnAemibpaon twv PwToviwv HEoa OTOV
aviyveutn (Effective Interaction Depth, EID). To evepyd BaBo¢ aAlAnAemiSpoaong eival
TIPOCEYYLon OTL 0 CUVOALKOC OYKOC TOU QVLXVEUTH UTtokaBiotatal ano éva LOeaTd onUELAKO
OVLXVEUTH ToU BploKETAL LECO OTOV TIPAYHOTLKO OVLXVEUTH), KoL EKEL amoppodwvtal OAa Ta
dWTOVLIA ULOG CUYKEKPLUEVNG EVEPYELOG. EMOUEVWG, auTO To pEyeOoCg aAlalel avaloya pe
TNV EVEPYELD TWV GWTOVIWV KAL YLoL AUTO QTTALTETOL LEAETH VLA TOV TTPOOSLOPLOUO TOU.

JUYKEKPLUEVA, N TIPWTN AE €MIKEVTPWONKE OTO €vepPyeLlOKO €Upog amo 40 €wg 400 keV,
KaOwG oL eVEPYELEG TTOAWY XOPAKTNPLOTIKWY PWTOVIWV TIOU EKTIEUTTOVTAL A0 TA UAKA
NORM eival kdtw arno 400 keV, 6w 21°Pb (46.52 keV), 2*1Am (59.54 keV), 23*Th (63.29 keV),
212ph (238 keV), 21%Pb (295 kat 352 keV) kat 228Ac (338 keV). To nmpwto BrApa authig tne
MEAETNG NTAV O UTTOAOYLOMOC Tou pallkoU cuvtedeoth e€aobéviong (Um) yla OAa Ta UALKA
NORM rmou peletiOnkav, ta omoia sivat: xwpa pe 3% vypaocia, epubpad AUC (mapampoiov
¢ enefepyaoiac Bwéitn), uttapevn t€dpa, dwaodoyuog, Tpia dtadopetikd idn okwplog
KoL VEPO. AUTOC O UTTOAOYLOMOG €yLve pe Tnv PorBsta tou kwdika MUPLOT?, o omolog €xeL
avantuxBel oto mavemotnUio tg MToAovia. Mo TG EVEPYELEC yla TIC OToieg Oev
UTtoAoyiloTNKE 0 Ha{LKOC OUVTEAEDTNC e€0B£VIONG, AUTEG UToAoYi{ovTal HECW piag oxEong
™G Hopdng:

2 Eiva StaBéotpog oto website: http://shape.ing.unibo.it/html/muplot.htm
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In(u,,) =A-(InE)> +B-In(E)+C (1)

Onwg dalvetal OUwWE KAl OTO TMOPOKATW OSlAypappa n mPOcapUoyrn TNG CUVAPTNONG
avadpoung ota dedopéva mou £xouv AndOet péow tou kwdika MUPLOT yia To UAKO 4M
HCI, ev eival lSlaitepa LKAVOTIOLNTLKA. AVTIOTOLXEG OXEOELG UTIOAOYLOTNKAV YLa OAd TOL UALKA
TIou avaAuBnkav.

05 ¢
1 -
i, &
2 4= -
E "
) y = 0,1518x" - 2,1001x + 4,7583 -
: R? = 0,9794 . 4
25 e
3
0 1 2 3 4 5 6 7 3
In(E)
® In{p) Poly. (In{w))

IxAua 1 Sxson avadpoung yia to 4M HCI [3]

2Tn OoUVEXELa, avamtuxbnke o kwdkag oe Matlab yla tov uTOAOYLOUO TWV CUVTIEAECTWV
S816pBwong ECF yia tov aviyveutr tou ENT-EMM LEGe3. Z& auth tnv £k8oon Tou KwdLKa, o
Xpnotng KaAeital va dwoel tpla debopéva €l06dou, Ta omoia eival: n yewueTpia Tou
Selypatog, n evépyela Twv pwTtoviwv Kal To UALKO tou delypatog mpog avaiuon. Avadopikd
LE TNV YEWMETPLa Tou Selypatog, ol emAoyEg ou Sivel o kwdikag eivat U0 TUTIOTIOLNUEVEG
KUALVOPLKEG YEWUETPLEG TTOU Xpnolpomolouvtal oto ENT-EMM, ol yewpetpieg “2” kot “8”.
EmutAéov, n amootacn amod 1o Selypa £wg ToV «LOEATO CNUELAKO AVLXVEUTH» Bewpeltal
otaBepn kal ton pe 2 cm. Emopévwg, adou o xprnotng elodyel Ta SeSopéva, To MPOypappa
umtoAoyilel péow Twv ox€oewv Tou TpoavadEépBnkav Toug KATAAANAouG Mallkoug
ouVTEAEOTEG e€a0B€VLIONG, KaL 0T CUVEXELA TA SUTAA oAoKANnpwuata mou Ba 0dnyrnoouv v
TEAEL OTOV UTIOAOYLOMO TOU emBupntou cuvteAeotn S16pbwong ECF.

OL ouvteheotég 610pBwong Aoyw autoamoppodnong ECF, ektog tou kwdika Matlab,
uTtoAoyiloTnkav Kal LEow Tipooopolwoewv Monte-Carlo, kol GUYKEKPLUEVA E TOV KWOLKA

3 Low Energy Germanium detector

July 15, 2024



Diploma thesis — Konstantina-Maria Triantafyllou

PENELOPE*. Mg autd tov tpomo Atav epiktd va cuykplBolv ta amoteAéopata LeETaly Toug
Kol va. Byouv XpriolUO CUUTTEPACHOTO CXETIKA UE TNV akpifela tou kwdika Matlab. 2to
TIAPOKATW Staypappo mopouctalovtal ol armokAloelg mou uripéav amno TNV cUYKPLoN TWV
6U0 HeBObwvV yla TNV KUAWSPLKA yewpeTpia “8” UYoug 1cm. EWSKOTEPA OTIC XOUNAEG
EVEPYELEC KOLL LA TA UALKA UPNANRG UKVOTNTOG, OL TocooTtlaieg dtadopég ayyilouv to 60%.
Enopévwg, n dtadikacia umtoAoylopou mou akoAouBnbnke o auTH TNV Epyacio EXEL APKETA
neplBwpla BeAtiwong. TUyKeKpLUEVa, €vag Baolkog AOyog otov omoio amodobnkav ot
HeYAAeG amokAioelg petall twv dVo peBOdwv, nTav otL ol Baocelg dedopévwy yla Tov
UTTOAOYLOUO Tou pallkoU cuvteAeotr e€a00€viong (Um), TTou xpnotuomololv oL Suo pébodol
Slapépouv peTalU TOUC. EMOMEVWC, OL TIUEG TWV OUVTEAECTWV OUTWV TIOU €V TEAEL
Xpnowlomnow)énkav yla TOV UTIOAOYLOMO Twv ouviedeotwv SopBbwong ECF, nAtav
SlopopeTikeS. Tautoxpova, EMPeme va BeATLWOEL kal n mpooappoyn TG KAUMUANG Um=Ff(E),
kKaBwg onwg daivetal amod 1o IxAua 1, dev Arav Wblaitepa emtuxnuévn. Eva onUavtiko
QTIOTEAECHA TIOU TIPOEKUYPE IO QUTH TNV UEAETN €lval OTL OUVTEAEOTEG SLOPBWONG TG
e€aoBéviong xpelalovtal Kal yla evépyeleg peyaluTtepes twv 400 keV, kaBwg oL TIHEG TToU
umtoAoyiotnkayv SLadpEPouv TNG LOVASAC yLa OAEC TLG EVEPYELEG KOL OAX TAL UALKA.

Matlab - Penelope
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IxAua 2 Mooootiaisg Stadopsg petafd Twv anotedsopdtwy and Matlab kat PENELOPE[3]

H AE mou akolouBnoe [4], emukevipwBnke ot aduvauieg mou moapouciale 0 APXLKOC
kwdikag Matlab, kaBwg kat otnv avaBaduion tou. Apxikd, UTIOAOYLOTNKOV OL TIHEC TWV
VPOUUKWY KoL Hallkwv oUVTEAEOTWV e€a0B£VIONG yla OAX TA UALKA TTOU HEAETHONKaAv UE
v Bonbswa tou Kkwdka mMpooopowwoswv PENELOPE. Xtn oOuVEéXewn, OL TLUEC TIOU

4 Ta atroteAéopaTta TTou UTTOAOYiICoVTal Yia TOV UVTEAEDTH d16POWONG HECW TNG TTPOCOUOIWONG
BewpouvTal akpIBéoTepa Kal yia To Adyo auTtd BewpouvTal wg TIHEG apaPopdg.
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umoAoyiotnkav Ywplotnkav o€ OU0 €EVEPYELAKEG UTIO-TIEPLOXEC, KAl O KABe pia
TPOCAPUOOTNKE i cuvaptnon avadpoung tng akdAouOng Lopdnc:

In(p,) =A-(InE)*+B-(InE)>+C-In(E)+ D (2)

2TO MOPAKATW Slaypappa dpaivovral eVOEIKTIKA OL CUVAPTHOELG TTOU UTTOAOYLOTNKAV YL TO
UALKO Lead Slag. Me tov mapamdvw UTIOAOYLOUO, EYLVE €DLKTN N TILO AUECH OoUYKPLON TwWV
QMOTEAECUATWY TOU Kwdlka Matlab pe Ti¢ mpooopolwoelg mou €ywvav Pe Tov KwdKa
PENELOPE, kaBwg mA£ov xpnolpomolouv ta dla dedopéva yla tov pallkd ouvteleotn
e€aoBéviong (Um).

In(W)= 0,0935(In(E))*- 0,821 1(In(E))* - 3,2923{In(E))+ 13,452
R R'=0,9999

p grfcm2)
°

P, Inlis) = A A IAIEN L 0 A2 1n(ENI L2 1RATIA(E)) 4 & AY 24
. R
Ao R*=059¢8

0.1 e

- -
L

op1
20 200 2000

Energy(keV)

IXAKA 2 SxEon avaSpounG yla TV eVpeon Tou palikol cuvteheot e€acBeviong [4]

Mia @AAn aAAayn Tou €ixe yivel otnv AE autr) Atav n EMEKTAON TNG EVEPYELAKNG TIEPLOXNG
pEXpLTa 2000 keV. Ztn ouvéxela, eywvav avapabuioslg otov kwdika Matlab mpokeiuévou va
TIapPEXEL TEplooOTEPn eAeuBepia kol eveliia ota debopéva mMou €L0AYEL O XPHOTNG.
JUYKEKPLUEVA, O XPNOTNG TAEOV €XEL TNV duvatoTnTa va €TUAEEEL TNV TLUN TOU EVEPYOU
BaBoug aAAnAemidpaong de, KaBLOTWVTOG £TOL EUKOAN TNV UEAETN TNG EMISPAONG TTOU EXEL N
TR aut otov umoAoylopd tou ECF. Tautdxpova, €KTOC TNG €MAOYNG TWV TUTILKWY
VEWUETPLWV “2” kat “8”, umapxel n SuvatotNTO KATACKEUNE OMoLaodATIOTE KUALVEPLKAG
VEWUETPLAG, KE TOV KABOPLOUS TNG akTivag Kal Tou UPoug autic. EmumAéoy, pla e€alpetika
xprown oavapaduion tou Kwdlka ATAv n Hetatpomy tou oe “standalone” edapuoyn,
YEYOVOCG TO omoio Sivel tnv duvatdotnta oTov XPHoTn va €XEL TNV edapuoyn yla Tov
uTtoAoylopo tou ocuvteleotr) ECF, xwplig va €xeL eykateotnuévo to Matlab otov unmtoAoyloti
ToU, KaBwg Kal xwpig va dtabétel yvwoelg mpoypappatiopol. To ypadikd meplBaAlov Tng
edpappoyng (GUI), mapouaotaletol 0TnV MAPAKATW ELKOVOA.
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& GUI ECF
ECF Coacusator
Mztena nte:action depth e Deusiios
Panal
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For Red Mud imput
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Esier Geometry 28 (
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2ir=3BE TR Phosphogrosum Denshy= 0 531 [glom ]
Bire X&MLY
Faor Phosphegyssem nput < - itterend Geometry
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MR v = Ditlerent Ceametbry
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Feor Wabar input

Ensrgy
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Densdy of Materal Sanpie (glem3)

ECF

Calesinte ECF ECF

Ixfiua 3 To ypadko rieptBarhov tng “standalone” edpappoyric Matlab [4]

Enopévwg, otnv avavewpévn €kdoon tou Kwdlka, o xpAotng ixe tn duvatotnta emhoyng
NG YEWUETPLAG Tou Selypatog, TG andotaong HeTafy Tou LOeatol CNUELOKOU QVIXVEUTH
Kat Tou delypatog d, Tou UALKOU TPo¢ avaAuaon, TNG TUKVOTNTAG TOU UALKOU, KaBwg KAt TG
EVEPYELOG TwV dwToviwv. Adou eloaxbolv autd ta dedopéva, o Kwdkag umoloyilel kot
eudavilel Tov ouvtedeotr SopOwong tn¢ auvtoanoppodnong ECF, kabBwg kot Tov oALko
Hollko ouvteleoty €€acBévnong twv GwToviwv HPm TOU UAIKOU Tou Selypatog mpog
avaiuon.

Oocov adopa ta anoteAéopata mou eiyav mpokuPeL and to PeAtlwpévo kwdika Matlab,
autd napoucialav alodnth BeAtiwon o oxéon e TA AMOTEAECUATA TOU apXLKOU KwOLKAL.
Mo ouykekplpuéva, oto 2xnua 4 mapouocialovtal ol mooootiaieg OSladopéc Twv
QIMOTEAECUATWY TIoU Tpoékuav anod tov Kwdika Matlab kat Ti¢ mpooopowwoelg Monte
Carlo ywa tnv yewpetpia “8” kat tov aviyveutn LEGe. Alamiotwvetal otL n Stadopd yla to
UALKO UE TNV peyaAltepn ukvotnta (Lead Slag) otig xapnAég evépyeleg, and 60% énece oto
21%. Opolwg kat yla Ta urtoAouta UALKA, ol Sltadopeg eixav pelwBdel apketd. EmumAéoy,
emPBeBalwvetat n avaykn vmapéng ouvieAeotr) SLOPBwWaONG yLa UPNAEG EVEPYELEC, KABWG oL
ouvteAeotég SL0pBwaong ECF mou umoAoyiotnkav Sev NTav (ool Pe TNV povada yla Kaveva
UALKO Kal evépyela pExpL ta 2000 keV. Emopévwg, Ol TPOTOMOLACELS TIOU €ixav Yivel
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Kplvovtal emtuxnUéVeS, adrnvoviag wotdéoo neplbwpla PBeATiwWoNg LECW TNEG HEAETNG KoL
OAAWV TTOPAUETPWV ATIO TIG OToleG emnpedleTal 0 UTTIOAOYLOUOG TOU ouvteAeoTh SL0pBwong
ECF.

10,00%

0,00% 1 —
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10,00% +
*50,00% +

50,00%
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IxApa 4 MNooootiaieg Sladopég HETOEY Twy aroteAeopdtwy and Matlab kot PENELOPE [4]

Aebopévng tng eUkoAlag Tou mpooEdepe n avamtuén TG POPUOYNG VL0 TTAPAUETPLKN
HEAETN Twv Sladopwy TapapETpwy, eixe SlepeuvnOel kal n enidpacn mou £XeL TO EVEPYO
Babog aAAnAemibpaong (EID). Ito MapOKATW OXNUA MOPOUCLAlOVTIAL TO QNOTEAECUATA
QUTAG TNG HeAETNG ywa E=1000 keV. Eival dpavepd otL €ldikd yla ta Boaputepa UALKA N
enidpaon elval apkeTd €vtovn, EMOUEVWG TPOKELTAL yla Uia MOPAUETPO TOU aTaLTel
nepaltépw dlepevvnon.

1,03
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IxAua 5 Enidpaon tou evepyol BabBoug aAAnAenidpacng otov unmtoAoylopo tou ECF yia E=1000 keV

(4]
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Itnv mapouca AutAwpatikn Epyaocia, oto mAaiolo g mMpoomABelag yla TMEPALTEPW
BeAtiwon tou KWK, n €peuva eTIKEVIpWONKE otnv Slepelivnon TNG TG Tou evepyoul
BaBoucg aAAnAenidpaong (EID) yia tov aviyveutr XtRa, o omolog eival eyKATECTNUEVOG OTO
ENT-EMN. H péBodog mou akoAouBrnOnke yla tn PEAETN aAUTH EPLYPADETAL AVOAUTIKA 0T
[1], [5]. Baoiletal otnv apxn OTL 0 pUBUOG N TWV KOTOUETPOUUEVWY dwToViwv evépyelag E,
otav n ninyR anéxel anootaon d and To onuelakod avixveutr, Ba sivat avdoyog tou 1/d>.
JUYKEKPLUEVA, N TN Tou evepyoU Baboug aAAnAemidpaong umtoAoyiotnke pe tnv BonBela
npooopolwoswv Monte-Carlo (kwdikag PENELOPE), yia &éka SladopeTikég evépyeleg: 40
keV, 50 keV, 100 keV, 150 keV, 200 keV, 250 keV, 300 keV, 350 keV, 500 keV, kat 1000 keV.
MNa KABe pia evEpyeLa £YLVaV EVVLA TIPOCOLIOLWOELG, O€ KAOE pia €K TWV OMOLWV N oNUELOKNA
ninyn tomoBstouvtav oe SLAPOPETIKN AmMOOTOON OO TOV OVLXVEUTH. TN OUVEXELQ, EYLVE
KOTAAANAN emefepyacio TwWV OPXEIWV TWV QMOTEAEOUATWY TWV TIPOCOUOLWOEWV KOl
npogkuPav Staypappato tng Lopdng mou Gpaivetal oTnv MApaKATW ELKOVA YL TNV EVEPYELA
twv 50 keV.

50 kel

{eount rate)s-1,2
&

source-to-detector end cap distance (cm)

IXAUA 6 ALAYPOLA VLA TOV UTTOAOYLOMO TOU evepyou BaBoug aAAnAenidpaong-50 keV

To onueio mou n eméktaon tng euBeiag avadpoung TEUVEL Tov Afova TwV TETUNUEVWY
avtlotolxel otnv andotaon Tou WOEATOU ONUELAKOU aVIXVEUTH Ao To onpeio avadopdg mou
oTNV TPOKELUEVN Tepimtwon BewpnBnke n emidpdavela amd TO KATIAKL TIPOTIUAEVIOU TOU
avixveutr. Emopévwe, adalpwvtag tnv anodéotaon and 1o onpeio avadopds €wg tnv
eMLPAVELA TOU AVLXVEUTA TIOU €lval yvwoTh yla Tov avixveutn XtRa, TPOKUTTEL N TN TOU
evepyol BaBoug aAAnAemibpaong de. Ma tnv evépyela twv 50 keV, autr unoAoyiotnke 2.97
cm. AkoAouBnBnke n dla Stadikacia yio OAEC TIG EVEPYELEG, KOl ATIO TLG TLUEG TOU EVEPYOU
BaBoug aA\nAsmidpacong rou mpoékuav yla Kabe evépyela, Snuoupyndnke To akoAoubo
SLaypappO CUVAPTAOEL TNG EVEPYELOG.
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EID-XtRa (0-8 cm)

EID {cm)

0 200 A00 00 200 1000 1200

IXAnA 7 Aldypappa tou evepyoul BaBoug aAAnAenidpaong cuvaptnoeL TNG EVEPYELAG

H popdn tou SloypAUpaTOC OTIG XAUNAEG EVEPYELEC €lval PN AVOUEVOUEVN OE OXEON LE
avtiotolya Sltaypdappota mou €xouv PBpebet otn BPAoypadia, Ta omola wotdco
ETUKEVTPWVOVTAL WG ETTL TO TMAELOTO O€ eVEPyeLeC LeyaAUTePeS TwV 60 keV. ZUpdwva UE T
dnuooievon [6], aut) n ouumepldpopd TPOKUTTEL €€aLTiOC TOU TAXOUG TOU VEKPOU
otpwpato¢ (dead layer) tou aviyveutrj, Tou omoiou n emhoyr, WOLaltepa OTIC XAUNAEG
EVEPYELEC, EMNPEALEL TTOAU TNV avixveuon twv ¢wtoviwv. AuTo eival éva onpeio ou ailel
nepaltépw Slepevvnong o LeEANOVTLKN epyaoia.

MpokKelpévou va emaAnBeuToUV T AMOTEAEGUATA TWV TIPOCOUOLWOEWV TIPAYLOTOTIOLONnKE
KOl TIELPAUATIKOG TTPOOSLOPLOMOC Tou evepyoU BaBoug aAAnNAEmiSpaonG yLol TOV QVIXVEUTH
XtRa. H Stadwkaocio autr) éywve pe onuelakn mnyr Apepkiou-241 (?**Am) mou ekméumetl
dwtovia evépyelag 59.54 keV, n omoia tomoBetBnke oe SlAdpopeC aMooTACELS Ao TOV
avixveutn. MNa kaBe andotaon cUAEXONKE To avtiotolyo pAacpa Kal EKTIUNONKE 0 puBUOG
TwV Ppwtoviwv rou kataypdadnkav. To Staypappa mou MpoEku P e mMopoucLAlETOL TTAPAKATW
oto Ixnua 8. H T tou evepyol BaBoucg aAAnAemidpaong mou UTOAOYLOTNKE HE TNV
TelpapaTikn néBodo ival 1.8 cm kat BoriOnoe otov va mpoodloploBel to mMANBocg onueiwv
TIOU OTTOLTELTOL VA TIPOCOUOLWOE], WOTE TA QAMOTEAECUATWY TWV TIPOCOUOLWOEWV Vol
TPOOEyYiooUV KOAAUTEPQ TLC TIELPAPATIKES TLUEC.
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XtRa_Am-59.54 keV

(count rate)r-1/

a % 10 15 20 25

Source-to-detector end cap distance {cm)

IxXAMA 8 ALGYPOUUA YLO TOV TIELPAUATIKO UTTOAOYLOMO TOU evepyoU BaBoug alnAsmtidpaong pe
onUELaKNn mnyn Auepitkiou-241

MEeTA amo HePLKEG SOKLUEG BpEBnKe OTL OTav Ta onueia mou AapBdvovtal ultoPLy yla Tov
uTtoAoyLopO Tou evepyou BaBoug aAAnAemidpaong eival o€ anootacn HeyaluTepn Twv 4 cm
arnod 1o onueio avadopdg, TOTe oL euBeieg avadpoung yla OAEG TIG EVEPYELEG TapOUCLAlOUV
KaAUtepn akpifela, onwg dalvetal kol 0To Mapakatw Slaypoappa yio ta 50 keV. Itnv
TIEPUMTWON aUTH yla TNV evépyela 59.54 keV npoékue 1.84 cm, Tou €ival MoAU KovTd otnyv
TIELPOLLOITLKI) TLULN, KATL TO Omolo €ival Kal to {nTouuEvo.

50 keV

{count ratej*-1/2

z 1 0 1 z 3 4 5 £ 7 8 9

Source-to-detector end cap distance [cm)

IXAMA 9 ALAypapa YLO TOV UTTOAOYLOWO Tou evepyoU BaBoug aAAnAemidpaong yia andotaon
4-8 cm amod To KamakL mponuAeviou
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Me edappoyn ¢ Stadikaaoiag mpooopoiwaong mou uloBetibnke, mapnxbn véo Slaypappa
yla TG TLUEG Tou evepyol PBaboug aAAnAemibpaong ocuvapthioEL TNG EVEPYELAC, TO OTOLO
napouotaletal oto Ixfiua 10, evw oL avtioToLlXEC CUVAPTHOELG avadpoung mou mapnxbnoav
Qo TA TMELPOLATIKA onUEla evowpatwOnkav otov kwdika Matlab, pe anotéAeoua otav o
XPNOTNG ETUAEYEL TNV ETUOBUUNTA EVEPYELA, O KWALKOG VA XPNOLUOTOLEL TNV avtioTolyn TLUA
TOU evepyoUu Babouc aAAnAemidpaong yla tov aviyveutn XtRa. ZuyKkekplpéva, N andotoon
amno to Selypa HEXPL TOV LOEATO ONUELAKO AVLXVEUTH TIOU OTNV TponyoUlevn €kdoon Tou
kwdika Atav eviaia, mMAéov €omoaoe oe SUO feExwpPLoTEG amootdoels. H pia adopd tnv
anootacn amo to Selypo HEXPL TNV EMIGAVELA TOU AVLXVEUTH TIOU ElvalL YVWOTH ylo KAOe
VEWUETPLO TTINYARG-AVIXVEUTH KoL N AAAN €lval to evepyo Babog aAAnAenidpaong péoa otov
QVLXVEUTH, TIou TipoodlopileTal HECW TIPOCOUOLWOEWV N TELPOMOTIKA, OTWG akplpwg
neplypadetal otnv moapovaoa AE.

EID-XtRa (4-8cm)

EID {cm)
r W
%] (%3] [45] [¥y]

b
(W]

=
(Wp] =

o

i)

0 200 400 600 80 1000 1200

[wn]

Enegy (keV)

IxAna 10 Aldypappa Tou evepyol BaBoug oAANAETIEpAONG CUVAPTIOEL TNG EVEPYELAG

Adotou OblepeuvnBnke oe Babo¢ o umoloylopdg TNG TWAG Tou evepyol Paboug
oAAnAenidpaong otov avixveutr, n gpyacia autr emkevipwOnke otnv avafdabuion tng
“standalone” edpappoyng, wote va BeAtiwdel n eulifia kal n eukoAia xpriong tng. To véo
VYPadIko tn¢ mepBAAlov mapoucLaleTal OTNV TTAPOKATW ELKOVA.
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-

IxAua 11 To ypadko meptBdAlov tng véag ékdoaong tng “standalone” epappoyrc o Matlab

Ma tnv oUykplon Twv omoteAecudtwy mou bivel o kwdikag Matlab pe autd twv
nipocopolwoswv Monte-Carlo, AdpOnke undoPwv 1o Xepdtepo Suvatd Oevaplo® ylo To
dawopevo tng autoanoppodnong mou eival n Heyallutepn yYewpetpla Selypartog, otnv
TIPOKELMEVN TEPIMTWON N YEWUETpla “2”. Tevikd n OAn mpoomdbela kpibnke WSlaitepa
ETUTUXNMEVN, ELOIKOTEPA OTIG XAUNAOTEPEC eVEPYeElEG KATw Twv 200 keV, domou ot
nooooTtiaieg dtadopeg PeTall Twv dUo peBOdwY elval apeANTEEC KUPLWG yLa T UALKA HE
NV UIKPOTEPN TukvoTnTa. Ol peyaAUTepeg SladopéG umoAoyloTnKav ylo TO TUKVOTEPO
UAWKO (Lead Slag), 6mou ota 1000 keV, édtacav to 15%, 6nwe paivetal oto Ixnua 12.

Ao TNV AAAN MAEUPA, Ol ULKPOTEPEG MOCOOTIOIEG SLadopEC epudavioTnkav yla To UALKO
XWHO, TTOU €lval amo Ta UAKA UE TIG XAUNAOTEPEG TTUKVOTNTEC TIOU HEAETHONKav. Onwg
dalvetal kat oto dtaypappa Tou IxApatog 13, n péyotn Stadopd petafl tTwv PeBOSwV
BpéBnke nOALg 3% ota 1000 keV.

Av KOl n OAn UEAETN €XeL MPOXwWPNOEL 0 peydlo Babuo, akoua umapxouv MeplBwpla
BeAtiwong katl avapaduiong otnv dtadikaoia UTTOAOYLOUOU TWV CUVTEAECSTWY SLOPOBWONC
™¢ auvtoamnoppodnong ECF. Na mapadeypa, Ba NTav XpAowo va Yivel n HeEAETN Tou
neplypadetal otnv napovoa AmAwpatiky Epyacia kot yla dAAoug avixveutég. EmutAéoy,

5 Apopd oTig ouvnBeig avaAloelg TTou yivovTal oto EMT-EMIM
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elval onuavtikd va yivel evoeAexng UEAETN KAl AAAWV TIAPOUETPWY TIOU EMNPEALOUV TOV
UTtoAOYLOUO Tou cuvteAeotr SLOPOBwWONC, OTIWG lval n TTUKVOTNTA Tou UALKOU. TEAOG, Ba gixe
evlladEpov n UEAETN TOU VEKPOU OTPWHATOG TOU QVLXVEUTH OTLG TIPOCOUOLWOELS, KaBwg
daivetal va emnpedlel oNUAVTIKA TOV UTIOAOYLOUO TOU evepyol BaBoug aAAnAemidpaonc.
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IxAna 12 Nooootlaieg Stadopsg petafl anmotedeopdatwy anod Matlab kot PENELOPE yia to
TIUKVOTEPO UALKO (Lead Slag)
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IxAna 13 Nocootlaieg Stadopec petafd anoteheopdtwy and Matlab kat PENELOPE yia to YWpo
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1. Introduction

The main goal of this thesis is to explore ways to improve the accuracy of the gamma
spectroscopic analysis of environmental samples. Gamma spectrometry is a powerful tool
for identifying and quantifying radioactive isotopes based on the characteristic gamma rays
they emit. Despite its many advantages, there are critical challenges that require careful
attention. One such challenge, which this research addresses, is the difference in absorption
properties between the calibration source and the sample to be analyzed, leading to
different attenuation of photons between the two. This difference in self-absorption results
in a considerable variation in efficiency. Consequently, it is of great importance to introduce
an Efficiency Correction Factor (ECF) for the sample analyzed [7]. In the case of Naturally
Occurring Radioactive Materials (NORM), which are the primary focus of this study, the
problem of self-absorption becomes very evident due to the mainly low-energy photons
they emit, such as ?'1°Pb (46.52 keV), 3*Th (63.29 keV), 2*'Am (59.54 keV), 2'?Pb (238 keV),
214ph (295 and 352 keV), and 228Ac (338 keV), as well as the large volume of these samples,
their large amounts of high Z elements, and their high density. The need to accurately
analyze NORMs arises from the fact that these materials are often by-products of industrial
activities, and therefore specific regulations apply regarding their radioactivity.

In the literature, several methods have been proposed to resolve the problem of the
different self-absorption between the calibration source and the sample to be analyzed.
However, the method that has been used in the Nuclear Engineering Laboratory of the
National Technical University of Athens (NEL-NTUA) for more than 25 years, and shows
promising results, is the “Integral Method”. This method requires the numerical calculation
of two integrals, which are proportional to the photons interacting with the detector: one
for the calibration source material and the other for the sample material being analyzed. The
two integral ratio results in the ECF. By considering the ratio rather than the respective
efficiencies, this approach can eliminate inaccuracies caused by the unknown exact
geometrical characteristics of the samples.

This work concentrated on upgrading a Matlab code originally developed by [3], and
subsequently improved by [4], which calculates the ECF for NORMs using the “Integral
Method”. Both of these works were student theses and led to significant conclusions and
results. However, given the broad topic with numerous parameters to consider, there were
still areas for improvement. Specifically, the first thesis focused on calculating self-
absorption correction factors for photon energies up to 400 keV, for the LEGe detector
operating at NEL-NTUA. The results obtained from the Matlab code and Monte-Carlo
simulations were compared, revealing significant differences (~60%), especially for photon
energies below 250 keV. These deviations were mainly attributed to the different linear
attenuation coefficients used in the two methods. The second thesis extended the energy
range for the calculation of the ECF up to 2000 keV, as it was proved that correction factors
are necessary for higher energies as well. Moreover, the issue with the linear attenuation
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coefficients was resolved, resulting in substantial improvements and reducing the
differences between the Monte Carlo simulations and the MATLAB code to less than 20%.
Another important upgrade was the development of the MATLAB code as a standalone
application, eliminating the need for MATLAB installation or programming knowledge.
However, further improvements were still necessary, especially considering the significant
conclusions drawn in this second thesis, such as the great impact of the Effective Interaction
Depth (EID) parameter on the calculation of the ECF.

This study advanced previous research by thoroughly investigating the Effective Interaction
Depth (EID) and its energy variation for the XtRa® detector, opertining at NEL-NTUA, through
Monte Carlo simulations and experiments with an 2**Am point source. In particular, the plot
created from this investigation was fitted with polynomial functions, which were integrated
into the Matlab code. This change improved the accuracy of ECF calculations, reducing the
differences between MATLAB code results and Monte Carlo simulations, especially in the
low energy range, below 200 keV. The study highlighted the significant role of EID in ECF
calculations, as well as the impact of material density. Lastly, the standalone application’s
Graphical User Interface (GUI) was also upgraded to make the program more user-friendly.

The 2™ chapter of this work covers the theoretical background of the study. It starts with
the definition and explanation of gamma rays and their interactions with matter and
continues with the principles of gamma spectroscopy and germanium detectors.
Additionally, a thorough explanation of the phenomenon of self-absorption is provided,
along with the method used to calculate the ECF and the definition of the EID. Lastly, the
NORMs of interest in this study are described.

The 3™ chapter covers the work done in the previous theses to estimate the ECF using Matlab
code. It showcases all the significant results derived and highlights the areas that require
improvement.

The 4™ chapter thoroughly describes the methodology used to determine the EID values
through both Monte Carlo simulations and experimental methods.

The 5% chapter describes all the modifications made to the Matlab code to enhance the
results. Moreover, it explains the steps involved in updating the standalone application.
Lastly, the results obtained from the new application are presented and compared with
those from the simulations.

The 6™ chapter presents the results and conclusions of this work, along with ideas for future
research in this field.

6 EXtended Range Germanium detector
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2. Gamma-spectroscopic analysis of environmental samples

(NORM)

2.1 Gamma-rays

Gamma rays constitute electromagnetic radiation of the shortest wavelength and highest
energy. Atomic nuclei have distinct excitation energy levels determined by the number of
the protons and neutrons within them. Gamma rays are the photons emitted by the
disintegration of the radioactive atomic nuclei. This is the phenomenon where a nucleus
undergoes a transition from a high-energy level to a lower-energy level, and a photon or a
series of successive photons are emitted to release the surplus energy. Gamma rays of
relatively high energies are also generated through the process of pair production and
positron annihilation, where an electron and its antiparticle, a positron, annihilate each
other, resulting in the creation of two photons. On the other hand, atoms also have discrete
excitation energy levels, corresponding to different configurations of orbital electrons.
When charged particles (usually electrons) change atomic energy levels or slow down in a
Coulomb force field, electromagnetic radiation is emitted which is photons called X-rays.
Energy levels in atoms typically range from 1 to 10° electron volts (eV), while energy
differences within nuclei usually span from 103 volts (keV) to 107 eV. This is because the
nuclear forces that act between nuclear particles are much stronger than the corresponding
electrostatic forces acting between electrons and nuclei. Therefore, the characteristic
gamma rays emitted from the radioactive decay of atomic nuclei normally range from a few
kilo electronvolts (keV) to several megaelectron volts (MeV). However, X-rays that are
produced from linear accelerators can have comparable energy to gamma-rays or even
higher [8], [9], [10].

2.2 Environmental Radioactivity

Radioactivity constitutes an integral part of the Earth’s environment. Nuclei found in nature
can be either stable (ground state) or unstable (radioactive). Whether a nucleus is stable or
not is directly dependent on its atomic number Z and its neutron number N. A chemical
element can have both stable and radioactive isotopes, like Strontium, which has four stable
isotopes: 84Sr, 85Sr, 87Sr, and #Sr, and one radioactive isotope, 82Sr. The graph shown below,
which is called the Segre chart, depicts schematically which combinations between atomic
number Z, and neutron number N lead to stable nuclei, as well as radioactive ones. When
there is an excess or deficiency of neutrons, the nuclei are unstable and thus possible to
disintegrate by expelling mass to reach a more energetically stable condition or ground
state. This process is called radioactive decay and the Segre chart below (Figure 2-1) indicates
the different ways that this can happen.
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During the decay process, ionizing radiation is emitted. This includes particle emissions from
various energetic decays, like alpha particles, electrons (including beta- and beta+ particles),
as well as electromagnetic radiations in the form of X-rays and gamma rays (photons).

Radioactive isotopes with atomic number greater than 85 typically decay to a radioactive
daughter nucleus. This daughter nucleus subsequently undergoes decay to produce a second
radioactive daughter nucleus, continuing in this manner until a stable nucleus is formed. This
series of consecutive alpha and beta decays is known as a radioactive chain. The figure below
(Figure 2-2) depicts one of the most common decay chains, which is the Uranium-238 decay
chain, which produces Lead-206 after a series of 14 sequential alpha and beta decay
reactions.
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Figure 2-2 U-238 radioactive chain [12]

All radionuclides are characterized by their half-life T1/2, which indicates the time required
for the number of nuclei of a particular radionuclide, to decrease to half the original number.
Its value varies from a fraction of a second to billions of years, i.e. Uranium-238 has a half-
life of 4.5 billion years. The decay rate is called radioactivity, and is described by the
equation:

R(t) = AN(t) (2-1)
Where A is the decay constant that characterizes the radionuclide and is equal to:
= ln_Z (2-2)
Ty

Radioactivity is measured in Curie (Ci) or Becquerel (Bq), which is the Sl unit. One 1 Bq equals
one decay per second [13].

2.3 Gamma-ray interactions with matter

Gamma radiation is very penetrating and ionizes matter primarily via indirect ionization. The
interaction of photons with matter can result in different outcomes, such as large energy
transfer, complete absorption of the photon, or the photon can be scattered rather than
absorbed and change its direction while keeping most of its initial energy [10]. The
mechanisms by which photons can interact with matter are Photoelectric absorption,
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Compton scattering, Rayleigh (coherent) scattering, Pair production, and
Photodisintegration. The first four are described in more detail below, as they are of more
importance.

2.3.1 Photoelectric absorption

Photoelectric absorption is the dominant interaction for low-energy photons, mainly for
photon energy E, below 0.1 MeV, with matter. Specifically, a photon undergoes an
interaction with an electron that is strongly bound in an atom (e.g. a K-shell electron), and
the photon completely disappears. During this process, the electron gains sufficient energy
to escape from the atom, and it is often called a photoelectron [10]. The kinetic energy of
the photoelectron Ee. is equal to the incident photon energy E, = h-v reduced by the binding
energy of the photoelectron in the atom Ep.

E._.=h-v—E, (2-3)

For this interaction to occur, the incident photon must have an energy greater than the
binding energy of an orbital electron. The probabilities augment when the photon energy is
greater than or comparable to the binding energy of the electrons for a specific shell,
especially K-shell, and the atoms have a large atomic number Z [8].

After the interaction, the atom is left with a vacancy because of the released electron (Figure
2-3). Subsequently, an electron from a shell with lower binding energy (typically an outer
orbit, such as from an L to a K shell) fills this vacancy. The difference between the binding
energies of the electrons involved in this filling is emitted in the form of an X-ray photon,
termed fluorescent radiation. Alternatively, this excess of energy might prompt the ejection
of another orbital electron from the atom, known as the Auger electron. This ejected
electron creates another vacancy, initiating a cycle of X-ray photon emission or Auger
electron release, repeating the process iteratively.

When photoelectric absorption takes place in a detector, it is most likely that the original
photon energy will be fully absorbed inside the detector. This is because the penetrating
photons are transformed into electrons and X-rays that are easier to stop and therefore are
deposited locally inside the detector.

2.3.2 Compton (incoherent) scattering

Compton scattering is the elastic collision between a photon and a free or weakly bound
electron of an atom. It generally occurs for high-energy photons, specifically, the energy
ranges from 100 keV to 30 MeV for low-Z materials and from 0.5 MeV to 10 MeV for high-Z
materials [10]. In Compton scattering, when a photon collides with an electron, it transfers
a portion of its energy and momentum to the electron. This electron, typically stationary or
nearly so, is called a target electron.
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Figure 2-3 Photoelectric absorption [14]

Consequently, the photon scatters with reduced energy and an extended wavelength,
moving on a trajectory that forms an angle 6 with the trajectory of the original photon. The
energy difference between the photon before and after scattering is absorbed by the
electron as its kinetic energy, which is called recoil electron. The recoil electron moves on a
trajectory that forms an angle ¢ with the trajectory of the original photon, as shown in Figure
2-4 [8]. The amount of energy transferred to the electron can range from zero to a significant
portion of the gamma ray's energy. When photon energies are considerably lower than the
electron mass, scattering tends to be isotropic, with back-scattering being equally probable
as forward scattering. However, if the photon energy greatly exceeds the electron mass,
scattering predominantly occurs in the forward direction [15].

Compton scattering is the second dominant way a gamma ray interacts with a detector, after
photoelectric absorption. While the transfer of gamma-ray energy to an electron through
the photoelectric effect is consistently close to 100%, the energy transfer via the Compton
Effect can vary widely, ranging from 0% to nearly 100%, depending on the energy of the
gamma-ray and the angle at which it scatters [16].
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2.3.3 Rayleigh (coherent) scattering

Rayleigh scattering (Figure 2-5) occurs mainly for low-energy photons, below 10 keV, like X-
rays. The incident photon excites the atom, and the excess energy due to the excitation is
released by the emission of a photon with the same energy and wavelength as the incident
one. In this case, the photon does not have enough energy to ionize the atom and therefore
there is no energy loss.

M=y

Figure 2-5 Rayleigh scattering [17]
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2.3.4 Pair production

Pair production is one of the possible interactions between high-energy photons like gamma
rays, and matter. In this process, the incident photon disappears when interacting with the
electric field of a nucleus, forming an electron and a positron. For this interaction to occur,
the electromagnetic energy of the photon must exceed a threshold energy of approximately
1.022 MeV (which is the sum of the rest mass of an electron and a positron, both equivalent
to 0.511 MeV). If the initial photon's energy surpasses 1.02 MeV, any excess energy is
distributed between the kinetic energies of the two resulting particles, in accordance with
the conservation laws.

Furthermore, since the positron is the antiparticle of the electron, when a positron comes
to rest and encounters an electron, both particles interact. This leads to their annihilation,
and the total conversion of their rest mass into pure energy, as described by the E=mc?
formula. This energy appears in the form of two oppositely directed 0.511 MeV gamma-rays
(photons), as shown in Figure 2-6.

Consequently, the phenomenon of pair production is closely linked with the simultaneous
creation and annihilation of matter in a single reaction.

During this interaction in a detector, it is highly likely that the positron will undergo
annihilation upon interacting with an electron in the detector material, resulting in the
creation of two gamma photons, each with an energy of 0.511 MeV.

0.51 MeV
photon

Free electron

Annihilation
reaction

0.51 MeV
photon

Negatron
e

Figure 2-6 Pair production [18]
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2.3.5 Linear attenuation coefficient p and mass attenuation coefficient um

As a photon beam traverses a material it is possible to interact with all possible mechanisms
described above. The probability of each interaction mechanism to occur is indicated by a
value called cross-section. From the mechanisms mentioned in the previous paragraphs,
Rayleigh (coherent) scattering can be omitted in the calculation of the total cross-section o
as its contribution is nonsignificant compared to the others. Therefore, the total cross-
section is calculated as follows:

o0=05+0.+0, (2-4)
Where:

« Of is the cross-section for Photoelectric absorption
« 0Oc is the cross-section for Compton scattering

« Op is the cross-section for Pair scattering

As shown in Figure 2-7, depending on the gamma-ray energy and the material being the
absorber, one of the three partial cross-sections may significantly surpass the others. At
lower gamma-ray energies, the photoelectric effect takes precedence, while at intermediate
energies, Compton scattering becomes dominant. Additionally, Compton scattering
becomes more prevalent as the atomic number of the material decreases, resulting in a
wider range of dominance for lighter nuclei. Lastly, at higher energies, electron-positron pair
production predominates [14].
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Figure 2-7 The relative importance of various processes of gamma radiation interaction with matter
[14]
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As photons traverse a medium, the total intensity of the beam diminishes due to absorption
and scattering phenomena. The degree of this intensity reduction varies based on both the
material the photons pass through and the energy of the radiation. Consequently, these
interactions can be defined by a fixed probability of occurrence per unit path length within
the absorber. The collective sum of these probabilities is referred to as the linear
attenuation coefficient p, and it can be determined by the equation below:

I =1Iye™ ™ (2-5)
Where:
e |is the intensity after attenuation
e |pis the incident intensity
e uisthe linear attenuation coefficient (cm™)

e X is the physical thickness of the absorber (cm)

Additionally, a value that is also useful, because it takes into account only the atomic
composition of the absorber material and not its density, is the mass attenuation coefficient
Mm [10]. The mass attenuation coefficient is defined as the ratio of the linear attenuation
coefficient and the absorber density, pum = pu/p [cm?/g].

2.4 Gamma-ray spectroscopy principles

Gamma-ray spectrometry is a non-destructive technique, and powerful tool used to identify
and quantify radioactive isotopes, based on the characteristic gamma rays they emit. The
basic principle for the qualitative identification of the nuclei is the fact that gamma rays
emitted during the de-excitation of the nucleus, constitute its “fingerprint”. The quantitative
identification evaluates the sample's radioactivity, meaning the estimation of the number of
nuclei that disintegrate per time unit [1].

Gamma-ray spectrometry offers several advantages, some of which are the following:

e Sample preparation for analysis is notably straightforward, often eliminating the
need for a radiochemical separation procedure.

e |t is very useful for environmental radioactivity analysis and for the analysis of small
samples.

e The data acquired by the detection system are highly compatible with computerized
data processing, making them ideal for developing automated analysis systems.
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e Despite their relatively high cost, gamma-ray spectroscopic devices are offering
exceptional standards of performance and quality assurance.

The gamma-ray spectrometer system comprises three distinct parts: a detector, an
electronic circuit for pulse management, and facilities for data storage, processing, and
display. Specifically, the detector functions as a tool that generates electric signals, or pulses,
that are proportional to the energy (wavelength) and quantity of gamma photons detected.
This detector is linked to a pulse-handling system, an electronic circuit responsible for
shaping, counting, and categorizing these pulses based on their height. Consequently, the
electronic signals are transformed into a pulse spectrum, representing both the quantity and
distribution of gamma photon energies. This spectrum is stored within a memory system
and can undergo additional processing through suitable computer programs. The outcomes
are presented through graphical or numerical displays [19].

As mentioned in paragraph 2.3, gamma radiation interacts with matter in different ways.
These phenomena also take place during the interaction of gamma rays with the detector;
therefore they affect the interpretation of the gamma spectrum. It is important to have a
solid knowledge of the three major modes of interaction of gamma-rays with matter, to
interpret the gamma-ray spectrum correctly. Firstly, the full-energy peak observed in the
gamma spectrum is produced by the photoelectrons ejected in the photoelectric effect, as
they provide immediate information about the energy of the gamma radiation. Moreover,
the Compton continuum is observable, caused by the various scattering angles of the
Compton electrons that show a distribution of energies over a wide range. The Compton
continuum (Compton edge or shoulder) appears with some gap after the full-energy peak,
due to the minimum energy that is taken away by a back-scattered gamma photon. Lastly,
when pair production takes place for gamma rays of high energy, there are three
possibilities. If all the energies of the electron-positron pair including the annihilation
photons are dissipated in the detector material, then a full-energy peak will be displayed.
However, if one of the annihilation photons escapes from the detector, it takes away 0.511
MeV of energy, and a single escape peak (full-energy peak minus 0.511 MeV) will be
displayed. On the other hand, if both annihilation photons escape from the detector, they
take away 1.02 MeV of energy, resulting in a double escape peak (full-energy peak minus
1.02 MeV) [19].

As an example, the Figure 2-8 shows the decay scheme of Cobalt-60, that before its stable
state, the daughter radionuclide Nickel-60 de-excites by emitting two gamma rays of 1.17
MeV, and 1.33 MeV.

As shown in Figure 2-9 the linear spectrum of Cobalt-60 depicts only the gamma rays emitted
during the decay process, while the gamma-spectroscopy spectrum also depicts other
phenomena in the detector material.
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Figure 2-9 The upper figure shows the linear spectrum of Cobalt-60, and the lower figure shows the
gamma spectrum of Cobalt-60 taken by a scintillation spectrum [8]

The net area under a photopeak (Figure 2-10), determines the quantitative identification of
the radionuclide detected. Then, the activity, measured in Bq (or Bg/kg) of the respective
radionuclide is calculated by the following formula:

L. area
activity = (2-6)

time - yield - ef ficiency
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e areais the net area under the photopeak

e time is the duration of spectrum collection

e yield is the emission probability of the photons of the specific energy

o efficiency is the full energy peak efficiency of detection of the energy E photons

COUNTS/CHANNEL

CHANNEL NUMBER

Figure 2-10 The net area under the photopeak

2.5 Detectors

There are different types of detectors, and it is of great importance to use the appropriate
one according to the kind of analysis that needs to be conducted. In general, detectors can
be categorized into three types:

e Gaseous lonization Detectors
e Scintillation Detectors

e Semiconductor Detectors (Germanium or Silicon type detectors)

NEL-NTUA is equipped with four (4) high-purity germanium (HPGe) detectors. These are:

e 2 HPGe (High Purity Germanium detector)
e LEGe (Low Energy Germanium detector)

e XtRa (Extended Range Germanium detector)

July 15, 2024



Diploma thesis — Konstantina-Maria Triantafyllou

In the present thesis and the previous ones, two (2) of the above detectors were utilized,
these are LEGe and XtRa. These two detectors are capable of effectively detecting and
analyzing low energy photons. Therefore, their basic characteristics will be described below.

2.5.1 LEGe detector

The Low Energy Germanium Detector (LEGe) is a planar detector constructed with a thin
front and side contact, as well as a thin dead layer, along with a window usually crafted from
beryllium or carbon fibers. The rear electric contact area of the detector is smaller than the
total detector area, resulting in lower detector capacitance compared to a similarly sized
planar detector. As preamplifier noise correlates with detector capacitance, the LEGe
detector exhibits reduced noise levels compared to other detector geometries, leading to
enhanced energy resolution at low and moderate energies. This feature is particularly
significant because the low-energy spectrum typically includes a lot of X-rays from various
sources alongside gamma rays, resulting in a complex spectrum. Consequently, LEGe
detectors are preferred for low-energy gamma spectroscopy and the detection of
radionuclides such as 21°Pb (46.52 keV), 23*Th (63.29 keV), and 2**Am (59.54 keV) [4].

2.5.2 XtRa detector

It is a coaxial semiconductor detector with a window fabricated from carbon fibers and has
been installed at NEL-NTUA since 1999. It is characterized as 'coaxial one open end, closed
and facing window'. Its crystal’s main geometric characteristics are: D=80mm (diameter),
and h=78mm (height). It has a relative efficiency of 104.5% for photons of energy 1332.5keV,
presenting a resolution of 1.03keV for photons energy 122.06keV, and 2.04keV for
1332.5keV. The peak-to-Compton ratio for energy photons 1332.5keV is 82.2:1. This
detection setup is configured for the analysis of samples in the energy range 0-2000keV. It
is mounted in a suitable cylindrical front open/split-top type vertical armor of the Canberra
company (model 767) and consists of four (4) layers of material. Starting from the inside of
the shield, these are: 1.5mm thick copper sheet, Imm thick tin sheet, 100mm thick lead
layer, and a thick steel layer of 9.5mm [20].

2.6 Self-absorption of low-energy photons in gamma spectrometry

An impediment when analyzing samples with gamma spectroscopy is the difference in the
absorption properties between the calibration source and the sample that needs to be
analyzed. More precisely, this difference in the absorption properties leads to a different
attenuation of the photons inside the calibration source and the analyzed sample. The term
“self-absorption” expresses this phenomenon, meaning the absorption of photons by the
sample emitting them. The count rate detected is significantly affected by the self-
absorption of the sample, among other parameters like the source-to-detector geometry
used, which in some cases results in a considerable difference in the efficiency. Therefore, it
is necessary to introduce an efficiency correction factor (ECF) for the sample analyzed [7],
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which multiplied by the already calculated efficiency of the calibration source can surpass
the obstacle of the different self-absorptions. Consequently, the new efficiency value can
lead to a more accurate calculation of the activity by the formula (2.6).

Self-absorption becomes more evident as the photon energy decreases. Moreover, it is
significantly affected by the sample’s density, composition, and volume. Specifically, in the
case of Naturally Occurring Radioactive Materials (NORM), discussed more elaborately in
the next paragraph, the samples often have relatively large volumes [1]. Furthermore,
numerous radionuclides detected in environmental samples emit photons with low energy
levels below 80 keV, like 21°Pb (46.52 keV), 234Th (63.29 keV) (the detection of which leads
to the determination of 228U), and *!Am (59.54 keV) [4]. Therefore, self-absorption becomes
an important factor in the analysis of these samples. Due to the small inaccuracy, compared
to the total error of the calculation, induced when the photon energy is higher than 200 keV,
it is generally accepted that the self-absorption difference might be neglected [7]. However,
it has been shown in previous work and literature, that correction is also needed for much
higher energies, up to 2000 keV [4]. This work also focused on the energy range 40-2000
keV.

2.6.1 Efficiency correction factor (ECF)

Several methods have been proposed in the literature regarding resolving the problem in
gamma-spectroscopy caused by the difference in the self-absorption between the
calibration source and the sample. These can be categorized as follows [1]:

e Methods based on the preparation of standard calibration sources of the same
geometry, and composition which is either the same or similar to that of the analyzed
samples. The efficiency for the corresponding geometry, the composition of the
sample, the photon energy, and the activity, are estimated according to the

respective standard calibration source.

¢ Methods based on the efficiency calibration with a standard source and the analytical
estimation of an efficiency correction factor (ECF) for the sample, due to the

difference in their self-absorptions.

e Methods based on directly estimating the efficiency of the geometry and
composition of the material of interest, either with Monte Carlo simulation, or
numerical calculation. Often, numerical calculation is followed by experimental

procedures, which can be very complex.
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The current work focused on the calculation of an Efficiency Correction Factor (ECF) “n”,
which is defined as the ratio:

_ ef f sample

B effcal_std (2-7)

n

Where:
® effsampie i the efficiency of photon detection for the sample material
® effcasta 1S the efficiency of photon detection for the calibration material

Suppose the detector's efficiency for a given source-to-detector geometry and material is
known from previous experimental calibration, and the Efficiency Correction Factor (ECF) is
also known. In that case, the actual efficiency during the sample analysis is calculated as
follows:

effsample = effcal_std N (2-8)

If both ef foampie and ef foa1 stq are determined for the same energy in a specific source-to-
detector geometry, then ECF is calculated by the formula (2.7). It might be argued that ECF
calculation is unnecessary if ef fsampie is already known. However, it is important to note
that if the detector geometry is not accurately known, the ECF, calculated as the ratio of the
two efficiencies, helps mitigate inaccuracies introduced by the detector’s geometrical
characteristics [4].

There are different methods found in the literature used to determine the ECF, a few of
which are mentioned below. One of them is the calculation with Monte-Carlo simulations,
which can also be compared with other methods' results. Also, the experimental method
called the “Spike method” is used, which involves adding a known quantity of a standard
solution containing the isotope needed to be analyzed, to the sample under study. Self-
absorption correction factors are determined by comparing spiked samples' count rate or
activity to those of unspiked samples. However, this method is complex and impractical due
to its effect on the chemical composition of the samples [21]. Another method used is the
“Parallel beam self-absorption method”, introduced by [22]. This method correlates the
attenuation of an external photon beam passing through the sample to the self-absorption
of photons emitted within the sample. However, its accuracy is limited and only applies to a
specific range of sample thicknesses. The method used in the current work was introduced
by [5]. It is known as the “Integral method”, and more details are given below.

2.6.2 The Integral method for the determination of ECF
This method can be applied to cylindrical samples, without having restrictions regarding the
sample’s height, unlike the “Parallel beam self-absorption method”. According to [5], the
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efficiency calibration should be correlated to the self-absorption inside the sample.
Therefore, the method proposed is based on the following steps:

e Estimation of the efficiency for a specific source-to-detector geometry

e Estimation of an ECF for the analyzed sample, because of the difference in the
attenuation coefficients of the sample and the calibration source

The estimation of the ECF requires the numerical calculation of the double integral J(l),
which is roughly proportional to the fraction of photons interacting with the detector and
contributing to the full-energy peak. The formula of J(p) is:

J@) = [} fy e T dx - dr (2:9)
Where:
e pis the linear attenuation coefficient of the material (cm™)
e Risthe source radius (cm)
e tisthe source thickness (cm)

e dis the fictitious source-to-detector distance (cm), which is defined as the distance
from the sample’s surface facing the detector to a fictitious point within the detector
[5]. This distance factors in the interaction of photons that occur inside the detector
volume, not only the surface

e 7z is the distance a photon travels within the source before reaching the detector's
active zone, without any prior interaction in the source or adjacent layers,
contributing to the full-energy peak through photoelectric absorption. It is calculated
by the formula:

z=x-Jr2+x+d)?/(x+d) (2-10)

The Efficiency Correction Factor n is calculated by evaluating the formula (2.9) twice, once
for the calibration source material ](uCa,_std) and a second time for the sample’s material
](usample). Then ECF is calculated as the ratio:

](ﬂsample)
= - sample] 2-11
n ](HCaLstd) ( )
Where:
® i «q IS the calibration source linear attenuation coefficient
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Hsample is the sample source linear attenuation coefficient

According to the formulas used to find ECF with the Integral Method, it is obvious that, for a
specific detector, the values needed are: the linear attenuation coefficient of the calibration
source, the linear attenuation coefficient of the sample material, the sample-detector
geometry characteristics and the fictitious source-to-detector distance, that requires the
estimation of the effective interaction depth (EID) decinside the detector. More details about
this are given in the next paragraph.

2.6.3 The Effective Interaction Depth (EID) inside the detector

As shown in the equations (2.9) and (2.10), a fictitious source-to-detector distance d was
introduced. The following formula calculates this distance:

d=d;+d.+d.(E) (2-12)
Where:
e d, is the source-to-detector end cap distance (cm)
e d_ is the detector-to-detector end cap distance (cm)
o d,(E) is the detector’s effective interaction depth (cm)

In particular, the distances ds and d. are determined by the source and detector geometry,
while de is the effective interaction depth (EID) of the detector [5]. The schematics for these
distances are depicted in Figure 2-11.
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Figure 2-11 Source-to-detector schematics [5]
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It is of great importance to estimate the EID, which depends on the type and geometry of
the detector, as well as the energy of interest. This need arises from the fact that photons
emitted from the volume source are absorbed in different depths inside the volume of the
detector, and not just on the surface of it. Thus, the “fictitious” point detector should be
located at a position where it would yield results identical to those of the actual detector.

The EID for a specific detector and photon energy can be determined either experimentally,
following the procedure defined in [1], or with Monte-Carlo simulations, which is the focus
of the current work, and the procedure is described in detail in the fourth chapter. Regarding
the experimental procedure, the setup is quite simple. It requires a point source that emits
photons of the desired energy, positioned along the axis of the detector at various distances.
The count rate of the detected photons is recorded at each distance. The EID can be easily
determined by applying the inverse square law and plotting these values for every distance.

The EID for the LEGe detector, which is installed at NEL-NTUA, has been estimated
experimentally [1], and is equal to:

e 1.00cm £ 1.4%, for 59.54 keV photons

e 1.34cm £0.9%, for 122.06 keV photons

e 1.33cm *1.33% for 661.66 keV photons

The next chapters discuss the influence of the EID on ECF determination and how the photon
energy affects EID estimation.

2.7 Naturally Occurring Radioactive Materials (NORM)

Naturally Occurring Radioactive Materials, commonly called NORM, characterize any
radioactive substance that is naturally present in the environment and human activities
elevate people's exposure to the ionizing radiation they emit. They exist everywhere in the
environment, or are produced due to human activities, like coal burning for electricity
production. NORM mainly comprises uranium (?33U), thorium (?32Th), and potassium (*°K),
which have existed since the Earth's formation around 4.5 billion years ago. These
radionuclides undergo spontaneous decay, resulting in various other radionuclides known
as decay products, including radon (*22Rn) and radium (??°Ra) [23]. In most human activities
involving minerals and raw materials, exposure to NORM is typically not much higher than
normal background levels and poses no significant radiation protection concern. However,
some work activities can lead to substantially increased exposures that may require
regulatory control [2].

The term technologically-enhanced NORM (TENORM) is also used to refer to those NORM
in which the level of radioactivity has been increased or concentrated due to industrial
processes.
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Certain industries deal with substantial quantities of NORM, and because of the potential
hazards that have been recognized over time, they have increasingly come under monitoring
and regulation. These industries include the coal industry (mining and combustion), the oil
and gas industry (production), metal mining and smelting, mineral sands (rare earth
minerals, titanium, and zirconium), fertilizer (phosphate) industry, the building industry,
recycling, and uranium mining. The by-products and waste of these industries characterized
as NORM, may have high density and contain substantial amounts of high Z elements.
Consequently, when analyzing these materials using gamma spectrometry techniques, the
issue of photon self-absorption can become much more pronounced compared to other
environmental materials like soil or sediments.

The current work focuses on seven NORMs, regarding their self-absorption properties and
the need for ECF when conducting gemma-spectroscopy analysis. These materials are:

e Soil with 3% moisture

e Red Mud (waste generated in the Bayer process for Aluminum production)
e Fly Ash (waste generated in coal burning power plants)

e Phosphogypsum (waste generated in the fertilizer industry)

e Lead Slag

e Granulated Slag

e Shaft Furnace Slag

The calibration source 4M HCl was also examined, as well as water, since water samples are
a routine type of analysis at NEL-NTUA.

2.7.1 Soil

Soil is a natural body made up of solids (minerals and organic matter), liquids, and gases that
exist on the land surface. It is a fundamental foundation of life on Earth, serving as a reservoir
for water and nutrients, a medium for filtering and decomposing harmful wastes, and
playing a vital role in the cycling of carbon and other elements throughout the global
ecosystem.

The study of soil as a distinct scientific discipline began around the same time as systematic
investigations into substances that promote plant growth. This initial research has evolved
into understanding soils as complex, dynamic, biogeochemical systems essential to the life
cycles of terrestrial plants and soil-dwelling organisms, and ultimately to human life.
Radioactivity of soil is of great interest as it may be contaminated due to nuclear or
radiological accidents, while elevated soil natural radioactivity may be harmful for human.

2.7.2 Red Mud

Red mud is a by-product of the Bayer process used to produce alumina from bauxite.
Typically stored in dams, it poses a risk of accidents. Its composition varies based on the
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parent material (bauxite) from which it is derived. Red mud exists as a slurry with 10-30%
solid materials and a high pH, and it contains significant amounts of aluminum and iron
oxides.

2.7.3 Fly Ash

Fly ash is a by-product of coal combustion and is one of the most abundant waste materials
globally. If not collected, it is expelled with flue gas from coal-fired power plants. Composed
of tiny, airborne particles, fly ash is considered particulate matter or particle pollution. Its
chemical composition can vary depending on the coal's origin. Generally, fly ash is a pollutant
containing acidic, toxic, and radioactive substances, including lead, arsenic, mercury,
cadmium, and uranium. According to the EPA (United States Environmental Protection
Agency), significant exposure to fly ash and other coal ash components increases the risk of
cancer and respiratory diseases [24].

2.7.4 Phosphogypsum

Phosphogypsum is a solid waste by-product from processing phosphate ore to produce
phosphoric acid, which is used in fertilizer. It contains radium, which decays to form radon
gas. Both radium and radon are radioactive and carcinogenic.

The building materials industry appears to be the largest sector capable of reprocessing
significant amounts of this industrial by-product. However, only 15% of global
phosphogypsum production is recycled in the building materials industry, primarily for the
manufacture of Portland cement. The remaining 85% is disposed of without any treatment,
typically dumped in large stockpiles that occupy substantial land areas and cause serious
environmental damage due to chemical and radioactive contamination.

The primary issue limiting the use of phosphogypsum in construction is its radioactivity,
particularly the content of radon, and its potential impact on human health. The remaining
impurities can be relatively easily extracted.

2.7.5 Slags

Slag is a byproduct of metallurgical smelting processes and is a mixture of metal oxides,
silicon dioxide, and various compounds. It is generated during the combustion of raw ore or
the extraction of specific minerals from smelting materials. Large quantities of slag are
produced globally and improper or unplanned disposal of this slag into the environment
leads to severe contamination. Different types of industries around the world produce
various types of slag [25]. Three of them were examined in this work, which are the ones
described below.

e Lead Slag
Lead slag is produced during the lead recovery process from various wastes, such as
dust and slimes generated during flue gas cleaning in copper processing.
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e Granulated Slag

Granulated slag is generated during a rapid water-cooling process of electric furnace
residuum.

e Shaft Furnace Slag

Shaft furnace slag is produced in a shaft furnace where it takes place the melting of the
ores and the converter slag in the form of briquettes.
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3. Initial approach for the estimation of ECF with a Matlab code

This work constitutes the third attempt to improve the estimation of ECF for NORMs. In 2017
the first approach [3] to develop a MATLAB code to compute the ECF for the NORMs of
interest with the “Integral Method” was carried out. This effort continued in 2021 [4] to
address the deficiencies that emerged during the initial exploration of this topic. Further
details are provided below regarding the valuable information obtained from these efforts
and the areas identified for improvement.

3.1 First approach

3.1.1 Steps followed for the estimation of ECF

Taking into consideration that gamma-spectroscopy analysis of environmental samples
requires the use of ECFs, this work focused on energies ranging from 40 to 400 keV. The
reason is mainly because of the various characteristic photons that NORMs emit below 400
keV, such as 219Pb (46.52 keV), 241Am (59.54 keV), 234Th (63.29 keV), 212Pb (238 keV), 214Pb
(295 and 352 keV) and %28Ac (338 keV).

Analytical and Monte Carlo simulation techniques were used to estimate the ECFs for the
NORMs of interest, such as soil, red mud, fly ash, phosphogypsum, and three different types
of slags derived from copper processing.

In particular, the first step was to calculate the mass attenuation coefficients for all the
materials. These were utilized in the next step to calculate the linear attenuation coefficients
necessary to determine the ECFs with the “Integral Method”. For that reason, the code
MUPLOT’ was utilized that is developed by the University of Bologna and is freely available
online. Additionally, because of the lack of literature concerning the densities of materials,
the following formula was used:

p= ZiPiWi 3-1)

Then, a MATLAB code was developed, which computes the ECFs with the “Integral Method”.
The inputs given were the sample geometry, the photon energy, and the material type.
Regarding the geometry, this program provided the option to choose between two different
geometries, “Geometry 2” and “Geometry 8”, which are two cylindrical geometries used at
NEL-NTUA, based on a cylindrical containment with the following dimensions respectively: r
= 3,6cm and t = 6,9cm for “Geometry 2”, r=3,6cm and t = 1,08cm for “Geometry 8”. The
program calculated the mass attenuation coefficient for the values that were not already
calculated by the code MUPLOT. This was done by using the following empirical equation:

7 It is available on the website: http://shape.ing.unibo.it/htm|/muplot.htm
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In(p) = Aln%(E) + BIn(E) + C => p = eAnE*+BIn(E)+C (3-2)

The constants A, B, and C were derived by interpolating the natural logarithm of the mass
attenuation coefficient over the natural logarithm of the energy. An indicative graph for the
calibration source material 4M HCl is shown in Figure 3-1:
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Figure 3-1 The plot of the natural logarithm of the mass attenuation coefficient over the natural
logarithm of the energy for the 4M HCl solution[3]

Then the mass attenuation coefficients were multiplied by the densities to obtain the linear
attenuation coefficients for both the sample and the calibration source. The code gave as an
output the ECF. This first application was focused on the NEL-NTUA LEGe detector, for which
the fictitious source-to-detector distance was considered constant for all the energies and
equal to 2 cm.

Moreover, Monte Carlo simulations were performed for the NORMs mentioned above, as
well as the calibration source 4M HCI, corresponding to the geometry of the LEGe detector
and the two sample geometries. The ECFs were obtained as the ratio between the
efficiencies of the simulated material and the calibration source. In that way, it was possible
to compare the ECF values calculated with the simulations and the ones derived by the
“Integral Method”.

Lastly, for comparative purposes, the program CALCEFF was also used, which is part of the
code SPUNAL that is used at NEL-NTUA for gamma spectroscopic analysis. This in-house
developed code was developed in Fortran and runs under UNIX environment. SPUNAL
calculates the ECFs using the “Integral Method”, various materials, including soil 3% and fly

ash, for energies up to 200 keV.
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3.1.2 Conclusions and areas for improvement

The last step was to compare and analyze all the results obtained with the different methods.
Some of the main points and conclusions are described below. Due to uncertainties, the
results derived by MATLAB and PENELOPE did not correspond perfectly as shown in Figure
3.2.
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Figure 3-2 Percentage difference between the efficiency correction factor values obtained with
MATLAB and PENELOPE [3]

A reason that was considered to contribute significantly to these differences, was the fact
that PENELOPE and MATLAB used different data systems and calculation procedures to get
the mass attenuation coefficient. Hence, these values led to different results. Consequently,
it was deemed of great importance to solve this problem in the future.

Another reason that needed further investigation, was the correlations used to fit the linear
attenuation coefficients with energy for various materials. In fact, it was considered that a
third-order polynomial, or splitting the energy range into more sub-regions, would be useful.

Overall, the results obtained with the different methods did not deviate greatly for energies
above 200 keV. However, for lower energies significant differences were observed which in
the case of Lead Slag reached ~60%. In general, it was concluded that there was still room
for improvement, to diminish the differences even more, and investigate how every single
parameter affects the calculation of the ECF. Also, an important outcome was that an ECF is
needed even for energies well above 400 keV, especially for dense materials, contrary to

what it was originally believed that corrections up to the energy of 200keV would be
sufficient.
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3.2 Upgrade of the MATLAB program-Second approach

3.2.1 Steps followed for the estimation of ECF

Subsequently, the work conducted in the initial thesis was extended by a second thesis,
which concentrated on upgrading the MATLAB code in various ways. The main goal was to
enhance the accuracy of the results, as well as to increase flexibility and ease of use.

Regarding the accuracy of the results, it was mainly improved by the introduction of better
fittings to calculate the total mass attenuation coefficient um. Calculating this factor using
the same data with the Monte Carlo simulations was deemed very important. Therefore, all
the mass attenuation values were calculated from the beginning based on the data obtained
from the PENELOPE simulation code, with the program tables.exe. These calculations were
now made for 14 energy levels between 30 keV and 2000 keV, while for the densest material
Lead Slag, they were made for 27 energy levels. Subsequently, to find the best correlation
to fit the data (E, um), the plot of the natural logarithm of the mass attenuation coefficient
Um over the natural logarithm of the energy was split in the energy region into two sub-
regions and two-third-order polynomials were used to cover each part. The result is shown
in Figure 3-3 below.
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Figure 3-3 The plot of the natural logarithm of the mass attenuation coefficient over the natural
logarithm of the energy for the LS presented as an example with two-third-order polynomials[4]

Hence, the equation used by the new MATLAB program to calculate the mass attenuation

coefficient for each sub-energy region was:
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W = elA-(InE)*+B-(InE)?+CInE+D] (3-3)
m

Where, for each material, the values of A, B, C, and D are determined for each energy sub-
region.

Thereafter, the thesis focused on the flexibility of the MATLAB program. Consequently, the
first modification was to let the user set manually the value of the EID. The program requires,
as input, the sum of the distance from the source (bottom of the sample) to the detector
and the EID within the detector.

Another change in the program was the possibility for the user to choose manually the
desired material density, while typical values were provided on the screen for assistance.

Besides the changes mentioned above, modifications were implemented to allow the user
the flexibility to select any cylindrical geometry by specifying its height and radius. However,
the user was still able to choose from the default geometries, “Geometry 2” and “Geometry
8”.

Also, the material “Water” was added to the list of materials, which could be considered
either as a material to be analyzed or as a calibration source.

The final modification to the program was the extension of the energy range up to 2000 keV.
This was deemed important as many isotopes of interest emitted by environmental samples
and NORMs, often exceed the energy of 1000 keV, and their ECF is not equal to one.

To make this program more user-friendly and facilitate its use, it was necessary to develop
a standalone application, thereby eliminating the requirement for MATLAB software
installation. In particular, a standalone desktop application in the form of ”.exe” was created
with MATLAB-GUI. The user gives as inputs the geometry of the sample, the source-to-
detector distance, the material, the material’s density, the photon energy, and the program
calculate the mass attenuation coefficient, and the ECF.

3.2.2 Conclusions and areas for improvement

The standalone application that was created is shown in Figure 3-4. The flexibility that the
new code provided allowed for the estimation of ECF for various scenarios of materials,
densities, geometries and photon energies The program results and the comparisons made
with Monte-Carlo simulation results indicated that the accuracy in ECF calculation was
generally sufficient, except in cases involving high-density materials and relatively low-
energy photons. Specifically, the results between MATLAB and Monte Carlo simulations had
a percentage difference of 20% for the higher-density materials and 5% for low-density
materials. The results regarding the percentage difference between MATLAB and Monte
Carlo simulations are shown in greater detail in Figure 3-5
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Figure 3-4 Running the application with an example [4]
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Figure 3-5 Percentage difference between MATLAB and Monte Carlo simulations [4]
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With the program being more flexible and user-friendly, it was able to further study the
effect of EID . A parametric analysis showed that the EID is energy-dependent and ECF seems
to depend on the distance (d). Therefore, a systematic study in this field could potentially fix
some inaccuracies in the results.

Overall, despite the significant improvements in enhancing the code's accuracy, there were
still areas that require further investigation. Modifications can be made to ameliorate the
results in low energies for dense materials where the differences are maximum. The areas
that should be examined are the influence of the EID, as well as other phenomena that were
not taken into consideration so far, such as the near elastic scattering which affects the
photopeak shape at low energies especially for higher densities.
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4. The calculation of the Effective Interaction Depth (EID)

As mentioned in the previous paragraph, a significant conclusion drawn from the previous
thesis [4], was the great influence of the EID on the estimation of the ECF. Consequently, it
was deemed important to investigate this parameter further. This work focused on the
detector XtRa, which is in operation the NEL-NTUA. To calculate the EID, Monte-Carlo
simulations were conducted. Furthermore, the EID was also estimated experimentally to
ensure completeness and enable cross-referencing with the simulations. Both methods are
described in detail below. Moreover, the results derived from these methods are thoroughly
discussed.

4.1 Monte-Carlo simulations for the calculation of the EID

4.1.1 PENELOPE code

The Monte-Carlo code used to perform the simulations is PENELOPE (PENetration and
Energy LOss of Positrons and Electrons). It is a computer code system that performs Monte-
Carlo simulations of coupled electron-photon transport in various materials across a wide
energy range, from a few hundred electron volts (eV) to approximately 1 gigaelectron volt
(GeV) [26]. The interaction processes on which the code is based, are the dominant ones for
the energy range mentioned previously, which are the photoelectric effect, coherent
(Rayleigh) scattering, incoherent (Compton) scattering, and electron-positron pair
production. The distribution package of PENELOPE includes three main programs, PENSLAB,
PENCYL, and PENMAIN. According to the geometry and the nature of the problem, the
appropriate program is used.

4.1.2 The procedure of the simulations

For the simulations conducted in this work, the main program PENMAIN was used, because
it is suitable for simulations with complicated geometries. Moreover, it was considered
important to run the simulations for the energy range of 40-1000 keV, because, as
mentioned in previous paragraphs, the radionuclides of interest for detecting NORMs, emit
photons within this range. Additionally, the EID varies more significantly within this region.
The prerequisite to run the simulations is the preparation of the geometry file, the material
files, and the input file. All of them are built in a text editor, but further details about these
files are given below.

4.1.3 Geometry file

The geometry file of the XtRa detector (.geo file) was used for the simulations. It includes all
the information regarding the bodies and modules constituting the detector system. These
files are structured in three distinct sections. In the first part, the quadric surfaces limiting
the bodies are defined. After this part follows the definition of the bodies, including
information about their materials and the surfaces that define their borders. The third
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section defines the modules of the geometry that contain the bodies. An example of the
structure of these files is shown in Figure 4-1.

0000000000000000000000000000000000000000000000000000000000000000
SURFACE ( 2) PLANE Z2=-16.65

INDICES=( 0, 0, O, 1, 1)

Z-SCALE=( 1.665000000000000E+01, 0)
0000000000000000000000000000000000000000000000000000000000000000
0000000000000000000000000000000000000000000000000000000000000000
BODY {. 32) Ge Dead Layer peripheral

MATERIAL ( 4)

SURFACE ( 23), SIDE POCINTER=(+1)

SURFACE ( 22), SIDE POINTER=(-1)

SURFACE ( 3), SIDE POINTER=(-1)

SURFACE ( 47), SIDE POINTER=(+1l)
0000000000000000000000000000000000000000000000000000000000000000
0000000000000000000000000000000000000000000000000000000000000000
MODULE ( 90) Whole XtRa

MATERIAL( 10)

SURFACE ( 110), SIDE POINTER=(-1)

BODY ¢ )
BODY ¢ 2)
BODY (: 3)
BODY ¢ a)
B0DY ( 5)
BODY { 6
BODY ¢ 7)
B0DY ( 8)
B0DY ¢ 9)
BODY ( 10)
BODY ¢ a1)
BODY ¢ 12)
BODY ( 13)
BODY ( 14)
BODY ( 15)
BODY ( 16)
BODY ¢ 37)
BODY ( 18)
BODY ( 19)
BODY ( 20)

Figure 4-1 The structure of the geometry file

To ensure the simulations are as realistic as possible, the entire detector system was
modeled within an encompassing air sphere. This configuration accounts for interactions
occurring in the air before particles reach the detector. Furthermore, because the file is built
in a text editor, it is not possible to have a direct visualization of the geometry, therefore the
application gview2d was used for that purpose. These visualizations are shown in Figure 4-
2. The right figure illustrates the materials of the geometry system, while the left figure
shows the bodies that comprise it. Each material and body is depicted in a different color.
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Figure 4-2 The geometry illustrations of the XtRa detector (left picture in bodies, right picture in
materials)

4.1.4 Material files

The material files (.mat files) required to run the simulations were generated by the program
material.exe, using the list of materials already existing in PENELOPE’s database. The process
followed is thoroughly described in [27]. Each file contains information about the physical
properties of a material, such as the interaction cross-sections.

4.1.5 Input file

The input file (.in file) is built by the user in a text editor, and it has all the necessary
information for the simulation. This includes the type of primary particles to be simulated,
their energy, the desired number of simulated showers, and a list of material files, among
other parameters. Additionally, the file specifies the position of the point source for each
simulation, which is assumed to be isotropic. One important parameter that must be defined
in the .in file is the number and types of detectors that will be used during the simulation. In
this work one Energy Deposition Detector named “spc-enddet-01” was used to record the
energy spectrum of the photons which deliver their energy to the actual detector used. This
detector comprises of two bodies of the whole system geometry (body 15 and body 16). An
example of the structure of the input file is given below.
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TITLE
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SPOSIT
SCONE

MFHNAME
HMSIMEZ
HMENAME
HMSIMEZ
MFHNAME
HMSIMEZ
HMENAME
HMSIMEZ
MEFNAME
HMSIMEZ
MENAME
HMSIMEZ
MEFNAME
HMSIMEZ
MENAME
MSIMEA
MEFNAME
HMSIMEZ
HMENAME
MSIMEA

GECHEN

NBE
NBANGL

ENDETC
EDBCODY
EDBODY

RESUME
DUMETC
DUMEP
N5IMSH
TIME
END

XtBRa € 40keV air Z=-8.32
P33R SDource definition.

2 [Primary particles:
4.000E4 [Initial energy
0.0 0.0 -8.,32

0 0 180

l=electron, 2Z2=photon, 3=positron]
(monoenergetic sources only) ]

[Coordinates of the source]
[Conical beam; angles in deg]

»»»>»>»> Material data and simumlation parameters.

Carbon.mat

1E3 1E3 1E4 0.1 0.1 1E4 1E3
Aluminum.mat

1E3 1E3 1E4 0.1 0.1 1
Copper.mat

1E3 1E3 1E4 0.1 0.1 1
Germanium.mat
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[
]
L

5]
1%
[
]
Lad

1E3 1E3 1E4 0.1 0.1 1E4 1E3
Iron.mat
1E3 1E3 1E4 0.1 0.1 1E4 1E3
Lead.mat
1E3 1E3 1E4 0.1 0.1 1E4 1E3
Tin.mat

1E3 1E3 1E4 0.1 0.1 1
Polypropylene.mat

=
[1=%
[
]
Lad

1E3 1E3 1E4 0.1 0.1 1E4 1E3
Nal.mat
1E3 1E3 1E4 0.1 0.1 1E4 1E3
Air.mat

1E3 1E3 1E4 0.1 0.1 1E4 1E3
¥Ry Geometry and local
¥tRa air.geo

Frr»Er»er»»> Emerging particles.

0 4.1E4 200

[Material file, up to 20 chars]

[ERBS(1:3),C1,C2,WCC, HCR]

[Material file, up to 20 chars]

[EABS (1:3),C1,C2,WCC,WCR)

[Material file, up to 20 chars]

[ERBS(1:3),C1,C2,WCC, WCR]

[Material file, up to 20 charsz]

[EABS (1:3),C1,C2,WCC,WCR)

[Material file, up to 20 chars]

[ERBS(1:3),C1,C2,WCC, WCR]

[Material file, up to 20 chars]

[EABS (1:3),C1,C2,WCC,WCR)

[Material file, up to 20 chars]

[ERBS (1:3),C1,C2,WCC, WCR]

[Material file, up to 20 chars]

[EAB5(1:3),C1,C2,WCC,WCER]

[Material file, up to 20 chars]

[ERBS (1:3),C1,C2,WCC, WCR]

[Material file, up to 20 chars]

[EAB5(1:3),C1,C2,WCC,WCER]

zimulation parameters.
[Geometry file, up to 20 chars]
Energy and angular distributions.
[Energy window and no. of bins]

10 14 [Ho. of bin=z for the angles THETA and PHI]

»»>»3»>»> Energy-deposition detectors
[Energy window and no. of bins]

0 4.1E4 1000

(up to 25).

15 [Active body]
16 [Active body]
»»>»>»3>»> Job properties.

dump . dmp [Rezume from this dump file, 20 chars]
dunp . dmp [Generate this dump file, 20 chars]
3.8E3 [Dumping period, in =ec]
1E7 [Dezired number of szimulated showers]
SES [Allotted simulation time, in sec]

[End=s the reading of input data]

Figure 4-3 The structure of the input file
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4.1.6 Output file

After the simulation has finished, various files are generated. One of the output files, which
contains all the important information about the deposited energy spectrum in the energy
deposition detector. This file can be opened with a text editor, and its data can be processed
using Microsoft Excel. It consists of three columns, with the number of rows depending on
the number of bins defined in the input file to divide the energy range. In this case, the
energy was divided into 1000 bins. The first column contains the values of the deposited
energy in eV. The second column contains the values of the probability density in
1/(eV*particle), and the third column contains the statistical uncertainty, defined as 3 0. An
example of this file’s structure is shown below.

$# Eesults from PENMAIN. OCutput from energy-deposition detector # 1
¥ Deposited energy 3pectrum.
¥ WABNING: May be strongly bhiased if interaction forcing iz used!
# 1=zt column: depozited energy (eV).
# 2nd column: probability density (1) (eV*particle)]).
$# 3rd column: =statistical uncertainty (3 sigma) .

2.050000E+01 2.439024E-0% 7.317073E-09

6.150000E+01 7.317073E-0% 1.267354E-08

1.025000E4+02 4.87804%E-09% 1.034780E-08

1.435000E+02 1.000000E-35 1.000000E-35

1.845000E+02 4.87804%E-09% 1.034750E-0D8

2.255000E+02 4.BTE049E-0% 1.0347S50E-08

2.665000E+02 T.317073E-0% 1.267354E-08

3.075000E+02 2.439024E-0% 7T.317073E-09

3.485000E+02 4.BTE049E-0% 1.0347S50E-0S8

3.8%5000E+02 1.463415E-08 1.7852308E-0S8

4,305000E+02 9.7560598E-0% 1.463414E-0S8

4 ,715000E+02 4.BTE049E-0% 1.034750E-08

5.125000E+02 1.463415E-08 1.782308E-08

Figure 4-4 The structure of the output file

4.1.7 The procedure for the calculation of the EID for the XtRa detector with
Monte-Carlo simulations

One of the main goals of this work was to estimate the EID for the XtRa detector at various
energies, so that it will be incorporated in the Matlab code. As mentioned in the previous
paragraph, this investigation was crucial to determine whether this factor improves the
calculation of the ECF using the “Integral Method”, thereby ensuring that the results closely
approximate the ECF obtained through simulations.

The procedure followed to calculate the EID is described in [5]. According to this method,
the first step is to position a point source at various distances on the symmetry axis of the
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detector and measure its peak count rates n(d). The values of the peak count rates change
according to the inverse square law as follows:

1
n(d) « 7 (4-1)

This leads to the following formula:
L _«d (4-2)
Jn(d)

The next step is to plot the inverse of the square root of the count rate \/%, against the

distance between the point source and the detector endcap. This should result in a straight
line as shown in the following graph.

662 keV +

yd

£

¢ . A
—

wnits)

[arbi trary
[]
" 166kev

-~

-2 1] 2 4 G 8 10 12 14 16
d_ lem)

Figure 4-5 The plot to calculate the EID [5]

The final step to estimate the EID for each energy level is to extrapolate the line to the infinity
count rate, corresponding to distance 0 and find the value of the fictitious point-detector
position. This distance is referenced from point 0, which is the top of the Polypropylene cap.
Nevertheless, to calculate the distance of the EID inside the detector, with the reference
point being the top of the detector's dead layer, it is necessary to subtract the distance ds
(from the source to the detector endcap) and the distance d. (from the endcap to the
detector surface) from the value obtained from the graph.

In this work, the EID was calculated for ten distinct energy levels, specifically for 40 keV, 50
keV, 100 keV, 150 keV, 200 keV, 250 keV, 300 keV, 350 keV, 500 keV, and 1000 keV. Following
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the procedure mentioned above, nine simulations were conducted for each energy level.
For each of them, the isotropic point source was positioned at a different distance from the
detector. In particular, the reference point was the polypropylene cap, which is situated on
top of the vacuum area containing the Germanium detector body. Thus, along the symmetry
axis of the detector, the point source was simulated, firstly, located on top of the
Polypropylene cap (considered distance of 0 cm), to 8 cm from it, in 1 cm increments.

It is noteworthy that a point source was used to estimate the EID instead of a volume source,
which would allow for the consideration of the phenomenon of self-absorption within the
source. There are a couple of reasons for this choice. Firstly, with a volume source, self-
absorption would prevent a linear relationship in the plot of the inverse square root of the
count rate against the distance. Consequently, it would be impossible to extrapolate the
curve to determine a fictitious point-detector position. Furthermore, when calculating the
double integral to estimate the ECF, the phenomenon of self-absorption is already
considered. Hence, using a volume source would result in considering this phenomenon
twice.

4.1.8 Output files processing

To ensure the accuracy of all simulations, statistical uncertainties were calculated for the
bins corresponding to the photopeak. As explained in [27], the percentage error was
determined by dividing the statistical uncertainty, 3 o (third column of the output file
“spc-enddet-01.dat”) by the probability density (second column of the output file “spc-
enddet-01.dat”) and multiplying this quotient by 100. For all conducted simulations, this
error was found to be lower than 1%. Consequently, the results are deemed to be highly
accurate.

1
To calculate the value of the inverse square root of the count rate —, for creating plots
| @ &P

for the estimation of the EID for each energy, the following calculation was done.

n(d) = p, - dE - Nt (4-3)

Where:
e pgis the probability density 1/(eV*particle)
e dE is the bin width
e Nt is the total number of simulated photons

This multiplication gives us the number of photons recorded in the bin. The number of bins
that need to be added is given by the following formula [28]:

_1.5-FWHM 44

Where:
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e FWHM is the Full Width at Half Maximum
e dE is the bin width

This formula is used because a full energy peak in the real spectrum, is delimited in the region
[centroid £ 1.5-FWHM], thus including more bins than just the photopeak to include all the
photons that would deposit their energy in the detector is crucial. To experimentally
determine the full energy peak efficiency for photons with energy E, the net area of the full
energy peak in the spectrum is assumed to represent the number of photons depositing
energy E in the detector. However, a small number of photons with slightly reduced energy,
due to prior scattering may also be recorded in the full energy peak. This results in a minor
asymmetry in the peak, which is more evident for low-energy photons and photon sources
with significant self-absorption. Despite this, the asymmetry is often so small that the
photopeak can still be treated as a singlet. Therefore, when determining a full energy peak
efficiency through simulation, all photons that might be recorded in the photopeak,
including those with slightly reduced energy, should be considered [29]. Consequently, for
the correct determination of the number of photons recorded under the photopeak, it is
suggested to use the bins that include the photon energy region [E-n+E], where n was
defined in equation (4-4).

4.2 Results

4.2.1 Spectrum graphs

In this paragraph, spectrum graphs are displayed for all the respective energies used in the
Monte-Carlo simulations for the calculation of the EID. These spectra provided valuable
insights into the detected photo peaks, leading to several interesting conclusions. In general,
as will be discussed in more detail below each graph, the identified photo peaks have four
different origins.
o The full energy peak of the monoenergetic point source for each energy
e Photo peak created by the characteristic X-ray photon due to the photoelectric effect
with the materials of the detector
o Photo peak created by X-ray escape peaks due to photons that interacted with the
germanium, but the characteristic X-ray escaped, and therefore it creates a peak in
the spectrum at an energy lower than the incident X-ray energy
e Photo peak created by characteristic X-ray photons due to the photoelectric effect
with the materials of the detector, which subsequently interacted with the
germanium, and the characteristic X-ray escaped.
The table 4.1 that follows shows the different K and L characteristics of X-ray photons of
the materials that comprise the detector [30] and may be recorded in the simulated

spectrum. It is worth noting that many of these peaks are not detected in the
experimental spectrum as they are obscured by background fluctuations.
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Table 4-1 The K and L characteristics of X-ray photons of the materials that comprise the detector

Material Kai(keV) | Kaz2(keV) | Kpg(keV) | Lai(keV) | Laz2(keV) | Lpi(keV) | Lg2(keV) | Ly(keV)
Aluminum 1.48 1.49 1.56
Copper 8.05 8.03 8.91 0.93 0.93
Germanium 9.89 9.86 10.98 1.19 1.19 1.22
Lead 74.97 72.8 84.94 10.55 10.45 12.61 12.62 14.76
Tin 25.27 25.04 28.49 3.44 3.44 3.66 3.9 4.13
Sodium 28.61 28.32 32.29 3.94 3.93 4.22 4.51 4.8
Natrium 1.04 1.04 1.07

Below each spectrum, a table is provided that lists the energies of most of the detected
photo peaks along with their respective origins. It is important to note that not all photo
peaks from the same origin have identical energies. This variation arises because the
simulations at different energies were conducted using different energy bin-widths.

40 keV spectrum

1.00E+00
1.00E-01
1.00E-02
1.00E-03
1.00E-04
1.00E-05
1.00E-06

1.00E-07 Mpr/

1.00E-08

Probability density (1/(eV*particle))

1.00E-09

1.00E-10
0 5000 10000 15000 20000 25000 30000 35000 40000 45000

Deposited Energy (eV)
e Xi=0 cm Xi=4 cm Xi=8 cm

Figure 4-6 The spectrum for 40 keV
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Table 4-2 The origin of the photo peaks for the spectrum of 40 keV

The energy of the photo peak (keV)

Origin of the photo peak

39.9 The full energy peak of the monoenergetic point source

30.1 The escape peak of the Kq1 X-ray emission line of Germanium

29.0 The escape peak of the Kg X-ray emission line of Germanium

10.9 The characteristic Kg X-ray of Germanium, which was detected
because the photon interacted with the dead layer of the
detector

9.9 The characteristic Kq1 X-ray of Germanium, which was detected

because the photon interacted with the dead layer of the
detector

1.00E+00
1.00e-01
1.00E-02
1.00E-03
1.00E-04
1.00E-05
1.00E-06
1.00E-07

1.00E-08

Probability density (1/{eVv*particle))

1.00E-09

1.00E-10
0.00E+00 1.00E+04

50 keV spectrum

2.00E+04 3.00E+04 4.00E+04 5.00E+04 6.00E+04
Deposited Energy (eV)

* Xi=Ocm » Xi=4cm  » Xi=8cm

Figure 4-7 The spectrum for 50 keV
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Table 4-3 The origin of the photo peaks for the spectrum of 50 keV

The energy of the photo peak (keV)

Origin of the photo peak

50.0 The full energy peak of the monoenergetic point source

40.1 The escape peak of the Kal X-ray emission line of
Germanium

39.0 The escape peak of the KB X-ray emission line of Germanium

32.3 The characteristic KB X-ray of Sodium

28.6 The characteristic Kal X-ray of Sodium

28.3 The characteristic Ka2 X-ray of Sodium

11.0 The characteristic KB X-ray of Germanium, which was
detected because the photon interacted with the dead layer
of the detector

9.9 The characteristic Kal X-ray of Germanium, which was

detected because the photon interacted with the dead layer
of the detector

1.00E+00
1.00E-01
1.00E-02
1.00E-03
1.00E-04
1.00E-05
1.00E-06

1.00E-07

Probability density (1/{eV*particle))

1.00E-08

1.00E-09

1.00E-10
0.00E+00 2.00E+04

100 keV spectrum

4.00E+04 6.00E+04 8.00E+04 1.00E+05 1.20E+05

Deposited Energy (eV)

* Xi=0 cm Xi=4 cm Xi=8 cm

July 15, 2024



Κεφαλαιο%204.docx

Diploma thesis — Konstantina-Maria Triantafyllou

Figure 4-8 The spectrum for 100 keV

Table 4-4 The origin of the photo peaks for the spectrum of 100 keV

The energy of the photo peak (keV)

Origin of the photo peak

100.0 The full energy peak of the monoenergetic point source
90.1 The escape peak of the Kal X-ray emission line of Germanium
89.0 The escape peak of the KB X-ray emission line of Germanium
32.3 The characteristic KB X-ray of Sodium

28.7 The characteristic Kal X-ray of Sodium

10.9 The characteristic KB X-ray of Germanium, which was

detected because the photon interacted with the dead layer
of the detector
9.8 The characteristic Kal X-ray of Germanium, which was

detected because the photon interacted with the dead layer
of the detector

1.00E+00

1.00E-01

1.00E-02

1.00E-03

1.00E-04

1.00E-05

Probability density (1/(e¥*particle))

1.00E-08

1.00E-09

1.00E-10
0.00E+00 2.00E+04 4.00E+04

1.00E-06 : :
v
1.00E-07

150 keV spectrum

6.00E+04 8.00E+04 1.00E+05 1.20E+05 1.40E+05 1.60E+05 1.80E+05

Deposited Energy (eV)

® Xi=0 cm Xi=4 cm Xi=8 cm

Figure 4-9 The spectrum for 150 keV
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Table 4-5 The origin of the photo peaks for the spectrum of 150 keV

The energy of the photo peak (keV) Origin of the photo peak

150.0 The full energy peak of the monoenergetic point source

140.0 The escape peak of the Kal X-ray emission line of Germanium

32.2 The characteristic KB X-ray of Sodium

28.6 The characteristic Kal X-ray of Sodium

9.8 The characteristic Kal X-ray of Germanium, which was

detected because the photon interacted with the dead layer of
the detector

200 keV spectrum

1.00E+00
1.00E-01
1.00E-02
1.00E-03
1.00E-04
1.00E-05

1.00-06 : “ .

1.00E-07

Probability density (1/{eVv*particle))

1.00E-08
1.00E-09

1.00E-10
0.00E+00 5.00E+04 1.00E+05 1.50E+05 2.00E+05 2.50E+05

Deposited Energy (eV)

s Xi=0cm  * Xi=4Acm = Xi=8 cm

Figure 4-10 The spectrum for 200 keV
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Table 4-6 The origin of the photo peaks for the spectrum of 200 keV

The energy of the photo peak (keV)

Origin of the photo peak

200.0 The full energy peak of the monoenergetic point source
190.0 The escape peak of the Kal X-ray emission line of Germanium
28.7 The characteristic Kal X-ray of Sodium
9.9 The characteristic Kal X-ray of Germanium, which was
detected because the photon interacted with the dead layer of
the detector
250 keV spectrum
1.00E+00
1.00E-01
1.00E-02
T
2 100E03
2
3 1.00E-04
=
Z 100E-05
Z
=
2 1.00E-06 —
Z ’ ‘ \
= - ] o __._-'""'"'""'h-«.._ - -
® 1.00E-07 ¥ s g — .
o e e o s TN
[=
1.00E-08
1.00E-09
1.00E-10
0.00E+00 5.00E+04 1.00E+05 1.50E+05 2.00E+05 2.50E+05 3.00E+05

Deposited Energy (eV)

* Xi=0cm » Xi=4 cm Xi=8 cm

Figure 4-11 The spectrum for 250 keV
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Table 4-7 The origin of the photo peaks for the spectrum of 250 keV

The energy of the photo peak (keV)

Origin of the photo peak

250.0 The full energy peak of the monoenergetic point source
240.0 The escape peak of the Kal X-ray emission line of Germanium
28.7 The characteristic Kal X-ray of Sodium
300 keV spectrum
1.00E+00
1.00E-01
—  1.00£-02
)
£ 1.00£-03
2
2 1.00E-04
=
;— 1.00E-05
z
L4
T 1.00E-06
g o —f\ .
£ 100807 Petery
=]
o
S 1.00E-08
1.00E-09
1.00E-10
0.00E+00 5.00E+04 1.00E+05 1.50E+05 2.00E+05 2.50E+05 3.00E+05 3.50E+05

Deposited Energy (eV)

* Xi=0 cm Xi=4 cm Xi=8 cm

Figure 4-12 The spectrum for 300 keV

Table 4-8 The origin of the photo peaks for the spectrum of 300 keV

The energy of the photo peak (keV)

Origin of the photo peak

300.0

The full energy peak of the monoenergetic point source

290.0

The escape peak of the Kal X-ray emission line of Germanium
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1.00E+00

1.00E-01

1.00E-02

1.00E-03

1.00E-04

1.00E-05

1.00E-06

350 keV spectrum

1.00E-07 g

Probability density (1/(eV*particle))

1.00E-08

1.00E-09

1.00E-10

0.00E+00 5.00E+04 1.00E+05

f'—\\\-_""“--.‘.;

1.50E+05 2.00E+05 2.50E+05 3.00E+05 3.50E+05 4.00E+05

Deposited Energy (eV)

e Xi=0cm » Xi=4 cm Xi=8 cm

Figure 4-13 The spectrum for 350 keV

Table 4-9 The origin of the photo peaks for the spectrum of 350 keV

The energy of the photo peak (keV)

Origin of the photo peak

350.0

The full energy peak of the monoenergetic point source

340.0

The escape peak of the Kal X-ray emission line of Germanium

July 15, 2024 E




Diploma thesis — Konstantina-Maria Triantafyllou

1.00E+00

1.00E-01

1.00E-02

1.00E-03

1.00E-04

1.00E-05

1.00E-06

500 keV spectrum

Probability density (1/(eV*particle))

1.00E-08

1.00E-09

1.00E-10
0.00E+00 1.00E+05

1.00E-07  jpleseed ey

.

2.00E+05 3.00E+05 4.00E+05 5.00E+05 6.00E+05

Deposited Energy (eV)

* Xi=0cm * Xi=4 cm Xi=8 cm

Figure 4-14 The spectrum for 500 keV

Table 4-10 The origin of the photo peaks for the spectrum of 500 keV

The energy of the photo peak (keV)

Origin of the photo peak

500.0

The full energy peak of the monoenergetic point source

490.0

The escape peak of the Kal X-ray emission line of Germanium
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1000 keV spectrum
1.00E+00
1.00E-01
1.00E-02
1.00E-03
1.00E-04
1.00E-05
1.00E-06

— .
1.00E-07 ¢
1.00E-08 .

1.00E-09

Probability density (1/(ev*particle))

1.00E-10
0 200000 400000 600000 800000 1000000 1200000

Deposited Energy {eV)

* Xi=0cm » Xi=4cm  + Xi=8cm

Figure 4-15 The spectrum for 1000 keV

Table 4-11 The origin of the photo peaks for the spectrum of 1000 keV

The energy of the photo peak (keV) | Origin of the photo peak

1000.0 The full energy peak of the monoenergetic point source

4.2.2 Effective Interaction Depth Graphs

In this paragraph are displayed the graphs that led to the calculation of the EID for the XtRa
detector for all the distinct energies, following the procedure described in 4.1.7. Firstly, the
graphs derived for distances of the point source 0 to 8 cm are presented. Below each graph,
there is a table displaying the calculated EID with the reference point at the polypropylene
cap and the associated error for each calculation. Additionally, the table includes the EID
with the reference point at the top of the dead layer of the detector, which is determined
by deducting the following distance from the calculated value.

d;+d.=093cm
Where:

e dsis the distance from the source to the detector endcap
e d.is the distance from the endcap to the detector surface
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Figure 4-16 The plot to calculate the EID at 40 keV

Table 4-12 The EID values at 40 keV

EID with the reference point at the | Uncertainty | EID with the reference point at
top of the Polypropylene cap (cm) (cm) the top of the detector (cm)
4.09 0.22 3.16
50 keV
0.002
RE=09927 @
0.0015 o
_____ o’
“ e
e AP 3
% 0.001 L
I Y Ry L
z o
0
6 4 2 0 2 4 6 8 10
-0.0005

Source-to-detector end cap distance (cm)

Figure 4-17 The plot to calculate the EID at 50 keV
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Table 4-13 The EID values at 50 keV

EID with the reference point at the Uncertainty EID with the reference point at
top of the Polypropylene cap (cm) (cm) the top of the detector (cm)
3.90 0.19 2.97
100 keV
0.002
R® =0.9956 .
0.0015 e
.—-"'r-‘--
] T e R I -
7 0.001 e ®
L @
I N s J
- ,—-".n
0053
e
6 4 2 0 2 a4 6 8 10
-0.0005

Source-to-detector end cap distance (cm)

Figure 4-18 The plot to calculate the EID at 100 keV

Table 4-14 The EID values at 100 keV

EID with the reference point at the
top of the Polypropylene cap (cm)

Uncertainty
(cm)

EID with the reference point at
the top of the detector (cm)

3.70 0.15

2.77
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Figure 4-19 The plot to calculate the EID at 150 keV

Table 4-15 The EID values at 150 keV

EID with the reference point at the | Uncertainty (cm) | EID with the reference point at
top of the Polypropylene cap (cm) the top of the detector (cm)
3.69 0.11 2.77
200 keV
0.0025
0:002 RE=09983 o
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e e e L
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Figure 4-20 The plot to calculate the EID at 200 keV
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Table 4-16 The EID values at 200 keV

EID with the reference point at the Uncertainty EID with the reference point at
top of the Polypropylene cap (cm) (cm) the top of the detector (cm)
3.74 0.09 2.82
250 keV
0.0025
0002 R?=0.9989 .
e
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i P
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Figure 4-21 The plot to calculate the EID at 250 keV

Table 4-17 The EID values at 250 keV

EID with the reference point at the Uncertainty EID with the reference point at
top of the Polypropylene cap (cm) (cm) the top of the detector (cm)

3.8 0.08 2.88
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Figure 4-22 The plot to calculate the EID at 300 keV

Table 4-18 The EID values at 300 keV

EID with the reference point at the Uncertainty EID with the reference point at
top of the Polypropylene cap (cm) (cm) the top of the detector (cm)
3.85 0.06 2.92
350 keV
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Figure 4-23 The plot to calculate the EID at 350 keV
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Table 4-19 The EID values at 350 keV

EID with the reference point at the Uncertainty EID with the reference point at
top of the Polypropylene cap (cm) (cm) the top of the detector (cm)
3.89 0.06 2.96
500 keV
0.003
R®=0.9995 .
00025 | e
e
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< oools | . o
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Figure 4-24 The plot to calculate the EID at 500 keV

Table 4-20 The EID values at 500 keV

EID with the reference point at the Uncertainty | EID with the reference point at
top of the Polypropylene cap (cm) (cm) the top of the detector (cm)

3.93 0.05 3.00
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Figure 4-25 The plot to calculate the EID at 1000 keV

Table 4-21 The EID values at 1000 keV

EID with the reference point at the | Uncertainty | EID with the reference point at
top of the Polypropylene cap (cm) (cm) the top of the detector (cm)
4.12 0.05 3.19

It is noteworthy that the fit of the linear regression is slightly worse for the lower energies
(<150 keV) compared to the higher energies. Eventually, the graph that provides the EID
related to the energy, with a reference point at the top of the detector calculated from the

graphs above, is shown below.
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Figure 4-26 The EID-Energy plot for the detector XtRa

July 15, 2024



Diploma thesis — Konstantina-Maria Triantafyllou

The shape of the EID-Energy plot is not as one would expect, presenting a slight increase
with energy. In the low energy there appears to be a minimum at about 120 keV. In the
literature, the concept of the EID as a function of photon energy, has been investigated
mostly experimentally and for energies higher than 59.5 keV and it presents the
expected behavior. However, according to [6], the EID value shows different behavior
for the energy ranges 26.6-59.5 keV and 59.5-1332 keV. More specifically, the EID
decreases with increasing energy up to 37.3 keV and then it increases until it reaches a
plateau. This behavior was attributed in [6] to the dead layer thickness of the Germanium
crystal that was used during simulation. This conclusion was derived after conducting
Monte-Carlo simulations with various dead-layer thicknesses. In the figure below, the
graph created by [6], shows the relationship between the EID and the photon energy.
Comparing the Figure 4-26 with Figure 4-27, it is obvious that they both show the same
behavior. Therefore, it is very probable that the graph created shows this unexpected
behavior because of the dead layer thickness of the Germanium used in the simulations.
It is worth mentioning that a detector characterization prior to M-C simulation results to
a set of the detector geometrical characteristics that will give consistent results between
simulation and experiment, provided that the geometry simulated is not radically
different from the one used for the detector characterization.

E 3"3—-]
£ ..
5 }| P } 1
= LlE

o 200 400 800 800 1000 1200 1400
Photon energy (keV)

Figure 4-27 Dependence of the EID on the photon energies for 26.6-1332 keV[6]

4.3 Experimental determination of the EID and comparison with the
simulation results

For the determination of the EID for the XtRa detector, an experiment was also conducted
with a 2**Am point source emitting photons at 59.54 keV. To this end, a special setup was
utilized that allows the point source to be positioned at different distances along the axis of
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the detector. The count rate of the source was measured at 8 distinct distances, ranging
from 16.7 cm up to 23.7 cm, away from the detector, with an increment of 1 cm. The graph
below was created based on the experimental measurements, enabling the calculation of
the EID.

XtRa_Am-59.54 keV
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2 o )
RP=0.9992 o @

i
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e
0.08 e

0.06

0.04

{count rate}r-1/2

0.02

-b 0 5 10 15 20 25 30
-0.02 :
Source-to-detector end cap distance (cm)

Figure 4-28 The plot created experimentally to calculate the EID

Table 4-22 The experimental values of EID

EID with the reference point at the top | Uncertainty | EID with the reference point at
of the Polypropylene cap (cm) (cm) the top of the detector (cm)

2.73 0.23 1.80

As shown in the table above, the value of the EID with the reference point at the top of the
detector is 1.8 cm, which differs significantly from the value found with Monte-Carlo
simulations for the energy of 50 keV, which is 2.9 cm. At this point it should be mentioned
that the fitting presented in Figures 4.17 and 4.18 appears to slightly deviate from linearity
as it is indicated the R2. This deviation should be attributed to the dead layer problem
mentioned previously. Therefore, it was deemed important to use only part of the data
derived from the simulations to approach as much as possible the experimental value. For
that reason, instead of calculating the EID as shown in 4.2.2, new graphs were created with
the values referring to the point source at distances 4-8 cm. These graphs which give much
better R? values are presented below.
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Figure 4-29 The new plot to calculate the EID at 40 keV

Table 4-23 The new EID values at 40 keV

EID with the reference point at the Uncertainty EID with the reference point at
top of the Polypropylene cap (cm) (cm) the top of the detector (cm)
2.86 0.06 1.93
50 keV
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Figure 4-30 The new plot to calculate the EID at 50 keV
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Table 4-24 The new EID values at 50 keV

EID with the reference point at the

Uncertainty

EID with the reference point at

top of the Polypropylens cap {cm) (cm) the top of the detector (cm)
2.77 0.06 o
100 keV
0.0018
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e e e e
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Figure 4-31 The new plot to calculate the EID at 100 keV

Table 4-25 The new EID values at 100 keV

EID with the reference point at the
top of the Polypropylene cap (cm)

Uncertainty
(cm)

EID with the reference point at
the top of the detector (cm)

2.84

0.05

191
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Figure 4-32 The new plot to calculate the EID at 150 keV

Table 4-26 The new EID values at 150 keV

EID with the reference point at the Uncertainty e T
top of the Polypropylene cap (cm) (cm) the top of the detector (cm)
- 0.03 2.10
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Figure 4-33 The new plot to calculate the EID at 200 keV

July 15, 2024



Diploma thesis — Konstantina-Maria Triantafyllou

Table 4-27 The new EID values at 200 keV

EID with the reference point at the

Uncertainty

EID with the reference point at

top of the Polypropylene cap (cm) (cm) the top of the detector (cm)
3.18 0.04 o
0.0025
: R=1 o
........ "
| Jpenes
; 00015 .-..u.
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0000‘5
¢}
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Source-to-detector end cap distance {cm)

Figure 4-34 The new plot to calculate the EID at 250 keV

Table 4-28 The new EID values at 250 keV

EID with the reference point at the
top of the Polypropylene cap (cm)

Uncertainty
(cm)

EID with the reference point at
the top of the detector (cm)

3.34

0.03

241
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Figure 4-35 The new plot to calculate the EID at 300 keV

Table 4-29 The new EID values at 300 keV

EID with the reference point at the Uncertainty | EID with the reference point at
top of the Polypropylene cap (cm) (cm) the top of the detector (cm)
3.48 0.01 2.55
350 keV
0.0025
R=1 o
e
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-
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Figure 4-36 The new plot to calculate the EID at 350 keV
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Table 4-30 The new EID values at 350 keV

EID with the reference point at the

Uncertainty

EID with the reference point at

top of the Polypropylene cap (cm) (cm) the top of the detector (cm)
3.55 0.02 2.62
500 keV
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Figure 4-37 The new plot to calculate the EID at 500 keV

Table 4-31 The new EID values at 500 keV

EID with the reference point at the
top of the Polypropylene cap (cm)

Uncertainty
(cm)

EID with the reference point at
the top of the detector (cm)

3.60

0.03

2.67
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Figure 4-38 The new plot to calculate the EID at 1000 keV

Table 4-32 The new EID values at 1000 keV

EID with the reference point at the | Uncertainty | EID with the reference point at
top of the Polypropylene cap (cm) (cm) the top of the detector (cm)

4.07 0.09 3.14

The graph that provides the EID calculated from the graphs above, and its dependence on
photon energy is shown below.
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Figure 4-39 The new EID-Energy plot for the detector XtRa
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It is of great importance that in this case the value of the EID for the energy 59.54 keV, is
1.85 cm, which is significantly closer to the experimental value. Moreover, the behavior of
the EID-Energy graph seems to rule out the impedance of choosing the appropriate dead
layer thickness for the simulations. That is probably because, for distances closer to the
detector, the importance of the dead layer thickness becomes greater than for distances
that are more distant from the detector. For these reasons, the Figure 4-39 was deemed more
appropriate to be incorporated into the Matlab code for the calculation of the ECF. More
details about the Matlab code created are given in the next chapter.
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5. The upgrade of the Matlab code for the calculation of the

Efficiency Correction Factors

In this chapter are presented all the modifications and upgrades made in the present work
to make the Matlab standalone application for the calculation of ECF for NORM created in
[4], more flexible and user-friendly. The two main pillars of improvement were the
enhancement of the application’s GUI to increase user convenience and the introduction of
an EID-Energy function to incorporate this value in the calculation of the ECF. More details
about these changes in the code are given in the next paragraph. Moreover, the procedure
for creating the new standalone application is explained in this chapter, as the tool deployed
is different from the one used for the first standalone application. Finally, the results
obtained with the Matlab code are shown and compared with the results derived from
PENELOPE simulations.

5.1 Matlab code modifications

As mentioned above, the first modification was the upgrade of the GUI of the standalone
application. The feature of having an intuitive standalone application is very crucial because
it ensures easy operation for any user without additional dependencies and programming
knowledge. Also, it facilitates the parametric study of various parameters and their effect on
ECF. Hence, attention to detail was given so that the interface environment is as self-
explanatory as possible. The figure below shows the updated interface, while the exact
procedure for creating it is described in the next paragraph.
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Figure 5-1 The GUI of the new standalone application

However, the most significant modification was the introduction of the function that defines
the EID based on the energy level for a specific detector (in our case the XtRa detector), as
illustrated in Figure 4-39. Specifically, in the previous version of the Matlab code the user was
able to give as an input the sum of the distance from the source to the detector and the EID
inside the detector. Nevertheless, for a specific detector, the source-to-detector distance
remains constant, while the EID inside the detector varies with energy. On the other hand,
the user might decide to put the sample far from the detector (e.g. in hot samples). Hence,
in the updated version of the code, this distance was divided into two distinct parts. These
are the following:

e The constant distance for a determined detector, from the source to the top of the
detector (ds+d)

e The EID inside the detector, defined as the distance from the top of the detector to
a fictitious interaction point inside the detector (de)

The first distance, which is the distance from the source to the detector, can be specified by
the user in the standalone application. For the second distance, which is the EID within the
detector, the user has the option to either manually set this value or retrieve it from the
function provided in the code for the XtRa detector. Specifically, due to the functional
behavior of the graph, a 3rd-degree polynomial function was used to fit the graph as shown

in the graph below.
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Figure 5-2 The 3™-degree polynomial fit

y = 2.21034E — 09 = x3 — 4.60668E — 06 x> + 3.86501E — 03 * x
+ 1.67236E + 00 (5-1)

The above polynomial function (5-1) has been integrated into the MATLAB code, allowing
the user to retrieve the corresponding EID value for any desired energy level. For energies
above 1000 keV, the EID value remains the same as that for 1000 keV, because for higher
energies the EID doesn’t change considerably, to affect the calculations.

5.2 Matlab standalone application

5.2.1 Modifications in the Matlab code

The main modifications made in the code were regarding the parameter of the distance
between the source and the “fictitious” detector point. More specifically, this distance was
previously set as a single value, while in this work it is split into two parts. The first part is
the source-to-detector distance (ds+d.), which is fixed for each sample-to-detector setup and
is a known value. The second part is the detector EID (de), which is energy-dependent and
can be determined through simulations or experimentally. As described in the previous
paragraph, the EID value was determined through simulations for the XtRa detector, and a
polynomial function that fit accurately the EID-Energy graph was integrated into the code.
Consequently, when the user defines the energy level, the respective EID value is
automatically retrieved to calculate the ECF. However, in case the user wants to calculate
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the ECF for another detector than the XtRa, there is the possibility to define this value
manually.

5.2.2 Modifications in the GUI of the standalone application

The updated standalone application was created in the App Designer of Matlab. MATLAB
App Designer is a powerful tool for creating interactive applications. It offers a
comprehensive environment for designing app layouts and programming their behavior.
Furthermore, it is very easy for developers to integrate a variety of Ul components into their
applications and finally package them into standalone executables, allowing users to run
them without needing MATLAB installed.

The first step to launch the App Designer is to type “appdesigner” in the Command Window.
Then a drag-and-drop interface appears that allows the user to construct the interface of
the application in the desired way. The creation and design of the app layout take place in
the design view, as shown in the figure below.

Figure 5-3 The appdesigner interface

By switching to the code view the user can write callback functions and the necessary script.
Callback functions execute specific actions in response to events caused by the user, such as
clicking a button or entering a value in corresponding fields. Therefore, each value entered

by the user triggers a callback function.
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After completing the design of the GUI, and the code running in the background, the next
step is to package the app as a standalone application. This is a straightforward procedure
using the Application Compiler. By navigating to the “Designer” tab in App Designer and
selecting “Share”, followed by “Standalone Desktop App”, the Application Compiler opens.
Then the developer configures settings such as the application information, icon, and
installation options. After that, by clicking “Package” Matlab will compile the application into
a standalone executable (.exe file), which is ready to be distributed and installed.

5.2.3 The final version of the standalone application

The updated standalone application is shown in Figure 5-4. To calculate the ECF the user first
selects the material by choosing the corresponding number. Next, the user enters the
density of the sample material, which can either be the default density provided in the layout
or a custom value. Following this, the user defines the distance between the sample and the
detector. The source-to-detector distance is entered in the first field. The user then decides
whether to manually input the EID value or retrieve the pre-calculated value for the XtRa
detector, by entering 0 or 1, respectively. If manually entered, the user then fills the next
field with the desired value. Subsequently, the sample's geometry is defined. The user can
select one of the standard geometries (2", "5", or "8"), with dimensions provided in the
layout, or enter 0 to define a custom geometry. Finally, the user specifies the energy level
within the range of 30 to 2000 keV. After completing these fields, the code calculates the
ECF and the mass attenuation coefficient of the material by clicking the calculate button. If
the user opts to retrieve the EID, its value is displayed after clicking the button.
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Figure 5-4 The GUI of the new standalone application

5.3 Results derived from the Matlab code

The main goal of this work is to calculate the ECF for seven typical NORMs. This was achieved
by using the Matlab code. In this work it was considered important to calculate and present
the ECF values for the worst-case scenario of the self-absorption phenomenon. This scenario
corresponds to the sample geometry with the largest volume (and higher thickness),
referred to as "Geometry 2" (r=3.6 cm & t=6.9 cm) among the default sample geometries
used at NEL-NTUA. Therefore, the ECF value was calculated for all the materials and their
default densities used in the code, for an energy range of 40-1000 keV. The results are shown
in the table 5.1 and figure 5.7 below.
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Table 5-1 The results derived from the Matlab code for “Geometry 2”

ECF-Matlab code

keV Soil 3% RM FA SFS PG GS LS

40 0.6909 0.2954 0.7314 0.2906 0.6238 0.3547 0.1749
60 0.8613 0.4605 0.8951 0.4427 0.8267 0.5228 0.2971
80 0.9606 0.5882 0.9884 0.557 0.9534 0.6432 0.4033
100 1.017 0.6745 1.0406 0.6329 1.0279 0.7207 0.4806
150 1.0531 0.7494 1.0742 0.6974 1.0784 0.7803 0.5621
200 1.0637 0.775 1.0839 0.7184 1.0931 0.8015 0.5916
300 1.0713 0.7964 1.0905 0.7372 1.1038 0.8192 0.6163
400 1.0723 0.8085 1.0905 0.7491 1.1048 0.8295 0.6317
500 1.0713 0.8158 1.0888 0.7568 1.1032 0.8359 0.6420
1000 1.0653 0.8277 1.0812 0.7707 1.094 0.8467 0.6600

Some very useful conclusions can be drawn from the graph presented at Figure 5.7. Firstly,
the graph clearly shows that the ECF values increase inversely with the material's density. In
fact, lead slag which has the highest density, has the lowest ECF values, while
phosphogypsum which has the lowest density, has the greater ECF values. Specifically, the
lowest the density the more the ECF value tends to the value 1, meaning that there is a
greater need for the highest density materials to have a self-attenuation correction.

Another useful conclusion drawn is that for low energies, the need for a self-attenuation
correction is more significant than for higher energies, for all the materials regardless of their
density, since the ECF values are lower at lower energies.

Moreover, the functional behavior of the graphs for all the materials is very similar. As seen
from Figure 5-5, while the energy increases the ECF factor tends asymptotically to a value.
However, the slope of the graphs for the lower-density materials tends to become horizontal
starting from lower energy levels compared to the higher-density materials. This leads to the
conclusion that especially for higher-density materials, a self-attenuation correction is
needed for energies as high as 1000 keV.
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Figure 5-5 The ECF-Energy plot for all the materials

It is very important to notice that in all cases the ECF value is significantly different to 1. The
reason for this should be thoroughly investigated. In conclusion, the ECF value is highly
dependent on both the energy and the density of the material, hence when calculating it,
one should be mindful of the desired material density.

5.4 Comparison between ECF results derived from the Matlab code and
PENELOPE simulations

The upgrades and modifications made in this work aimed to minimize the difference
between the ECF values calculated with the Matlab code and PENELOPE simulations.
Therefore, several PENELOPE simulations were conducted to calculate the ECF values for the
seven NORMs investigated in this work, for their default densities in the energy range of 40-
1000 keV. Particularly, it was considered important to run the simulations for the worst-case
scenario in terms of the self-absorption phenomenon, as mentioned in the previous
paragraph. Consequently, the sample geometry used for all the materials was "Geometry 2"
(r=3.6 cm & t=6.9 cm).

To examine whether the introduction of the EID distance in the code ameliorates the results,
it was considered necessary to check the results from the Matlab code when the EID value
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remains constant. Thus, an average value of the EID was considered at 2 cm, and the results
are shown in Table 5-2.

This paragraph presents the results from the M-C simulations and compares them with the
results from the Matlab code, both for a constant EID and the values integrated into the
code. Each graph shown below corresponds to a different material. Moreover, for each
material, a graph showing the percentage differences between the results is displayed, to
facilitate a straightforward evaluation of the outcomes.

Table 5-2 The results derived from PENELOPE simulations for “Geometry 2”

ECF-PENELOPE

keV Soil 3% RM FA SFS PG GS LS

40 0.6802 0.2676 0.7238 0.2656 0.6064 0.3275 0.1537
60 0.8934 0.4752 0.9243 0.4569 0.8592 0.5427 0.2949
80 0.9830 0.6383 1.0048 0.6025 0.9812 0.6911 0.4325

100 1.0171 0.7262 1.0366 0.6818 1.0275 0.7679 0.5243

150 1.0427 0.8157 1.0561 0.7649 1.0602 0.8396 0.6323

200 1.0430 0.8437 1.0540 0.7934 1.0613 0.8619 0.6750

300 1.0379 0.8680 1.0463 0.8218 1.0555 0.8826 0.7120

400 1.0366 0.8805 1.0448 0.8381 1.0487 0.8974 0.7367

500 1.0380 0.8936 1.0503 0.8536 1.0530 0.9057 0.7555

1000 1.0294 0.9143 1.0333 0.8848 1.0347 0.9252 0.8020

As is made clear from the results presented in Table 5.2 there is a need for efficiency
corrections even for energies as high as 1000 keV. However, the correction factors
determined by M-C simulation are lower than those determined by the Matlab code. As we
consider the M-C simulation as the reference method, it appears that the Matlab code
overestimated the self-attenuation correction required.

July 15, 2024 H



Diploma thesis — Konstantina-Maria Triantafyllou

Table 5-3 The results derived from the Matlab code for “Geometry 2” for EID=2 cm (constant)

ECF-Matlab code for EID=2 cm (constant)

keV Soil 3% RM FA SFS PG GS LS

40 0.6897 0.2941 0.7303 0.2894 0.6225 0.3533 0.1740
60 0.8598 0.4571 0.8939 0.4393 0.8250 0.5194 0.2940
80 0.9602 0.5853 0.9883 0.5539 0.9529 0.6404 0.3999

100 1.0172 0.6724 1.0409 0.6306 1.0282 0.7188 0.4780

150 1.0525 0.7514 1.0734 0.6996 1.0775 0.7821 0.5648

200 1.0620 0.7795 1.0817 0.7237 1.0906 0.8056 0.5981

300 1.0672 0.8057 1.0852 0.7485 1.0976 0.8277 0.6307

400 1.0674 0.8188 1.0843 0.7619 1.0975 0.8389 0.6483

500 1.0660 0.8268 1.0821 0.7706 1.0953 0.8459 0.6598

1000 1.0568 0.8462 1.0705 0.7941 1.0815 0.8635 0.6908
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Figure 5-6 The ECF-Energy plots for Lead Slag
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As can be seen in Figure 5.8 where the ECF results for Lead Slag are presented, for low energy
photons, up to ~80keV simulation results and Matlab code results are almost the same which
is of great importance since this indicates that the code provides good quality results for the
very important low energy region. For higher energies the results gradually deviate.
However, it appears that the EID selection does not play such an important role. The
percentage difference between the Matlab code results for constant EID and M-C simulation
results are presented in Figure 5.9. Similar results are presented for the other materials in
Figures 5.9 — 5.21.
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Figure 5-7 The percentage differences between Matlab and PENELOPE for Lead Slag
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Figure 5-8 The ECF-Energy plots for Shaft Furnace Slag
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Figure 5-9 The percentage differences between Matlab and PENELOPE for Shaft Furnace Slag
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Figure 5-10 The ECF-Energy plots for Red Mud
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Figure 5-11 The percentage differences between Matlab and PENELOPE for Red Mud
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Figure 5-12 The ECF-Energy plots for Granulated Slag
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Figure 5-13 The percentage differences between Matlab and PENELOPE for Granulated Slag
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Figure 5-14 The ECF-Energy plots for Soil 3%
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Figure 5-15 The percentage differences between Matlab and PENELOPE for Soil 3%
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Figure 5-16 The ECF-Energy plots for Fly Ash
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Figure 5-17 The percentage differences between Matlab and PENELOPE for Fly Ash
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Figure 5-18 The ECF-Energy plots for Phosphogypsum
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Figure 5-19 The percentage differences between Matlab and PENELOPE for Phosphogypsum

From the graphs shown above, it is feasible to verify the accuracy of the Matlab code, as well
as the contribution of the EID as a parameter that can improve the results and minimize the
difference with the results derived from the PENELOPE simulations. Generally, the results
presented above have great consistency and satisfactory accuracy for most of the materials
and in a wide energy range.

More specifically, one of the conclusions drawn is that for materials with a density above 1
g/cm3, such as Lead Slag, Shaft Furnace Slag, Red Mud, and Granulated Slag, the ECF values
calculated using the Matlab code are lower than those calculated with the PENELOPE
simulations. On the other hand, for materials with a density lower than 1 g/cm?3, such as Soil
3%, Fly Ash, and Phosphogypsum the results from the Matlab code are slightly higher than
the PENELOPE simulation results. This indicates a strong dependency between density and
ECF calculation, highlighting the need for further investigation in this area.

It is important to note the highest percentage differences observed for each material. A clear
relationship exists between the density of the materials and the magnitude of these
differences. In general, these differences refer to the highest energy level calculated, which
is 1000 keV, whereas at lower energy levels, the differences significantly drop. In particular,
the highest differences detected are for Lead Slag, approximately 15% at 1000 keV. Shaft
Furnace Slag shows the highest difference of approximately 12% at 1000 keV, followed by
Red Mud with a decrease to approximately 10%, and Granulated Slag with the highest
difference dropping further to approximately 8%. The lowest values of the highest
differences are observed for materials with densities lower than 1 g/cm3. Specifically, Soil
shows approximately 3% as the highest difference, while Fly Ash and Phosphogypsum
differences are approximately 4% and 5%, respectively. For energies below 100 keV, the ECF
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values achieve their highest accuracy. It is evident that there is still room for improvement
in the code, especially for the higher density materials, and for the higher energy levels.
However, considering that this represents the first attempt to calculate ECF for the XtRa
detector, the entire endeavor is considered successful.

It should be noted at this point that the XtRa detector is a very large detector with a diameter
of 3", much higher than the cylindrical sample diameter. This means that there are photons
emitted from the top of the sample which reach the detector after exiting from the side of
the sample and not from the sample bottom. This means that the distance z calculated and
used in the integral formula may not be the appropriate one to be used for the attenuation
of these photons. This might be a good explanation for the deviations between Matlab code
and M-C simulation results.

Another notable conclusion drawn is the impact of the EID value, particularly how the results
are influenced by whether this value remains constant or varies with energy. In fact, the
difference between the two results is very slight with some of the values derived being
almost identical. This might be due to the selection of a constant distance of 2 cm, which
represents an average EID value across all energies. Consequently, it does not vary
significantly compared to the EID values at distinct energy levels, which typically show small
differences among them. The energy region where the introduction of the EID functions
improves the results is the lower range.

5.5 The effect of the material density on the calculation

As mentioned in the previous paragraph the ECF seems to be highly dependent on the
density of the sample. Subsequently, this parameter was investigated further for three
materials of different “default” densities, for four different energy levels. Specifically, the
ECF values were calculated with the Matlab code, for Lead Slag, whose default density is
2.645 g/cm3, Red Mud, whose default density is 1.735 g/cm?3, and Soil, whose default density
is 1 g/cm3. For each material, the calculations were made for different densities around the
default values, to compare the results. The graphs presented in Figures 5.22, 5.23 and 5.24
show how the ECF changes with the different densities for each energy level. This
investigation of great importance since it is very unlikely that in real life applications the
densities of the materials that will have to be analyzed will be the default densities.
Furthermore, it should be taken into consideration that even for the very same material the
packing density when preparing a sample is not standard but depends —among other things
— on the effort put by the analyst when preparing the sample. Needless to say, how
important is the effect of the material’s exact composition, which in most cases is not known
by the analyst.
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Figure 5-20 The ECF for different densities of Lead Slag
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Figure 5-21 The ECF for different densities of Red Mud
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Figure 5-22 The ECF for different densities of Red Mud

The graphs above clearly show that material density significantly influences the calculation
of the ECF value. It is also evident that the lower the energy level, the higher the influence.
Additionally, it is worth mentioning that the ECF values decrease as the density increases. In
fact, for Lead Slag, the percentage difference between the lowest and highest ECF values is
approximately 50% at 50 keV, whereas this difference decreases to approximately 30% at
1000 keV. For Red Mud, the percentage difference starts at approximately 98% at 50 keV
and drops to approximately 47% at 1000 keV. For Soil, the corresponding percentage
differences are approximately 48% and 32%, respectively.

July 15, 2024 gy



Diploma thesis — Konstantina-Maria Triantafyllou

6. Conclusions

The primary aim of this research was to expand the capabilities of the Matlab code
developed in previous works for the calculation of the efficiency correction factor (ECF)
required in gamma spectroscopic analysis. This work mainly focused on germanium detector
XtRa, operating at the NEL-NTUA, which is used to measure the radioactivity of various
samples, including those containing Naturally Occurring Radioactive Materials (NORMs).
However it can be used for other detectors and any cylindrical sample configuration.

To this day, the analysis of environmental radioactivity samples, such as soil, slags, red mud,
and others, remains a complicated topic due to the various parameters that affect the
procedure. These parameters include the sample composition, which directly influences its
linear attenuation coefficient, the sample’s density, and volume, the sample-to-detector
setup, as well as the differences between the reference source used for the efficiency
calibration of the detector, and the sample being analyzed. Moreover, a major barrier to the
accurate calculation of the radioactivity of various samples, particularly NORMs, is the
phenomenon of self-absorption.

This work focused on the upgrade and extension of a Matlab code initially developed in the
thesis [3], and continued in [4]. The code calculates an Efficiency Correction Factor (ECF) with
the “Integral Method” for seven different NORMs (Soil, Fly Ash, Red Mud, Phosphogypsum,
and three different slags) using a standard calibration source of 4M HCl. Additionally, several
Monte Carlo simulations were conducted to calculate the ECF values and compare them with
the results obtained from the Matlab code.

The initial Matlab code created by [3], focused on calculating the ECF for NORMs with the
“Integral Method”, and the results were compared with Monte-Carlo simulations conducted
for the germanium detector LEGe, located in NEL-NTUA. The outcome of that research was
very promising but left room for improvement. Specifically, the largest deviations were
found in low energies, below 250 keV, for the dense materials, such as the slags. The
differences between the Monte-Carlo simulations and the Matlab code in this energy range
were found approximately 60%. This divergence was attributed to the significant differences
between the linear attenuation coefficients of the materials used in the Matlab code and
those used in the PENELOPE code database. Moreover, the energy range for the calculation
of the ECF was limited, from 30 to 400 keV, even though correction factors for the self-
attenuation are needed for much higher energies as well, as shown in the next thesis, and in
this work. Another drawback of the original code was that the user should have Matlab
installed, as well as basic programming knowledge.

In the thesis that followed [4], many improvements and upgrades were made to the Matlab
code. The focus was on the germanium detector LEGe. Firstly, the linear attenuation
coefficients were adjusted to match those used in the PENELOPE database. This change
converged the results between the PENELOPE simulations and the Matlab code and dropped
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their percentage difference to 20% for the higher density materials and 5% for the low-
density materials. Furthermore, the energy range for the ECF calculation was extended to
2000 keV. An important investigation, which also led to the research conducted in this work,
was the influence of the Effective Interaction Depth (EID) on the calculation of the ECF. In
the first place, this parameter was considered constant, even though it is energy-dependent.
Finally, the Matlab code was turned into a standalone application which made it very user-
friendly and accessible to everyone. Despite the positive results, there were still areas for
improvement, such as studying other detectors, examining the EID value, and extending the
capabilities of the Matlab code.

The work presented in this thesis took the research that preceded a step further. To begin
with, a thorough investigation was conducted to determine the EID value and its variation
with energy for the germanium detector XtRa. To achieve this, several Monte Carlo
simulations were run, and the results were plotted in a graph. Besides the simulations, an
experiment was also performed, with an Americium point source at 59.54 keV, and the
outcomes were crosschecked. A radical change made to the Matlab code was to split the
source-to-fictitious point detector distance into two parts. Previously, this parameter was
considered constant for the LEGe detector. However, in this work focusing on the XtRa
detector, the distance was divided into the source-to-detector distance and the EID within
the detector. The source-to-detector distance remains fixed for each sample-detector setup,
while for the EID within the detector, a polynomial function was incorporated into the code
to retrieve the value based on the desired energy level. This polynomial function fits very
accurately the plot created for the EID. Based on this change the ECF values were calculated
for different energy levels from the Matlab code, and they were compared to the respective
values derived from Monte-Carlo simulations. The entire endeavor is considered successful
according to the derived results. More specifically, the percentage differences between the
outcomes of the Matlab code and the PENELOPE simulations decreased even further
compared to the previous thesis, indicating that the EID indeed plays a significant role in the
calculation of the ECF. Moreover, it is noteworthy that the highest differences were found
for the higher energies, specifically at 1000 keV, whereas for the energies below 200 keV,
the differences were negligible. For the densest material, Lead Slag, the percentage
difference was 15% at 1000 keV, while for Soil the respective difference was only 3%.

At this point it should be mentioned that the size of the XtRa detector is much higher than
the sample size and this introduces problems with the use of the integral formula as
described in paragraph 5.4. The investigation presented in this work should be repeated for
other detectors operating at NRL-NTUA, like the LEGe detector or a conventional HPGe.

Another point worth mentioning is the great influence that the material density has on the
calculation of the ECF. By changing only this parameter, the ECF can even double. Therefore,
the user should accurately know the composition and density of the sample to be analyzed.
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Lastly, the GUI of the standalone application was upgraded to make it more user-friendly,
and easy to use.

Although many necessary changes and improvements were made in this work, there are still
areas for further investigation. First, it would be very useful to include more detectors in the
code. In this thesis, a thorough study was conducted on the EID of the detector XtRa.
Consequently, it is important to follow up this study with additional detectors and possibly
different sample-to-detector setups. Moreover, an investigation of the influence that the
dead layer thickness has on determining the EID would be very important. Another
improvement would be to extend the materials list. Additionally, it would be interesting to
examine in more detail how each parameter affects the calculation of the ECF, such as the
volume and density of the sample, and possibly determine their correlation. Lastly,
enhancements could be made to the “Integral Method” to minimize the differences
between the various methods of calculating the ECF, or to define the cases where this
method is sufficient.

Finally, it would be of great interest to investigate what is the ECF for different materials
having the same density. This will provide very useful information as to which is the most
important parameter affecting self-absorption: material density or material composition.
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Appendix

Original Matlab code
% EFFICIENCY CORRECTION FACTOR

. Source - detector setup

; % Fictitious source-to-detector distance [cm]

s 2. Sample geometry

prompt='Geometry [2/8] : ';

geom=input (prompt) ;

if geom==8

r=3.6; % Radius of the sample [cm]

t=1.077; % Thickness of the sample [cm]

end

if geom==2

r=3.6; % Radius of the sample [cm]

t=6.9; % Thickness of the sample [cm]

end

if geom~=2 && geom~=8

fprintf ('ERROR: the requested geometry does not exist. Please, insert
2 or 8.")

return

end

% 3. Sample material

prompt='\n MATERIAL \n\n 1:So0il \n 2:Red Mud \n 3:Fly Ash \n 4:SF
Slag \n 5:Phosphogypsum \n 6:G Slag \n 7:L Slag \n\n';

mat=input (prompt) ;

if mat==1 % Soil

ro=1.000; % Density of the sample [g/cm”3]

x en=[30 40 50 60 80 100 150 200 300 400 500 600 800 1000];
v_mi=[1.3647 0.67714 0.42883 0.31624 0.2212 0.18221 0.14283 0.12509
0.10562 9.40E-02 8.59E-02 7.98E-02 7.12E-02 6.54E-02];

A=0.265;

B=-3.4735;

C=8.79645;

end

if mat==2 % RM

ro=1.735; % Density of the sample [g/cm”3]

x en=[30 40 50 60 80 100 150 200 300 400 500 600 800 10007];

E
1
=2

o Q. o

v_mi=[2.3833 1.1128 0.65302 0.44617 0.27595 0.21015 0.15105 0.12856
0.1066 9.43E-02 8.58E-02 7.95E-02 7.06E-02 6.45E-02];

A=0.3423;

B=-4.4342;

C=11.758;

end

if mat==3 % FA

ro=0.97; % Density of the sample [g/cm"3]

x _en=[30 40 50 60 80 100 150 200 300 400 500 600 800 1000];

v mi=[1.303 0.65079 0.4151 0.30808 0.21748 0.18011 0.14199 0.124¢6
0.1053 9.37E-02 8.55E-02 7.94E-02 7.08E-02 6.49E-02];

A=0.2572;

B=-3.3855;

C=8.5359;

end

if mat==4 % SF Slag
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ro=1.981; % Density of the sample [g/cm”"3]

x en=[30 40 50 60 80 100 150 200 300 400 500 600 800 1000];

v mi=[2.0893 0.98742 0.58836 0.40853 0.2599 0.20184 0.14848 0.12738
0.10614 9.40E-02 8.56E-02 7.94E-02 7.05E-02 6.45E-021];

A=0.3247;

B=-4.214;

C=11.07;

end

if mat==5 % PG

ro=0.931; % Density of the sample [g/cm”3]

x _en=[30 40 50 60 80 100 150 200 300 400 500 600 800 1000];

v mi=[1.7362 0.83582 0.511 0.36429 0.24186 0.19295 0.14608 0.12648
0.10609 9.43E-02 8.62E-02 8.01E-02 7.17E-02 6.60E-02];

A=0.3013;

B=-3.9132;

C=10.125;

end

if mat==6 % G Slag

ro=1.657; % Density of the sample [g/cm”3]

x _en=[30 40 50 60 80 100 150 200 300 400 500 600 800 1000];

v mi=[1.9894 0.94384 0.56592 0.39565 0.25471 0.19941 0.14809 0.12748
0.10646 9.43E-02 8.59E-02 7.96E-02 7.07E-02 6.46E-02];

A=0.3172;

B=-4.1203;

C=10.785;

end

if mat==7 % L Slag

ro=2.645; % Density of the sample [g/cm”3]

x en=[30 40 50 60 80 100 150 200 300 400 500 600 800 1000];

v _mi=[2.8348 1.3072 0.75301 0.50389 0.30434 0.22218 0.15429 0.12966
0.10659 9.40E-02 8.54E-02 7.90E-02 7.01E-02 6.39E-02];

A=0.3645;

B=-4.7186;

C=12.66;

End

if mat<l

fprintf ('ERROR: the requested material does not exist. Please, enter
a number in the range [1,7]")

return

end

if mat>7

fprintf ('"ERROR: the requested material does not exist. Please, enter
a number in the range [1,7]")

return

end

% 4. Calibration material: 4M HCL

ro _cal=1.059;

x _en cal=[30 40 50 60 80 100 150 200 300 400 500 600 800 1000];
v_mi cal=[0.65694 0.38878 0.28935 0.24176 0.19693 0.17476 0.14622
0.13034 0.11146 0.10012 9.24E-02 8.68E-02 7.93E-02 7.45E-02];

A cal=0.1518;

B cal=-2.1001;

C cal=4.7583;

% 5. Linear attenuation coefficient

prompt='\n ENERGY [keV] \n\n ';

energy=input (prompt) ;
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if energy<30

fprintf ('\n ERROR: the energy range is [30, 1000] keV \n\n '");
return

end

if energy>1000

fprintf ('\n ERROR: the energy range is [30, 1000] keV \n\n '");
return

end

Lia cal = ismember (energy, x_en cal);

Lia=ismember (energy, x en);

if Lia cal==

mi m cal=interpl(x en cal, v mi cal, energy);

else

mi m cal=exp(A cal*(log(energy))"2+B cal*log(energy)+C cal);
end

if Lia==

mi m=interpl(x en, v_mi, energy);

else

mi m=exp (A* (log (energy)) "2+B*log(energy) +C) ;
end

mi cal=mi m cal*ro cal;
mi=mi m*ro;

% 6. Integral method
J cal=integral2 (@ (x,y) (y.*exp (-

mi cal.*(x.*(y."2+(x+d)."2)."1/2)./(x+d))) ./ (y."2+(x+d) ."2),0,t,0,r);
J=integral2 (@ (x,y) (y.*exp (-
mi.*(x.*(y."2+(x+d) ."2).71/2) ./ (x+d))) ./ (y."2+(x+d) ."2),0,t,0,r);

% 7. Efficiency correction factor
ECF=J/J cal

Upgraded Matlab code

unction varargout = GUI ECF (varargin)

% GUI ECF MATLAB code for GUI_ECF.fig

% GUI _ECF, by itself, creates a new GUI ECF or raises the
existing

% singleton*.

% H = GUI_ECF returns the handle to a new GUI ECF or the handle
the existing singleton*.

% GUI ECF('CALLBACK',hObject,eventData, handles,...) calls the
local

% function named CALLBACK in GUI ECF.M with the given input
arguments.

o

% GUI ECF('Property', 'Value',...) creates a new GUI ECF or
raises the

% existing singleton*. Starting from the left, property value
pairs are

% applied to the GUI before GUI _ECF OpeningFcn gets called. An

% unrecognized property name or invalid value makes property
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application
% stop. All inputs are passed to GUI_ECF OpeningFcn via
varargin.

o\°

% *See GUI Options on GUIDE's Tools menu. Choose "GUI allows
only one
instance to run (singleton)".

o° oe

o\©

See also: GUIDE, GUIDATA, GUIHANDLES

Edit the above text to modify the response to help GUI ECF
Last Modified by GUIDE v2.5 04-Jun-2020 13:46:11

Begin initialization code - DO NOT EDIT

gui_Singleton = 1;

gui_ State = struct('gui Name', mfilename,

'gui Singleton', gui_Singleton,

'gui OpeningFcn', @GUI_ECF OpeningFcn,

'gui OutputFcn', QGUI_ECF OutputFcn,

'gui LayoutFcn', [] ,

'gui Callback', [1]);

if nargin && ischar (varargin{l})

gui State.gui Callback = str2func(varargin{l});

end

if nargout

[varargout{l:nargout}] = gui mainfcn(gui State, varargin{:});
else

gui mainfcn(gui_ State, varargin{:});

end

% End initialization code - DO NOT EDIT

o o°

o\°

Q

% —-—- Executes just before GUI ECF is made visible.

function GUI_ECF OpeningFcn (hObject, eventdata, handles, varargin)
This function has no output args, see OutputFcn.

hObject handle to figure

eventdata reserved - to be defined in a future version of MATLAB
handles structure with handles and user data (see GUIDATA)
varargin command line arguments to GUI ECF (see VARARGIN)

Choose default command line output for GUI_ ECF

handles.output = hObject;

% Update handles structure

guidata (hObject, handles);

% UIWAIT makes GUI ECF wait for user response (see UIRESUME)

% uiwait (handles.figurel);

--- Outputs from this function are returned to the command line.
function varargout = GUI_ECF OutputFcn (hObject, eventdata, handles)
varargout cell array for returning output args (see VARARGOUT) ;
hObject handle to figure

eventdata reserved - to be defined in a future version of MATLAB
handles structure with handles and user data (see GUIDATA)

Get default command line output from handles structure
varargout{l} = handles.output;

function d _Callback (hObject, eventdata, handles)

hObject handle to d (see GCBO)

eventdata reserved - to be defined in a future version of MATLAB
handles structure with handles and user data (see GUIDATA)
Hints: get (hObject, 'String') returns contents of d as text
str2double (get (hObject, 'String')) returns contents of d as a
double

A o° o0 o o

o\©

o\©

o o° o o

o

d° o° o oe

o
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o

% —-—-—- Executes during object creation, after setting all properties.
function d CreateFcn (hObject, eventdata, handles)

hObject handle to d (see GCBO)

% eventdata reserved - to be defined in a future version of MATLAB
handles empty - handles not created until after all CreateFcns
called

% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.

if ispc && isequal (get (hObject, 'BackgroundColor'),

get (0, 'defaultUicontrolBackgroundColor'))

set (hObject, 'BackgroundColor', 'white');

end

o\©

o\°

function geom Callback (hObject, eventdata, handles)

hObject handle to geom (see GCBO)

eventdata reserved - to be defined in a future version of MATLAB
handles structure with handles and user data (see GUIDATA)
Hints: get (hObject, 'String') returns contents of geom as text
str2double (get (hObject, 'String')) returns contents of geom

s a double

-—-- Executes during object creation, after setting all properties.
function geom CreateFcn (hObject, eventdata, handles)

hObject handle to geom (see GCBO)

eventdata reserved - to be defined in a future version of MATLAB
handles empty - handles not created until after all CreateFcns
alled

Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.

if ispc && isequal (get (hObject, 'BackgroundColor'),

get (0, 'defaultUicontrolBackgroundColor'))

set (hObject, 'BackgroundColor', 'white');

end

function energy Callback (hObject, eventdata, handles)

hObject handle to energy (see GCBO)

eventdata reserved - to be defined in a future version of MATLAB
handles structure with handles and user data (see GUIDATA)
Hints: get (hObject, 'String') returns contents of energy as text
str2double (get (hObject, 'String')) returns contents of energy

s a double

--- Executes during object creation, after setting all properties.
function energy CreateFcn (hObject, eventdata, handles)

hObject handle to energy (see GCBO)

eventdata reserved - to be defined in a future version of MATLAB
handles empty - handles not created until after all CreateFcns
alled

Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.

if ispc && isequal (get (hObject, 'BackgroundColor'),

get (0, 'defaultUicontrolBackgroundColor'))

set (hObject, 'BackgroundColor', 'white');

end

function mat Callback (hObject, eventdata, handles)

hObject handle to mat (see GCBRO)

eventdata reserved - to be defined in a future version of MATLAB
handles structure with handles and user data (see GUIDATA)
Hints: get (hObject, 'String') returns contents of mat as text

o o° oo oP

o\©

oo

o° o

o\©

o°

o d° od° o oe

oo

o° e oe

o°

o° o oe

o
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% str2double (get (hObject, 'String')) returns contents of mat as
a double
% —--—- Executes during object creation, after setting all properties.

function mat CreateFcn (hObject, eventdata, handles)

hObject handle to mat (see GCRO)

% eventdata reserved - to be defined in a future version of MATLAB
handles empty - handles not created until after all CreateFcns
called

% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.

if ispc && isequal (get (hObject, 'BackgroundColor'),

get (0, 'defaultUicontrolBackgroundColor'))

set (hObject, 'BackgroundColor', "white');

end

% —--- Executes on button press in pushbutton ECF.

function pushbutton ECF Callback (hObject, eventdata, handles)
hObject handle to pushbutton ECF (see GCBO)

o\°

o\

o\°

% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
global ECF

d=str2double (get (handles.d, 'String"));
geom=str2double (get (handles.geom, 'String'));
mat=str2double (get (handles.mat, 'String'));
energy=str2double (get (handles.energy, 'String'));
r=str2double (get (handles.r, 'String'));
t=str2double (get (handles.t, 'String'));
ro=str2double (get (handles.r0, 'String'));

if geom==

r=3.6; % Radius of the sample [cm]

t=1.077; % Thickness of the sample [cm]

end

if geom==2

r=3.6; % Radius of the sample [cm]

t=6.9; % Thickness of the sample [cm]

end

if mat==1 % Soil

$ro=1.000; % Density of the sample [g/cm"3]

x en=[30 35 40 45 50 60 80 100 150 200 300 400 500 600 800 1000];
v mi=[1.3986 0.94829 0.69336 0.53746 0.43687 0.32054 0.22286 0.18346
0.14449 0.12715 0.1078 0.09582 0.08719 0.080498 0.070568 0.0633781;
if energy<150

A=-0.1166;

B=2.23;

C=-13.91;

D=26.45;

End

if energy>150
A=-0.009175;
B=0.1466;
C=-1.194;
D=1.518;

end

if energy == 150
mi m = 0.14449;
end

end
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if mat==2 % RM

$ro=1.735; % Density of the sample [g/cm”3]

x _en=[30 35 40 45 50 60 80 100 150 200 300 400 500 600 800 10001];
v _mi=[2.4322 1.6057 1.136 0.84954 0.6646 0.45251 0.27827 0.21156
0.15243 0.13019 0.10832 0.095736 0.086904 0.080133 0.070162
0.0629771;

if energy<150

A=0.05843;

B=0.03045;

C=-5.118;

D=15.65;

end

if energy>150

A=-0.01837;

B=0.3375;

C=-2.511;

D=4.532;

end

if energy == 150

mim = 0.15243;

end

end

if mat==3 % FA

$ro=0.97; % Density of the sample [g/cm”3]

x en=[30 35 40 45 50 60 80 100 150 200 300 400 500 600 800 1000];
v_mi=[1.3293 0.90393 0.66316 0.51594 0.42092 0.31096 0.21839 0.18083
0.14326 0.1263 0.1072 0.095314 0.086741 0.08009 0.070214 0.063062];
if energy<150

A=-0.1312;

B=2.41;

C=-14.61;

D=27.27;

end

if energy>150

A=-0.008551;

B=0.1338;

C=-1.107;

D=1.316;

end

if energy == 150
mim= 0.14326;

end

end

if mat==4 % SF Slag

$ro=1.981; % Density of the sample [g/cm"3]

x en=[30 35 40 45 50 60 80 100 150 200 300 400 500 600 800 1000];
v mi=[2.1344 1.4182 1.0111 0.76188 0.60103 0.41581 0.26279 0.20354
0.14988 0.12899 0.10784 0.095452 0.086701 0.079972 0.070045
0.0628827;

if energy<150

A=0.0233;

B=0.4741;

C=-6.893;

D=17.81;

end
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if energy>150
A=-0.01615;
B=0.2912;
C=-2.189;
D=3.788;

end

if energy == 150
mi m = 0.14988;

end

end

if mat==5 % PG

$ro=0.931; % Density of the sample [g/cm”3]

x _en=[30 35 40 45 50 60 80 100 150 200 300 400 500 600 800 1000];
v mi=[1.788 1.1929 0.8559 0.65158 0.51956 0.36841 0.24326 0.19421
0.14812 0.12903 0.1087 0.09643 0.087671 0.080905 0.070893 0.0636561];
if energy<150

A=-0.04834;

B=1.394;

C=-10.68;

D=22.69;

end

if energy>150

A=-0.01202;

B=0.2064;

C=-1.611;

D=2.488;

end

if energy == 150

mim = 0.14812;

end

end

if mat==6 % G Slag

$ro=1.657; % Density of the sample [g/cm”"3]

x en=[30 35 40 45 50 60 80 100 150 200 300 400 500 600 800 1000];
v mi=[2.0355 1.3532 0.96602 0.72969 0.57714 0.40182 0.25697 0.20074
0.14933 0.12897 0.10807 0.095716 0.086964 0.080226 0.070275
0.06309371;

if energy<150

A=0.003599;

B=0.7292;

C=-7.954;

D=19.19;

End

if energy>150
A=-0.01488;

B=0.2652;
C=-2.013;
D=3.393;

end

if energy == 150
mim= 0.14933;
end

end

if mat==7 % L Slag
$ro=2.645; % Density of the sample [g/cm”"3]
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$x_en= [30 35 40 45 50 60 80 100 150 200 300 400 500 600 800 10001];
v _mi= [2.8873 1.9 1.3376 0.99276 0.77023 0.51427 0.30434 0.22462
0.15579 0.13119 0.10815 0.095316 0.086421 0.079639 0.06969 0.0625371];
x _en=[30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 110 120 130 140
150 200 300 400 500 600 800 10007;

v mi=[2.8873 1.9 1.3376 0.99276 0.77023 0.61962 0.51427 0.43773
0.38099 0.33781 0.30434 0.2778 0.25643 0.239 0.22462 0.2023 0.18594
0.17349 0.16371 0.15579 0.13119 0.10815 0.095316 0.086421 0.079639
0.06969 0.062537];

if energy<150

A=0.0935;

B=-0.4211;

C=-3.292;

D=13.46;

end

if energy>150

A=-0.023;

B=0.433;

C=-3.167;

D=6.022;

end

if energy == 150

mi m = 0.15579;

end

end

if mat==8 % Water

$ro=1.000; % Density of the sample [g/cm”"3]

x en=[30 35 40 45 50 60 80 100 150 200 300 400 500 600 800 1000];
v mi=[0.37808 0.30952 0.27011 0.24513 0.22824 0.20686 0.18425 0.17113
0.15067 0.13711 0.11866 0.10614 0.096845 0.89541 0.078607 0.070644];
if energy<150

A=-0.2567;

B=3.54;

C=-16.56;

D=24.49;

end

if energy>150

A=7.263e-05;

B=-0.0478;

C=0.1627;

D=-1.517;

end

if energy == 150

mim= 0.15067;

end

end

% 4. Calibration material: 4M HCL

ro cal=1.059;

x _en cal=[30 35 40 45 50 60 80 100 150 200 300 400 500 600 800 10001];
v_mi cal=[0.66261 0.48741 0.38816 0.32701 0.28709 0.23968 0.1966
0.1763 0.1507 0.13599 0.11712 0.10458 0.095361 0.088137 0.077348
0.0695017];

if energy<150

A cal=-0.2998;

B cal=4.347;

C cal=-21.38;
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D cal=33.82;
End

if energy>150

A cal=-0.002213;
B cal=0.000239;
C cal=-0.1725;

D cal=-0.757;
end

if energy == 150

mi m cal = 0.1507;
end
%Lia cal = ismember (energy, x_en cal);

$Lia=ismember (energy, X _en);

%1f Lia cal==

smi m cal=interpl(x en cal, v _mi cal, energy);

selse

if energy ~= 150

mi m cal=exp(A cal*log(energy)”3 + B cal*log(energy) "2 +

C cal*log(energy) + D cal);

end

send

$if Lia==

%mi m=interpl(x_en, v _mi, energy);%it takes the v _mi for the
corresponing energy

%else

if energy ~=150

mi m=exp (A*log (energy) "3 + B*log(energy) "2 + C*log(energy) + D);% it
calculates the p

end

%end

mi cal=mi m cal*ro cal; % this multiplies the p with density
mi=mi m*ro; % this multiplies the p with density

% 6. Integral method

J cal=integral2 (@ (x,y) (y.*exp (-

mi cal.*(x.*(y."2+(x+d)."2)."1/2)./(x+d))) ./ (y."2+(x+d) ."2),0,t,0,r);
J=integral2 (@ (x,y) (y.*exp (-
mi.*(x.*(y."2+(x+d) ."2).71/2) ./ (x+d))) ./ (y."2+ (x+d) .~2),0,t,0,r);

ECF=J/J cal

set (handles.ECF, 'String',ECF) ;

set (handles.m, 'String',mi m);

function ECF Callback (hObject, eventdata, handles)

hObject handle to ECF (see GCBO)

eventdata reserved - to be defined in a future version of MATLAB
handles structure with handles and user data (see GUIDATA)
Hints: get (hObject, 'String') returns contents of ECF as text
str2double (get (hObject, 'String')) returns contents of ECF as
double

--—- Executes during object creation, after setting all properties.
function ECF CreateFcn (hObject, eventdata, handles)

hObject handle to ECF (see GCBO)

eventdata reserved - to be defined in a future version of MATLAB
handles empty - handles not created until after all CreateFcns
called

% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.

o o o o° o°

o°

o° oe

o\
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if ispc && isequal (get (hObject, 'BackgroundColor'),

get (0, 'defaultUicontrolBackgroundColor'))

set (hObject, 'BackgroundColor', "'white');

end

function r Callback (hObject, eventdata, handles)

hObject handle to r (see GCBO)

eventdata reserved - to be defined in a future version of MATLAB
handles structure with handles and user data (see GUIDATA)
Hints: get (hObject, 'String') returns contents of r as text
str2double (get (hObject, 'String')) returns contents of r as a
double

% —-—-—- Executes during object creation, after setting all properties.
function r CreateFcn (hObject, eventdata, handles)

hObject handle to r (see GCBO)

eventdata reserved - to be defined in a future version of MATLAB
handles empty - handles not created until after all CreateFcns
alled

Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.

if ispc && isequal (get (hObject, 'BackgroundColor'),

get (0, 'defaultUicontrolBackgroundColor'))

set (hObject, 'BackgroundColor', "white');

end

o o© oo oo

o\°

o° o° oo

e

function t Callback (hObject, eventdata, handles)

hObject handle to t (see GCBO)

eventdata reserved - to be defined in a future version of MATLAB
handles structure with handles and user data (see GUIDATA)
Hints: get (hObject, 'String') returns contents of t as text
str2double (get (hObject, 'String')) returns contents of t as a
double

% —--- Executes during object creation, after setting all properties.
function t CreateFcn (hObject, eventdata, handles)

hObject handle to t (see GCBO)

% eventdata reserved - to be defined in a future version of MATLAB
handles empty - handles not created until after all CreateFcns
called

% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.

if ispc && isequal (get (hObject, 'BackgroundColor'),

get (0, 'defaultUicontrolBackgroundColor'))

set (hObject, 'BackgroundColor', "white');

end

function r0 Callback (hObject, eventdata, handles)

hObject handle to r0 (see GCBO)

eventdata reserved - to be defined in a future version of MATLAB
handles structure with handles and user data (see GUIDATA)
Hints: get (hObject, 'String') returns contents of r0 as text
str2double (get (hObject, 'String')) returns contents of r0 as
double

--- Executes during object creation, after setting all properties.
function r0 CreateFcn (hObject, eventdata, handles)

hObject handle to r0 (see GCBO)

% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns
called

% Hint: edit controls usually have a white background on Windows.

o o° o o

o\©

o\°

o\©
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o

o
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% See ISPC and COMPUTER.

if ispc && isequal (get (hObject, 'BackgroundColor'),

get (0, 'defaultUicontrolBackgroundColor'))

set (hObject, 'BackgroundColor', 'white');

end

function m Callback (hObject, eventdata, handles)

hObject handle to m (see GCBO)

eventdata reserved - to be defined in a future version of MATLAB
handles structure with handles and user data (see GUIDATA)

o° o

o©

o©

Hints: get (hObject, 'String') returns contents of m as text
str2double (get (hObject, 'String')) returns contents of m as a
ouble

--- Executes during object creation, after setting all properties.
function m CreateFcn (hObject, eventdata, handles)

% hObject handle to m (see GCBO)

% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns
called

% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.

if ispc && isequal (get (hObject, 'BackgroundColor'),
get (0, 'defaultUicontrolBackgroundColor'))

set (hObject, 'BackgroundColor', 'white');
end

o©

o Q.

New Matlab code

dsc=app.SourcetodetectordistancedsdccmEditField.Value;
def_EID=app.define_EID.Value;
geom=app.EnterGeometry2580EditField.Value;

mat= app.EditField.Value;
energy=app.EnergyinkeV302000EditField.Value;
r=app.RadiusofthesamplecmEditField.Value;
t=app.ThicknessofthesamplecmEditField.Value;
ro=app.DensityoftheSampleMaterialgcm3EditField.Value;
if def_EID==0
de=app.DetectorEffectiveInteractionDepthdecmEditField.Value;
end

if def EID==1

if energy <= 1000

de = 0.0000000554*energy.”3-0.0000333964*energy.”2+0.0030357146*energy+
1.67236;

elseif energy > 1000

de = 3.14425;

end

end
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d=dsc+de;

if geom==8

r=3.6; % Radius of the sample [cm]
t=1.077; % Thickness of the sample [cm]

end

if geom==5

r=3.6; % Radius of the sample [cm]
t=2.2; % Thickness of the sample [cm]

end

if geom==2

r=3.6; % Radius of the sample [cm]
t=6.9; % Thickness of the sample [cm]

end

if mat==1 % Soil %ro=1.000 % Density of the sample [g/cm"3]

x_en=[30 35 40 45 50 60 80 100 150 200 300 400 500 600 800 1000];

v_mi=[1.3986 0.94829 0.69336 0.53746 0.43687 0.32054 0.22286 0.18346 0.14449
0.12715 0.1078 0.09582 0.08719 0.080498 0.070568 0.063378];

if energy<150
A=-0.1166;
B=2.23;
C=-13.91;
D=26.45;

end

if energy>150
A=-0.009175;
B=0.1466;
C=-1.194;
D=1.518;

end

if energy == 150
mi_m = 0.14449;
end

end
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if mat==2 % RM %ro=1.735 % Density of the sample [g/cm"3]
x_en=[30 35 40 45 50 60 80 100 150 200 300 400 500 600 800 1000];
v_mi=[2.4322 1.6057 1.136 0.84954 0.6646 0.45251 0.27827 0.21156 0.15243
0.13019 0.10832 0.095736 0.086904 0.080133 0.070162 0.062977];

if energy<150

A=0.05843;

B=0.03045;

C=-5.118;

D=15.65;

end

if energy>150

A=-0.01837;

B=0.3375;

C=-2.511;

D=4.532;

end

if energy == 150
mi_m = 0.15243;
end

if mat==3 % FA %ro=0.97 % Density of the sample [g/cm"3]

x_en=[30 35 40 45 50 60 80 100 150 200 300 400 500 600 800 1000];
v_mi=[1.3293 0.90393 0.66316 0.51594 0.42092 0.31096 0.21839 0.18083 0.14326
0.1263 0.1072 0.095314 0.086741 0.08009 0.070214 0.063062];

if energy<150

A=-0.1312;

B=2.41;

C=-14.61;

D=27.27;

end

if energy>150

A=-0.008551;

B=0.1338;

C=-1.107;

D=1.316;

end

if energy == 150

mi_m = 0.14326;

end
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if mat==4 % SF Slag %ro=1.981 % Density of the sample [g/cm"3]
x_en=[30 35 40 45 50 60 80 100 150 200 300 400 500 600 800 1000];
v_mi=[2.1344 1.4182 1.0111 0.76188 0.60103 0.41581 0.26279 0.20354 0.14988
0.12899 0.10784 0.095452 0.086701 0.079972 0.070045 0.062882];

if energy<150

A=0.0233;

B=0.4741;

C=-6.893;

D=17.81;

end

if energy>150

A=-0.01615;

B=0.2912;

C=-2.189;

D=3.788;

end

if energy == 150

mi_m = 0.14988;

end

if mat==5 % PG %ro=0.931 % Density of the sample [g/cm"3]
x_en=[30 35 40 45 50 60 80 100 150 200 300 400 500 600 800 1000];
v_mi=[1.788 1.1929 0.8559 0.65158 0.51956 0.36841 0.24326 0.19421 0.14812
0.12903 0.1087 0.09643 0.087671 0.080905 0.070893 0.063656];

if energy<150

A=-0.04834;

B=1.394;

C=-10.68;

D=22.69;

end

if energy>150

A=-0.01202;

B=0.2064;

C=-1.611;

D=2.488;

end

if energy == 150

mi_m = 0.14812;

end

end
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if mat==6 % G Slag %ro=1.657 % Density of the sample [g/cm"3]
x_en=[30 35 40 45 50 60 80 100 150 200 300 400 500 600 800 1000];
v_mi=[2.0355 1.3532 0.96602 0©.72969 0.57714 0.40182 0.25697 0.20074 0.14933
0.12897 0.10807 0.095716 0.086964 0.080226 0.070275 0.063093];

if energy<150

A=0.003599;

B=0.7292;

C=-7.954;

D=19.19;

end

if energy>150

A=-0.01488;

B=0.2652;

C=-2.013;

D=3.393;

end

if energy == 150
mi_m = 0.14933;
end

end

if mat==7 % L Slag %ro=2.645 % Density of the sample [g/cm"3]%x_en= [30 35 40
45 50 60 80 100 150 200 300 400 500 600 800 1000];%v_mi= [2.8873 1.9 1.3376
0.99276 0.77023 0.51427 0.30434 0.22462 0.15579 0.13119 0.10815 0.095316
0.086421 0.079639 0.06969 0.062537];

x_en=[30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 110 120 130 140 150 200
300 400 500 600 800 1000];

v_mi=[2.8873 1.9 1.3376 0.99276 0.77023 0.61962 0.51427 0.43773 0.38099
0.33781 0.30434 0.2778 0.25643 0.239 0.22462 0.2023 0.18594 0.17349 0.16371
0.15579 0.13119 0.10815 0.095316 0.086421 0.079639 0.06969 0.062537];

if energy<150
A=0.0935;
B=-0.4211;
C=-3.292;
D=13.46;

end

if energy>150
A=-0.023;
B=0.433;
C=-3.167;
D=6.022;

end
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if energy == 150
mi_m = @0.15579;
end

end

if mat==8 % Water %ro=1.000 % Density of the sample [g/cm"3]

x_en=[30 35 40 45 50 60 80 100 150 200 300 400 500 600 800 1000];
v_mi=[0.37808 0.30952 0.27011 0.24513 0.22824 0.20686 0.18425 0.17113 0.15067
0.13711 0.11866 0.10614 0.096845 0.89541 0.078607 0.070644];

if energy<150
A=-0.2567;
B=3.54;
C=-16.56;
D=24.49;

end

if energy>150
A=7.263e-05;
B=-0.0478;
C=0.1627;
D=-1.517;

end

if energy == 150
mi_m = 0.15067;
end

end

% 4. Calibration material: 4M HC1

ro_cal=1.059;

x_en_cal=[30 35 40 45 50 60 80 100 150 200 300 400 500 600 800 1000],;
v_mi _cal=[0.66261 0.48741 ©.38816 0.32701 0.28709 0.23968 0.1966 0.1763
0.1507 0.13599 0.11712 0.10458 0.095361 0.088137 0.077348 0.069501];

if energy<150
A _cal=-0.2998;
B_cal=4.347;
C_cal=-21.38;
D_cal=33.82;
end

if energy>150
A _cal=-0.002213;
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B_cal=0.000239;
C_cal=-0.1725;
D_cal=-0.757;
end

if energy == 150

mi_m_cal = 0.1507;

end

%Lia_cal = ismember(energy, x_en_cal);
%Lia=ismember (energy, x_en);

%if Lia_cal==1

%mi_m_cal=interpl(x_en_cal, v_mi_cal, energy);
%else

if energy ~= 150

mi_m_cal=exp(A_cal*log(energy)~3 + B_cal*log(energy)”2 + C_cal*log(energy) +
D_cal);

end

%end

%if Lia==1

%mi_m=interpl(x_en, v_mi, energy);%it takes the v_mi for the corresponing
energy

%else

if energy ~=150

mi_m=exp(A*log(energy)”3 + B*log(energy)”2 + C*log(energy) + D);% it
calculates the p

end

%end

mi_cal=mi_m_cal*ro_cal; % this multiplies the p with density
mi=mi_m*ro; % this multiplies the p with density

% 6. Integral method

J_cal=integral2(@(x,y)(y.*exp(-
mi_cal.*(x.*(y."2+(x+d).”2).71/2)./(x+d)))./(y."2+(x+d)."2),0,t,0,r);
J=integral2(@(x,y)(y.*exp(-
mi.*(x.*(y."2+(x+d).*2).21/2)./(x+d)))./(y."2+(x+d)."2),0,t,0,r);
ECF=31/]_cal;

app.EFCEditField.Value=ECF;
app.MassAttenuationCoefficientEditField.Value=mi_m;
app.EIDcmEditField.Value=de;

July 15, 2024

135



Diploma thesis — Konstantina-Maria Triantafyllou

--- Té\og eyypadou ---

July 15, 2024 el



