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Euyapiotieg

Me auth v epyacion OAOXANEWVOVTAL Ol UETATTUYLUXES UOU OTOUDES, ONUATOBOTOVING AUTO
o avog{Bola HToy To xAAUTERO UELOS TNG axadTUoix G Lou dLadpounc M€y et Twmpa. O yedvog
Hou w¢ petamtuytoxog goutnthc oto AIIMY Egapuocuévn Mrnyavixr ftay wiitepa mopayw-
Yeog xou Yo Hieha va exppdow TIC ELYARIGTIEC Hou Ge bAoug Toug avilpwroug Tou Touca
Mryavixric ye toug omoloug efya T yopd Vo GUVEPYUGT® XAUTE TA YEOVIA TWV GTOVOGY UOU.
Katapyyv, acidvopor Padid tny umoypeéwon vo euyaploTiow Toug EMBAETOVTES xadnynTég
¢ Metantuytoxic wou gpyactag, Oavdor, Zhorn xo IHavayiwtn Fovpyldtn, yio ™) cuveyn
xadodrynon xo utoothel Touc. H cuyfolt| Toug oy ouctao T xon Unope pe PeBadtnTa
VoL Tw OTL 1) OhOXAPwoT) auThS TNg Epyaciag Oev Va ftay duvaty yweic 0 cupfolr Toug. Ou
fleha eniong va ex@edow TIC EUYAPIGTIES Hou oTov xadnynTh Aviodvr Lavvoxorovho yia ta
wiaitepor dorduata TAAG TIXGTNTAC TOU E0WOE XAUTE TO €E0IVO EEAUNVO TOU axodNUaiN0) €TOUC
2022-2023, 1o omofo Aoy aROAAUGTIXG X0t LOVAdWXE 0G0 apopd o VEuTa Tou XahOpOnxay.
Téhog, Yo Hleha va euyoEIoTHOW TOUG YOVEIC HOU Yo TNV AUEPIO T CUUTAEACTUCY, TOUS O

oA pou TN Lot

Enopewvadvoag Aleupdc
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Abstract

This work focuses on wave propagation in generalized continua governed by sub-theories of
Mindlin’s general one. The primary focus is given on deriving new analytical solutions (i.e.,
Green’s functions) for infinite domains, which serve as a foundation for addressing problems
where body waves are confined within configurations of obstacle points (pins). The pins are
modelled as concentrated body forces, utilizing the displacement Green’s functions derived
in the work. The first chapter provides a brief overview of the key concepts presented in the
work and discusses potential applications. In the second chapter, Mindlin’s general theory
is thoroughly presented, beginning with the most general non-linear micromorphic theory.
The third chapter introduces the three simplified versions of Mindlin’s general theory, known
as Forms I, II, and III. Additionally, a brief overview of dipolar gradient elasticity, which
represents the simplest version of Mindlin’s general theory, is provided. This chapter also
includes a section dedicated to the elastodynamics of gradient continua, with a particular
focus on the formulation and proof of the completeness theorem, which the author believes
is a gap in the current literature. In the fourth chapter, two analytical solutions for infi-
nite domains under plane strain and anti-plane shear are derived using integral transform
techniques. Unlike their classical elasticity counterparts, these solutions are non-singular,
which makes them suitable for formulating various problems where waves are trapped inside
configurations of pins. In the fifth and final chapter, scattering problems are formulated
using the aforementioned Green’s functions. Due to the relatively low computational load of
the anti-plane shear Green’s function, complex geometries such as fractals can be considered
The results specifically address the case where Koch’s snowflake is generated through an
iterative process and due to the fractal nature of the configuration, the system’s response
reveals many intriguing phenomena.

Keywords: Bessel functions, Dispersion, Double Fourier transform, Form II, Fractals,
Green’s function, Hankel transform, Infinite domain, Koch snowflake, Microinertia, Mi-
crostructure, Mindlin’s general theory, Scattering.

il



ITepiAndm

Auth 1 epyaoia eoTdlel TN BIdBOCT) XUPATWY GE YEVIXEUUEVA CUVEY Y| LECO TOU DLETOVTOL UTO
vrodewpleg tng yevinrc Yewplag tou Mindlin.  Kodpio éugaor diveton otny eaywyr vEwv
aVoAUTIXOV AoewY (0nhadT, cuvapthoewy Green) yio dretpo yowpld, oL OTOIEC YENOUEVOLY KOS
Baom yioe THY aVTWETWOTOT TROBANUdT®WY 60U xUUaT 6YX0U EYXAWBILoVTUL EVIOS OYNUATIOUWY
Tou opllovTton and GnueLaxd EUTOOLA (oxiBec). Ot axidec HOVTENOTOOUVTAL (G CUYXEVTOWUEVES
xoOAXES DUVAUELS, YPNOWOTOLOVTAS TI¢ cuvapThoel Green yua Ti¢ ueTaToTioE ToU e&dyo-
viow oty gpyacta. To mpwto xe@dhono TapEyel tar COVIOUT ETIOAOTNOT) TWY PUCIXWY EVVOLGOY
Tou Tapovotdloviar oTny epyaota xar oLt TAVES EQUOUOYES. 2TO DEVTEQO XEPANAO TUEOU-
owdleton dreodd 1 yevixr) Yewplo Tou Mindlin, extv@vToag and TNy mo yevixy| Un-yeouuxn
wxpopop@xt Yewpta. To Ttpito xe@dhouo etodyer TI¢ TEEC ATAOTOMNUEVES EXDOYES TN YEVIXHC
VYewplag Tou Mindlin, yvwotéc wg Mopgéc I, IT xan III. Emnhéov, moapéyetar o obvto-
un emoxomnon e dimolxnc ehacuxdtnTog Baduidoc, 1 onola avtiotoryel oty anioloTepn
exdoyh) Tne Yevurc Jewplag Tou Mindlin. Autéd 1o xegpdhono mepihoufBdver exiong wo evoTn-
TO APIEPWUEVY) GTNY EAACTOOUVOLXT|, TV EAACTIXWY LAWY Baduidog, pe Wwiodtepn Eugoot) va
obvetan 0T SlTOTWOY xou TNY amoBEEY) Tou VewphuaTog TANEOTNTAS, TO OTOl0 0 GUYYPAPES
o TeleL 6T elvon éva xevo oty Teéyouca Bihoypagia. 3To TETUpTo XEQIAAO, eEdyovVTOL
000 avaAuTIXEG AUOELS Yo dnelpa ywpelo UTO ETINEDT Topaudepnwaor xat avti-eninedy ddtunon
YETOWOTOLOVTS TEYVIXES OAOXATOWTIXWY UETACY NUATIOU®Y. Xe avtideon e Tic avtioToryeg
ANOGELS TNE AMACOIXAC ENACTIXOTNTAS, QUTES OL MOGELS BEV elval IBLOUORYES, YEYOVOS TIOU TIC XO-
o 1éd xatdhAnAeg yia T SLATUTWOY) SLlaPdpmy TREOBANUATOY 6Tou xOUaTH TorytoebovTal HECH GE
oY NUATIoNOUS axidwY. YTo TEUTTO %ot TEAEUTAULO XEQPIAALO, DIUTUTIWVOVTOL TROBAUUTA GXEDI-
org YenowornotwvTag Tig mpoavagepleioes cuvaptrhoelg Green . Adyw Tou oYETXE YuuNn o0
urohoyto 1ol QopToL TN ouvdetnorg Green tng avti-eninedng ddTUNoTg, UToEoLY Vo Ango-
OV uTOT TONOTAOXES YEWUETPIES OTwe To PpdxTok. To amoTEAEGUOTA APOPOUY CUYEXPWEVA
NV TepinTwon onou 1 vipdda tou Koch dnuioupyeltar yéow wag enavoinmtindg Sadixaoctog
xo AOY® TNG XAACUATIXTC QUONG TOU OYNUATIOUOU, 1) ATOXEICT) TOU GUC THUNTOS UTOXAAUTTEL
TOAASL EVOLUPEROVTAL (PAUVOUEVQL.

A€Zeig xhewdid: Anepo ywelo, evixd Yewpla tou Mindlin, Awonopd, Atnhég uetaoynuo-
Tioudég  Fourier, ®pdxtare, Mixpoadedveta, Mixpodour, Metaoynuatioués Hankel, Mopgn
IT, Nupddo tou Koch, Xxédaor, Yuvaptroec Bessel, Yuvdptnon Green.
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Chapter 1 Setting the Stage

1 Setting the Stage

1.1 Introduction

As the title indicates, this thesis focuses on wave scattering in generalized continua governed
by specific sub-theories of Mindlin’s general theory, with the primary focus given on deriving
new closed-form analytical solutions that can be utilized to model wave scattering. Providing
a concise summary of the concepts presented here is challenging without delving into details.
The title also raises several questions, such as why a more advanced theory than the one of
Cauchy is adopted and what leads to wave scattering. Therefore, the first chapter is dedicated
entirely to addressing these questions and providing examples of potential applications for
this research.

1.2 Conceptual Framework

We consider the scenario where an infinite domain, governed by a generalized continuum
theory, is subjected to deformation due to the propagation of body waves. Within this
infinite domain, there exists a configuration of point obstacles (pins), which are assumed to
be undeformable. The objective is to explore how this configuration of pins can be tuned
to modify the characteristics of wave propagation according to our desired outcomes. In
other words, we aim to examine how the geometry of the pins, along with the parameters
introduced through the generalized continuum theories, influences the system’s response. In
the following section, a brief overview of generalized continua is provided, focusing on their
historical development and foundational concepts. For a more comprehensive understanding
of the topic, the reader is referred to the first chapter of [1].

(\S’ Generalized infinite domain

Incident wave field

Figure 1.2.1: Problem statement.
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1.3 A Concise Overview of Generalized Continua

One of the earliest works on generalized continua was a paper published in 1839 by Mac-
Cullagh [2], where he developed a theoretical framework to understand how light behaves
when interacting with crystalline materials. In this paper, MacCullagh sought to extend
the understanding of light reflection and refraction from isotropic media where properties
are uniform in all directions to anisotropic or crystalline media, where properties vary with
direction. He proposed a dynamical theory that explained how light waves are reflected and
refracted at the boundaries of crystals, which exhibit different optical properties depending
on the direction of the light’s propagation. At that time, wave theories of light were often
based on the concept of the luminiferous ether a hypothetical medium thought to enable
light waves to propagate through a vacuum, despite the absence of any physical medium.
However, MacCullagh’s theory did not rely on the luminiferous ether, setting it apart from
other theories of the era. His work laid the foundation for future developments in electro-
magnetism and the theory of light, particularly contributing to the understanding of light
polarization and the behaviour of light in various media.

Same forty years latter Lord Kelvin [3] proposed a mechanical model that was based on
MacCullagh generalized continuum and in 1887 Voigt [4] constructed an elastic continuum
where each point of the continuum is supplied with a triad (directors) capable for describing
polar molecules in crystallography. In this work, Voigt introduced the concept of anisotropic
elasticity, where the elastic response of a material varies depending on the direction of the
applied stress. He systematically explored how crystals deform under mechanical forces and
derived equations that describe the relationship between stress and strain in crystalline ma-
terials. This work is significant because it expanded the understanding of elasticity from
isotropic materials (where properties are uniform in all directions) to anisotropic crystals,
which have directionally dependent properties. Voigt’s work laid the foundation for the
modern field of crystal elasticity and is particularly known for introducing the Voigt nota-
tion, which simplifies the mathematical representation of the elasticity tensor in crystalline
materials.

The most significant contribution to the field of generalized continua was made in 1909 by the
Cosserat brothers [5], who introduced a generalized theory of elasticity that expanded upon
classical continuum mechanics. In this ground-breaking work, they developed the concept
of micropolar or Cosserat continua, which considers the internal structure of materials by
incorporating additional degrees of freedom beyond those in traditional theories. Specifically,
they proposed that each point in a material has not only translational motion but also
rotational motion. This led to the introduction of couple stresses and rotational inertia.
Their framework enables the modelling of materials with complex internal structures, such
as granular materials, composites, and other heterogeneous media, marking a significant
advancement in the study of deformable bodies and continuum mechanics.

After World War 11, a significant resurgence in this field occurred, marked by the publication
of Ericksen and Truesdell in 1958. Further advancements were driven by the foundational
contributions of researchers such as Kroner [6], Aero and Kuvshinskil [7], Nowacki [8] and
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Maugin [9]. This revival was motivated by the limitations of classical models in explaining
certain mechanical behaviours of solids and fluids. Notable examples include the turbulence
of fluids and the behaviour of solids with complex microstructures. The 1960s are often
considered the heyday of generalized continua, as most of the seminal works in this field were
published during that decade. An incomplete couple stress theory was initially formulated
in 1960 by Truesdell and Toupin [10], and it was later corrected and completed in 1962
by Mindlin and Tiersten [11], Toupin [12], and Eringen [13] and became known as the
"indeterminate” couple stress theory.

In 1964, Eringen and Suhubi [14], [15] and Eringen [16], [17] introduced a new general
theory of non-linear micromorphic continua. This theory extends traditional balance laws
by incorporating additional ones and considering the intrinsic deformations and motions of
the body’s micro-constituents. It includes, as a special case, both the Cosserat continuum
and the indeterminate couple stress theory. That same year, Mindlin [18] published a linear
microstructure theory of elasticity, and Green and Rivlin [19] introduced a multipolar theory.
Additionally, Palmov [20] recapitulated the Cosserat continuum in 1964. These theories,
along with the micromorphic theory, are closely related. Since then, research in this area
has intensified, resulting in an abundance of papers on this topic and related fields.

Simple material = Cauchy contimmumn (1823)
/ Cosserat medmm (1909)

Principle of
local action

mednm
\ Micromorphic medinun
[Ermgen, Mindlin, 1964]

Non simple

Higher order

material Second grachent

Confumions

/ \ /' [Mindlm, 1965]
mednum
Higher gradient
mednum \
Grachent of mnternal
b varlables [Maugm, 1990]

nneciple of . ) _
; MNonlocal theory: mtegral formulation [Eringen, 1972
nonlocal action - . B
Figure 1.3.1: Classification of generalized continua into higher-order and higher-grade media

21].

The models proposed initially met all the requirements of Continuum Thermomechanics, in-
cluding the formulation of balance laws and general representations of constitutive equations.
This initially satisfied the scientific community. However, the models fell short in practical
applications. The main issue was the gap between the formulated constitutive equations and
the ability to identify the necessary material parameters. These models often involved many
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more parameters compared to classical models, making them difficult to apply. Additionally,
computational resources and available technology at the time were limited. Consequently,
from the late 1960s until the 1990s, only a small number of researchers in the scientific and
engineering communities continued to work in the field of Generalized Continua.

In the past twenty years, the landscape has transformed dramatically. Advances in computa-
tional capabilities have revitalized interest in previously overlooked models, allowing for the
numerical simulation of very complex problems. Additionally, increased focus on materials
with intricate microstructures and a better understanding of material parameters (including
scale effects) have significantly improved the accuracy of material identification. As a result,
we now have contributions that detail both micro and macro-behaviour, new theorems on
existence and uniqueness, and the formulation of multiscale problems. These developments
allow us to reassess the state of matter and explore emerging trends and applications.

As noted, there are various types of generalized continuum theories. The theory applied in
this work is Mindlin’s general theory [18], which is part of a broader class of generalized
continua known as micromorphic continua. Micromorphic continua poses the following very
interesting features [1]

e Inevitable introduction of characteristic lengths.

e Appearance of so-called capillarity effects (surface tension) due to the explicit intervening
of curvature of surfaces.

e Correlative boundary layers effects.

e Dispersion of waves with a possible competition and balance between non-linearity and
and dispersion, and the existence of solitonic structures [22].

e Intimate relationship with the Ginzburg-Landau theory of phase transitions [23], [24] and
for fluids, van der Waals’ theory [25], [26].

To clearly demonstrate the characteristics of the micromorphic continua, it is necessary to
present the governing equations. However, this will be addressed later in the context of this
work.
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1.4 Applications

1.4.1 Applications of Generalized Continuum Theories

Generalized continuum theories expand upon classical continuum mechanics by introducing
additional elements like microstructure effects, size dependencies, and higher-order gradients.
These advanced theories are especially valuable for modelling materials and phenomena that
classical methods cannot accurately capture. Key applications of generalized continuum
theories include:

1. Advanced Material Design

e Metamaterials: Generalized continuum theories, such as micropolar or micromor-
phic theories, are used to design and analyse metamaterials, which have unusual proper-
ties like negative refractive index, anisotropy, or tailored mechanical behaviour. These
materials are crucial in applications like superlenses, cloaking devices, and vibration
control [27].

e Composite Materials: In the study of composites, generalized continuum theories
help model the interactions between different phases at the microscopic level, improving
predictions of overall material properties such as stiffness, strength, and toughness [28].

2. Micro and Nano Scale Mechanics

e Micromechanical Systems (MMS) and Nanomechanical Systems (NMS):
Generalized continuum theories are essential for accurately modelling the mechanical
behaviour of structures at micro and nano scales, where surface effects, size dependen-
cies, and material microstructure play significant roles. These theories are used in the
design and optimization of MMS and NMS devices [29].

e Crystalline Materials: In materials science, generalized continuum theories help
describe the behaviour of crystals, particularly at small scales where dislocation dy-
namics, grain boundaries, and other microstructural features influence the material’s
mechanical properties [30].

3. Biomechanics

e Soft Tissue Modelling: Generalized continuum theories are used to model the
complex behaviour of biological tissues, which often exhibit non-classical mechanical
responses due to their hierarchical structure. These models are important in under-
standing soft tissue mechanics, aiding in medical device design, surgical planning, and
injury analysis [31].

e Bone Mechanics: In biomechanics, generalized continuum theories help simulate
the behaviour of bone, which has a complex microstructure. These models are used to
predict bone strength, understand fracture mechanisms, and design implants [31].
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4. Geomechanics

e Seismic Wave Propagation: In geomechanics, generalized continuum theories are
applied to model seismic wave propagation through complex geological media. These
theories account for the microstructure of rocks and soils, leading to more accurate
predictions of seismic behaviour and better earthquake-resistant design [32].

e Landslide and Subsidence Modelling: These theories help in the study of phe-
nomena like landslides or ground subsidence, where the microstructure of soil and rock
layers affects the overall stability and deformation patterns [32].

5. Structural Engineering

e Fracture Mechanics: Generalized continuum theories are applied to model the
initiation and propagation of cracks in materials, particularly in situations where tra-
ditional fracture mechanics fails. These theories can predict fracture behaviour in
materials with complex microstructures, such as composites, ceramics, and certain

alloys [33].

e Damage Mechanics: In structural engineering, generalized continuum theories are
used to model damage and failure in materials under various loading conditions. This
is especially relevant in predicting the lifespan of structures and materials subject to
fatigue, impact, or high-temperature environments [34].

6. Multiscale Modelling

e Bridging Scales: Generalized continuum theories provide a framework for multi-
scale modelling, where behaviour at the microscopic level influences macroscopic re-
sponses. This is important in fields like materials science, where understanding how
nanoscale features affect bulk properties is crucial for developing new materials [35].

These applications demonstrate the versatility and importance of generalized continuum
theories in advancing our understanding of complex materials and systems, leading to inno-
vations across multiple scientific and engineering disciplines. However, among the possible
applications, the ones that intrigue the author the most are those related to controlling
extreme natural events such as earthquakes and tsunamis:

e Controlling Earthquakes: The principles of generalized continua can be used to protect
civil structures and in some cases even entire cities. By modifying the soil a metamaterial is
created. This metamaterial can be engineered to have properties that mitigate the negative
effects of seismic waves. Prominent contributions to this field come from the research of
Brulé, Javelaud, Enoch, and Guenneau [36], [37]. In 2012, they presented groundbreaking
work on using seismic metamaterials to control surface seismic waves. Through large-scale
experiments, they demonstrated how arrays of vertical boreholes, acting as metamaterials,
can manipulate seismic wave propagation. Their findings confirmed that seismic metamate-
rials can effectively redirect, attenuate, or block seismic waves, offering a novel method for
seismic protection. This research has significant implications for earthquake engineering, po-
tentially leading to new strategies for safeguarding buildings and infrastructure from seismic
hazards.
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(a) (b)

Grid
spacing  Sensors  Sensors
PN

Surface [
Soil i \ =
Regular mesh of cylindrical
ke and empty boreholes
Source
Depth of sedimentary basin: up to 200 m

Figure 1.4.1.1: Schematics of (a) a seismic wave in an alluvium basin and (b) the seismic
testing device cross section in the z — 2z plane [36].

A AN AN J

v ~" Y
Sensitive three components Five meters deep  Source :
velocimeters (green grid) 320 mm holes - Frequency : 50 Hz

- Horizontal displacement : 14 mm

Figure 1.4.1.2: Photograph of the seismic metamaterial experiment from Ménard. The three
dashed perimeters account for the location of sensors [measuring the three components of
wave velocity (green area on this photograph)], seismic metamaterial [5 m deep self-stable
holes of diameter 0.32 m with center-to-center spacing of 1.73 m (blue area)|, and rotating
source (a vibrating probe set on a crane) with a horizontal displacement of 0.014 m generating
an elastic wave at frequency 50 Hz [36].
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In 2016, Achaoui, Ungureanu, Enoch, Brulé, and Guenneau [38] conducted notable research
exploring the use of arrays of inertial resonators to dampen seismic waves. The study inves-
tigates the potential of these resonators—structures that vibrate at specific frequencies to
reduce the amplitude of seismic waves as they travel through the ground. By strategically
placing these resonators in the soil, they created a type of seismic metamaterial that can
effectively mitigate the impact of earthquakes, enhancing the protection of structures. Their
research combines theoretical analysis, numerical simulations, and experimental validations
to demonstrate the feasibility of this innovative approach.

Figure 1.4.1.3: Schematic diagram of a seismic wave shield consisting of inertial resonators
placed around the foundations of a large civil infrastructure. Inset shows a periodic cell with
an iron sphere connected to a bulk of concrete or soil through six iron or rubber ligaments
[38].

In 2019 Brualé, Enoch, and Guenneau [39] examined how integrating nanophotonic materials
and devices into seismic engineering can lead to innovative approaches for mitigating seismic
risks and improving structural resilience. Nanophotonic materials have unique properties,
such as the ability to manipulate electromagnetic waves with high precision. This capability
allows engineers to develop advanced sensors, actuators, and damping mechanisms that can
significantly improve the effectiveness of seismic protection systems. Their study highlights
the potential of these cutting-edge technologies to revolutionize seismic design, offering new
solutions for safeguarding infrastructure against the challenges of earthquake-induced forces.
With the integration of nanophotonics into seismic engineering a significant advancement is
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made in the field, promising to push the boundaries of what is possible in creating resilient
and adaptive seismic megastructures.
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Figure 1.4.1.4: Experiment on a flat seismic lens: (A) Photo (courtesy of S. Brilé) of the
array of boreholes, (B), (C-E) Chronology of the z—y spatial distribution of normalized v?(t)
from (C) 1.900 s to (D) 2.124 s to (E) 2.345 s [39).

In all the examples that were given above, classical plate theory (CPT) was used as the
theoretical framework. There are many similarities between CPT and generalized continuum
theories, which will be further analysed later in this work.

e Controlling Tsunamis: History has shown that planting trees with complex root sys-
tems, such as mangroves, around coastlines can help control the impact of tsunamis. Man-
grove trees play a crucial role in protecting coastal areas from the devastating impact of
tsunamis. The dense root systems of mangroves act as a natural barrier, reducing the en-
ergy and speed of incoming tsunami waves before they reach inland areas. Scientific studies
have shown that mangroves can significantly reduce wave height and energy, providing a
buffer that minimizes coastal erosion and the impact on human settlements. According
to research by Kathiresan and Rajendran (2005) [40], mangroves can reduce the height of
tsunami waves by up to 50% over short distances, depending on the density and width of the
mangrove forest. Another study by Danielsen et al. (2005) [41] highlighted that areas with
healthy mangrove forests experienced less damage during the 2004 Indian Ocean tsunami
compared to regions where mangroves had been cleared.
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Figure 1.4.1.5: Wave propagation through a mangrove forest [42].

The effectiveness of mangroves in protecting coasts from tsunamis is largely due to their
complex and extensive root systems. Mangrove roots, particularly the stilt and prop roots,
are adept at trapping sediments and stabilizing the coastline. These roots interlock to form
a dense network that absorbs and dissipates the energy of the waves, reducing their force as
they move inland. Additionally, the roots help to reduce soil erosion by anchoring the soil
and preventing it from being washed away by the waves. This not only protects the coastline
but also helps maintain the health of the mangrove ecosystem itself, ensuring its continued
effectiveness as a natural tsunami barrier (Alongi, 2008 [43]).

In summary, mangrove forests serve as a vital natural defence against tsunamis, with their
root systems playing a key role in reducing wave energy and protecting coastal regions. The
preservation and restoration of mangrove forests are therefore essential for enhancing coastal
resilience against future tsunami events.

The concept of generalized continua can be applied to study wave propagation through
a mangrove forest. Traditional models often oversimplify the interaction between tsunami
waves and the complex root systems of mangroves, potentially missing important microstruc-
tural behaviours. Generalized continuum theories allow for a more precise representation
of energy dissipation, wave attenuation, and momentum exchange as the tsunami moves
through the dense root network. This approach leads to more accurate predictions of how
mangrove forests reduce wave intensity, providing valuable insights for designing coastal
protection strategies that leverage natural defences.

1.4.2 Modelling Crystal Latices With Fractals

Given that the problems under examination involve configurations of fractals, it is fitting
to discuss a few applications of fractals. Many applications of fractals in mechanics involve
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modelling crystal lattices. Although challenging, using fractals to model crystal lattices can
offer valuable insights, particularly when capturing the complexity, self-similarity, and hier-
archical structures found in certain materials. Traditional crystal lattices are often periodic
with regular, repeating patterns, but fractals can serve as effective conceptual or quantita-
tive models for specific types of crystal structures or related phenomena. Below are some
examples of fractals that can be useful in modelling or representing aspects of crystal lattices:

1. Sierpinski Triangle (or Gasket): The Sierpinski triangle can be used to model the
hierarchical structure of certain quasicrystals or fractal-like defects within a crystal
lattice. It’s a 2D fractal that exhibits self-similarity, where each triangle is composed
of smaller triangles that repeat at different scales [44]. This fractal can help visualize
how a crystal might form or break down in a self-similar manner, or how defects might
distribute across scales within the crystal.

2. Koch Snowflake: The Koch snowflake is a fractal curve that represents the concept of
infinite perimeter within a finite area. It’s useful for modelling interfaces or boundaries
in crystal lattices, particularly in cases where the surface exhibits complex, self-similar
roughness, such as grain boundaries or crack fronts in polycrystalline materials [45].
It can be used to understand the growth patterns of crystals or the development of
surface roughness during processes like solidification or phase transitions.

3. Cantor Set: The Cantor set is a 1D fractal that can be extended to higher dimen-
sions. It’s useful in modelling atomic distributions in disordered systems or in studying
the distribution of vacancies, impurities, or defects within a crystal lattice [45]. The
Cantor set’s fractal nature can represent how certain atomic sites might be occupied
or unoccupied across different scales, leading to a fractal distribution of defects or
dopants.

4. Mandelbrot Set: Although primarily a mathematical construct, the Mandelbrot set
can be used to explore the concept of fractal boundaries and phase transitions in
materials. It’s particularly useful in studying systems that exhibit chaotic behaviour
or complex boundary conditions [46]. The Mandelbrot set can model the complex and
chaotic behaviour of interfaces in crystal lattices, particularly in systems near critical
points or undergoing phase transitions.

5. Penrose Tiling: While not a fractal in the strictest sense, Penrose tiling exhibits non-
periodic order and is used to model quasicrystals, which have a structure that is ordered
but not periodic. Penrose tiling can be extended to exhibit self-similar properties,
making it relevant to fractal concepts [47]. This tiling is crucial in understanding the
atomic arrangement of quasicrystals, which can have fractal-like hierarchical structures
without repeating periodically.

6. Apollonian Gasket: The Apollonian gasket is a fractal generated by repeatedly filling
the gaps between circles (or spheres in 3D) with smaller circles (or spheres). It can be
used to model the packing of atoms in a crystal lattice, particularly in systems where
the atomic arrangement is non-regular or hierarchical. The Apollonian gasket can
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represent how atoms or particles pack in certain disordered or amorphous materials,
where space-filling and hierarchical organization are important [45].

7. Gosper Curve (or Gosper Island): The Gosper curve is a space-filling fractal
that can model certain aspects of crystal lattices, particularly those with hexagonal
symmetry or those that exhibit self-similar tiling patterns [48]. It can be used to
model the distribution of atoms in materials with hexagonal structures or to explore
the arrangement of defects or inclusions within such lattices.

8. Fractal Aggregation Models (e.g., Diffusion-Limited Aggregation - DLA):
DLA is a process that generates fractal patterns through the aggregation of particles
undergoing random motion. It’s used to model crystal growth, particularly in systems
where the growth is irregular or where particles aggregate in a fractal manner [49].
This model is relevant in studying the formation of dendritic crystals or the growth of
colloidal crystals, where the aggregation process leads to a fractal structure.

9. Vicsek Fractal: The Vicsek fractal is a self-similar fractal that can be used to model
the hierarchical and recursive nature of certain crystal structures, particularly in mate-
rials that form through recursive processes or that have fractal-like defects [45]. It can
be applied in studying materials that exhibit hierarchical porosity or in understanding
the recursive nature of certain defect patterns within crystal lattices [50].

Fractals are powerful tools for modelling and understanding complex structures and be-
haviours in crystal lattices, especially in cases where traditional periodic models fall short.
While these fractals might not replicate the exact atomic positions in a lattice, they provide
insights into the hierarchical, self-similar, and irregular features that can occur in real-world
materials.

1.4.3 Applications of Fractals in Continuum Theories

In addition to modelling crystal lattices, fractals have many other applications in classical
and generalized continua, including:

1. Modelling Microstructural Effects: Fractals can be used to model complex mi-
crostructures in materials where classical continuum theories might fall short. The
self-similar nature of fractals allows for the representation of hierarchical structures
and variations at different scales, which is particularly useful in understanding mate-
rials with complex internal structures like porous media or composites. Fractal-based
models are especially effective in capturing the microstructures of porous materials or
foams. Fractals can help in simulating how such materials behave under various stress

conditions and predict their mechanical properties more accurately than traditional
methods [51], [52].
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2. Enhanced Modelling of Damage and Failure: In the study of damage and fail-
ure in materials, fractal models can represent the distribution of cracks and defects.
The fractal dimension can be used to characterize the irregularities and complexity
of crack patterns, providing more detailed insights into the damage evolution process.
Applying fractal geometry to describe the crack patterns in brittle materials. By in-
corporating fractal dimensions into generalized continuum theories, researchers can
improve predictions of crack growth and material failure [53], [54].

3. Predicting Fractal-like Defects in Materials: Fractals are useful for modelling
defects and irregularities in materials that exhibit self-similar patterns. Generalized
continuum theories that include fractal descriptions can better capture the behaviour
of materials with complex defect structures, such as certain types of polycrystalline
materials [55]. Using fractal models to predict the behaviour of materials with fractal-
like defects, such as grain boundaries in polycrystalline materials or dislocations in
crystals. These models help in understanding how such defects influence the overall
mechanical properties [56].

4. Simulating Material Behaviour at Multiple Scales: Fractals can aid in bridging
scales between micro and macro levels in generalized continuum theories. They provide
a framework for incorporating scale effects and hierarchical structures into continuum
models, improving the accuracy of simulations for materials with complex hierarchical
features. Integrating fractal geometry into multiscale models to simulate the mechani-
cal behaviour of materials with hierarchical structures, such as hierarchical composites
or biological tissues. This approach helps in understanding how microstructural fea-
tures affect the macroscopic properties [57], [58].

5. Designing Metamaterials: Fractals are used in the design and analysis of metama-
terials, which are engineered to have specific properties not found in natural materials.
Fractal patterns can be incorporated into the design of metamaterials to achieve de-
sired mechanical or optical properties. For instance, fractal designs can be used to
create materials with negative refraction or other unique characteristics. By using
fractal geometry in the design process, engineers can create materials with enhanced
or tailored properties [59], [60].
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2 Mindlin’s General Theory

2.1 Introduction

In this section a brief presentation of Mindlin’s general theory is made, despite the fact
that only form II is used in this work. Mindlin’s general theory is an elasticity theory
that takes the existence of microstructure into account from the macroscopic point of view,
(which is the point of view of a continuum theory). By doing so, the continuum is now
described with more variables, in this way, the filed equations that arise are more detailed
compared to those of classical elasticity, which in many cases results in a more realistic
response of the material in relation to that predicted by the classical theory of Cauchy.
Initially, the kinematics are presented from a general point of view, which accounts for
every micromorphic continuum, (in this work the word micromorphic is used to indicate a
generalized continuum with microstructure). In this way, the kinematics of Mindlin’s general
theory can be formulated in a rational way. Having formulated the kinematics, we continue
by defining the kinetic and potential energy of the continuum, the expressions of which will
be used for the variational formulation of the equations of motion and boundary conditions
through Hamilton’s Principle. The constitutive laws are formulated for the general case of
anisotropic materials. These equations are quite extensive, however they can be significantly
simplified in the case of isotropic materials. Finally, the displacement equations of motion
are being derived which will be used extensively latter in the problems, as they will function
as a reference point in the search of analytical solutions.

2.2 Kinematics

2.2.1 Non — Linear Kinematics of Micromorphic Continua

Consider a body B whose particles occupy the points of a region of a Euclidean point space
E. During the motion of B, a point P of the reference configuration B, with position vector
X measured from a fixed origin O is mapped into a point on the spatial configuration B,
with position vector x relative at an origin o. The origin O from which X is measured
does not need to coincide with o. In a continuum theory that takes microstructure into
account a point P (respectively p) is manifested as a particle, which on the microscopic
level appears as a continuum of small extent. In each particle of B corresponds a micro —
configuration, the notations Bf,, B, are used in order to indicate the reference and spatial
micro — configurations. Let P’ be a point of Bj, that during the motion of B is mapped into
a point p’ on B). The position vectors of points P’, p’ are X', x" with respect to the macro —
frame of reference, while the same points are also measured with respect to a micro — frame
of reference by two other position vectors &, £’. The axis of Z, & are parallel to those of X,
x, with origin fixed to the centroid of the micro — configuration, denoted by C' (respectively
¢), so that the origin of the coordinates & moves with the displacement u. It is clear that
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in micromorphic theories we are obliged to consider at least two frames of reference even for
the case of small deformations, one which describes the motion of the macro — medium and
another that describes the motion of the micro — medium.

x=x(X,t)

Figure 2.2.1.1: Motion of a continuum body with microstructure.

The motion of the macro — medium can be described by the same placement functions as in

classical continuum mechanic:
x = x(X, 1) (2.2.1.1)

X = X (x,1) (2.2.1.2)
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While the motion of the micro — medium can be described by two other placement functions
that will depend on both the micro and the macro - coordinates:

= (X, E, 1) (2.2.1.3)

e

E=2(x¢1) (2.2.1.4)

In accordance with the impenetrability and indestructibly of matter, it is assumed that
(2.2.1.1), (2.2.1.3) and their unique inverse (2.2.2.1), (2.2.1.4) exist at all points of By, B;
and By, B} respectively at every time ¢. This is valid when 0x/0X and 0&/0ZE are continuous
functions of X, E and ¢ and the Jacobians satisfy the following conditions:

0x
! aE — !/

Equations (2.2.1.1), (2.2.1.2) represent the spatial and referential form of the motion of the
macro — medium, whereas, equations (2.2.1.3), (2.2.1.4) represent the spatial and referential
form of the motion of the micro — medium.

From Figure (2.2.1.1), it is very easy to obtain the following equations:

xX'=x+& (2.2.1.7)

X =X +8 (2.2.1.8)

Also, the placement functions (2.2.1.1), (2.2.1.2) can be expressed in terms of x’; X’ as:

x = x(X,t) = x(X + &, 1) (2.2.1.9)

X' =Xx,t)=X(x+E&1t) (2.2.1.10)

Substituting (2.2.1.1), (2.2.1.3) into (2.2.1.9) and (2.2.1.2), (2.2.1.4) into (2.2.1.10) yields:
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x(X 42, t) = x(X,t) + (X, 2, t) (2.2.1.11)
X(x+&1) = X(x,t)+2(x,&,1) (2.2.1.12)
Evaluating (2.2.1.11) at 2 =0 and (2.2.1.12) at & = 0 gives:
£(X,0,t) =0 (2.2.1.13)
(2.2.1.14)

E(x,0,t) =0

In order to formulate an equation for the motion of the micro — medium in spatial form we

can expand (2.2.1.3) in terms of Taylor series about point E =0

o€ 1 92€ 1 on€
3 = § : <E®E)+'“+ﬁﬁfn Oo(E ®..R0&8) (2.2.1.15)
== 0DV E=0 S——

(n—1)  times

In (2.2.1.15) the e symbol denotes n contractions. We can also formulate an equation for the
motion of the micro — medium in referential form by expanding (2.2.1.4) in terms of Taylor

series about point & = O:

- 0= 1 9= 1 "=
E== = ittt = 2.2.1.1
000+ B oo €T 21T Gez oo - B F 1 Ggn o282 ®E) (22.1.16)

(n—1)  times

Because of (2.2.1.13), (2.2.1.14) the constant term in (2.2.1.15), (2.2.1.16) vanish, thus we

have:
o€ 1 9%¢ 1 o€

= —= E+ —— (EQE)+ ...+ — ER...QE 2.2.1.17

€= Bz BT dim e, OB gE e, BEE 98 | )
(n—1)  times

= 1 2= 1 "=

== — . — + — : = 2.2.1.18

o€ ‘5—0 &+ 21 + 0&? ‘g—o (E@8+ ..+ n! 0&™ le=o .M ( )
(n—1)  times
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At this point we introduce a few definitions regarding macromorphic continua [61]

Definition 2.2.1.1. A deformable body B is called micromorphic continuum of grade
n if its motion in spatial form is described by (2.2.1.1) and (2.2.1.17), which are C™
class with respect to the variables X, t and the inverse motion is given by (2.2.1.2),
(2.2.1.18).

If the microstructure is considered small with respect the macroscopic scale of the body, then
we can assume a linear approximation of (2.2.1.17), (2.2.1.18):

E=P. .2 (2.2.1.19)

E=P'.¢ (2.2.1.20)
Where the micromorphic deformation gradient of each microstructure is defined as:
P=—= , P=P(X,t) (2.2.1.21)

While the inverse micromorphic deformation gradient is defined as:

_l_aé

o= -1 _ p-1
= Je ko P 1=P (X1 (2.2.1.22)

The existence of P~! is ensured due to (2.2.1.6).

Definition 2.2.1.2. A deformable body B is called micromorphic continuum of grade
one if its motion in spatial form is described by (2.2.1.1) and (2.2.1.21), which are C*
class with respect to the variables X, t and the inverse motion is given by (2.2.1.2),
(2.2.1.22).

From equations (2.2.1.1), (2.2.1.1) and (2.2.1.21), (2.2.1.22) it is obvious that the motion of
a micromorphic continuum of grade one can be completely described by a vector function
x = x(X,t) (respectively X = X (x,t)) and a tensor function P = P(X,t) (respectively
P~1(X,t)). Thus, such a continuum in the most general case has 12 kinematic degrees of
freedom.
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From (2.2.1.1), it is also easy to express the macro — displacement and micro- displacement
vectors in terms of the material coordinates:

u=b+x-X, u=uX,t) (2.2.1.23)

u=u+€¢€-E, u=u(XE1) (2.2.1.24)

Where b = b(t) is the displacement vector representing rigid body motion, u is the macro
— displacement vector in material description and u’ is the micro — displacement vector in
material description.

Equations (2.2.1.23) — (2.2.1.24) can be written using index notation as:

U; = aub]—b—xi —CLUXJ (22125)

Where a;; are the direction cosines between the spatial and material macro — coordinate
systems with unit vectors e; and E; respectively and a}; are the direction cosines between
the spatial and material micro — coordinate systems with unit vectors e} and E;.

aiJ:ei-EJ:EJ-ei (22127)

/

d,=¢ E,=E, ¢ (2.2.1.28)

It was mentioned earlier that the axis of 2, & are parallel to those of X, x, which results in:

;7 = CL;J (22129)

In order to examine the pure deformation, it is convenient to superimpose the coordinates
systems for the reference and spatial macro — configurations, which results in b = 0. In this
case the direction cosines degenerate into Kronecker deltas (a;; = a}; = d;7) and as a result
(2.2.1.23) — (2.2.1.24) become:

u=x-X (2.2.1.30)




Chapter 2 Mindlin’s General Theory

uv=x-X+¢-E (2.2.1.31)
or using index notation:
/LL;:CCZ‘_(;Z‘JXJ“Fé.i_5iJEJ:xi_Xi+§i_Ei (22133)

By differentiating equations (2.2.1.30), (2.2.1.31) with respect to the material position vectors
X, E respectively, we define the material macro and micro — displacement gradients:

Vxu=F -1 (2.2.1.34)

Vzu' = F —1 (2.2.1.35)

Where F is the classical deformation gradient (now the macro — gradient of the macro
deformation) and F’ is the micro — deformation gradient (the micro — gradient of the micro
deformation):

F =Vxx, F=F(X,1) (2.2.1.36)

F =Vg¢, F =F(X,E 1) (2.2.1.37)

An essential assumption of the micromorphic theories is that the micro — deformation is
taken to be homogenous in the micro — medium and non — homogenous in the macro —
medium, which means that F' must not depend from the micro — coordinates E. Thus, in
view of (2.2.1.21), (2.2.1.37) we can write:

P(X,t) = F'(X,1t) (2.2.1.38)

Equation (2.2.1.35) can be expressed in terms of P as:

YT =P -1 (2.2.1.39)
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Where 1) is the micromorphic displacement gradient, also commonly refereed in the literature
as the micro — deformation:

¥ = (Vau')T, o =9p(X,1) (2.2.1.40)

Equations (2.2.1.34), (2.2.1.35) are the fundamental relations that describe the deformation
and motion of a micromorphic continuum locally. Because (2.2.1.34), (2.2.1.35) are identical,
we can conclude that whatever holds for F regarding the polar decomposition will also hold
for P, meaning we can define deformation measures for the micro — deformation identical to
those of the macro — deformation in terms of P.

We now define the Green — Saint — Venant strain tensor E in the same way as in classical
continuum mechanics:

E=_(F'F-1I) (2.2.1.41)

DN | —

In a similar fashion, we define a corresponding deformation metric tensor that measures how
much a given micro — displacement differs locally from a rigid body micro — displacement
[61].

M=_(P"P -1 (2.2.1.42)

N —

M is known as the micromorphic Green — Saint — Venant strain tensor.

It is also useful to define a strain measure that takes into account the differential deformations
of the continuum element and the microstructure by the name relative micro — macro — Green
— Saint — Venant strain tensor [61]:

Y=(I-P'F) (2.2.1.43)

It is noted that tensor Y takes into account the differential rotation between the micro and
macro-scale, since when applying the polar decomposition theorem in (2.2.1.43) the rotation
does not vanish, however we will see later that this problem is sorted within the three forms
of Mindlin’s general theory.
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We also define the following third-order tensor, called the first nonlinear micro-deformation
gradient [61]:

Tis

A = (F'VxP) (2.2.1.44)

With T3 indicating the transpose operator with respect to the first and third indices of A.

In equations (2.2.1.41) — (2.2.1.44) appear three independent strain measures F, P, VxP,
which means that in order to describe the deformation of a micromorphic continuum we
must use only three of the aforementioned four strain tensors. Since E is the only tensor
that measures the deformation of the macro — medium and Y is the only one of them that
measures the relative deformation of the microstructure with respect to the macro — medium
we are obliged to consider them, also since the tensor VxP appears only through A we come
to the conclusion that our deformation measures will be E, Y and A. In the next chapter
we will see that the strain tensors that are defined in Mindlin’s general theory (which is a
geometrically linear theory) will be derived by linearizing the expressions of E, Y and A.

2.2.2 Kinematics of Mindlin’s General Theory

Up to this point the kinematics has been presented from a general point of view which
does not only hold for Mindlin’s general theory but also applies in geometrically nonlinear
micromorphic continua. From this point on, we will continue by invoking the assumptions
regarding the kinematics of Mindlin’s general theory. We begin by considering the case of
small deformations, so the absolute values of the displacement gradients are assumed to be
small in comparison with unity:

du;
‘a; <1 (2.2.2.1)
J
'
3| = a:? <1 (2.2.2.2)

The above assumptions imply that there is little difference in the material and spatial coordi-
nates of a given material point in the continuum, thus the referential and spatial description
are approximately the same:

ox, = oa, MM R
ou; o , ,

22



Chapter 2 Mindlin’s General Theory

The linearization process is performed by initially expressing (2.2.1.41) — (2.2.1.44) in terms of
the displacement and micro — displacement gradients and then taking into account (2.2.2.3),
(2.2.2.4):

[ Vxu+ DT (Vxu +1) — I}

+

l\DIn—t[\DI»—tl\DlHl\N»—l
<
o
o
+
<
kol
G

)T+ (Vxu)® qu}
Vxu+ (Vxu) }

~3|
[qu + ] —c (2.2.2.5)

(¥ +9T) = sym(y) (2.2.2.6)

Y= [1- (27 +1)" (Vxu+1)"]
(Vxw)" =9+ 9 (Vxu)"|
:(qu)T -~ 74 = (2.2.2.7)

Q

Q

For the linearization of A it is convenient to use index notation.

Aijk = F];llf)lj,i
~ (5k1 - Uklplji)
= Ppji —up Py
~ Prji = VYjki = kijk (2.2.2.8)

Where € is the infinitesimal strain tensor, 1 is the symmetric part of the micro — deformation,
7 is the linearized micro — macro — Green — Saint — Venant strain tensor, k;;, is the macro
— gradient of the micro - deformation and the comma symbol denotes differentiation with

respect to the coordinate x; or §;. Tensors €, sym(1) and « can be expressed using index
notation as:
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1 /0u; Ou;
€j =5 <8x- + 83:']-) (2.2.2.9)
7 )
1
(e 3 (Yij + ¥j;) (2.2.2.10)
ou;
Vi = | 5 — 1/}) (2.2.2.11)
J (81‘] J

From classical continuum mechanics we know that in small deformations the symmetric part
of the displacement gradient is the infinitesimal strain tensor ¢;;, defined in (2.2.2.9) (now the
macro — strain) and the antisymmetric part of the displacement gradient is the infinitesimal
rotation tensor w;; (now the macro - rotation).

8ui 8uj

In the same sense the micro — deformation can be decomposed uniquely as the sum of a
symmetric and an antisymmetric second order tensor. The symmetric part of v;; is the
micro — strain 1), defined in (2.2.2.10) and the antisymmetric part is the macro — rotation:

1
Yrij) = B (Vij — ¥ji) (2.2.2.13)

Because u; and v;; are assumed to be continuous and single valued functions of the macro
— coordinates x;, the following compatibility equations are obtained for simply connected
bodies.

D*e
emikenljﬁ =0 (2.2.2.14)
? J
Ok;
emij o =0 (2.2.2.15)
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0
%(e’fjk + Wik — ")/Jk> = kijk (22216)

Where €, is the alternating tensor.

2.3 Energetics

2.3.1 Kinetic Energy

In Mindlin’s general theory the micro — medium is considered as a parallelepiped with volume
V'’ and edges of lengths 2d; and direction cosines [;; with respect to the axis §;. Let & be
oblique Cartesian coordinates parallel to the edges d; respectively. Then:

&i = 1€ (2.3.1.1)

The volume of a parallelepiped can be calculated as the mixed product of three vectors
parallel with the edges of the parallelepiped, with length equal to that of the edges.

V/ = 8Hlmllkul/2d1d2d3 (2312)

V' = |1l /2de; déyde, (2.3.1.3)

In his general theory Mindlin defined the kinetic energy density (kinetic energy per unit
macro — volume) as:

.. 1 1,,. N .
T = 5Pyl + 7 /V, §p'(u]~ + ) (ty + ) dV” (2.3.1.4)

Where p,; is the mass of the macro — material per unit macro — volume, p’ is the mass of
the micro — material per unit micro — volume and the dot symbol designates differentiation
with respect to time. As we know from classical mechanics, the speed and thus the kinetic
energy of a system depends on the frame of reference. If one notices carefully the above
equation, then it is will be obvious that the first term represents the kinetic energy density
of a particle of the macro — medium with respect to the origin of the macro — frame of
reference, while the second term represent the kinetic energy density of the micro medium
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that at the macroscopic scale corresponds to the same particle, again with respect to the
macro — frame of reference.

By substituting (2.3.1.2), (2.3.1.3) into (2.3.1.4) and performing the integration we obtain:

T = Spigi + By (2:31.5)

where:
p=pu+tp (2.3.1.6)
42, = dydy (6,101l lin + 0pabgalialin + 6,30 4slislis) = d2, (2.3.1.7)

From (2.3.1.7) it is clear that the expression of d; depends from the geometry of the micro
— structure. In Mindlin’s general theory the unit cell is taken to be a parallelepiped in order
to represent the unit cell of a crystal lattice. If another shape is considered then the only
expression that changes is that of d3;. Also, the cell can be interpreted as a molecule of a
polymer, a crystallite of a polycrystal or a grain of a granular material.

2.3.2 Potential Energy

Regarding the potential energy density (potential energy per unit macro — volume), it is
assumed that a function of €;;, 7;;, kij, exists.

W = W(Eija/yij,kijk) (2321)

At first glance, one could argue that it is absurd for W to depend from the entire ~;;. It is
reminded that ~;; is the linearized relative micro — macro — Green — Saint — Venant strain
tensor Y, defined in (2.2.1.43) that takes into account the differential rotation between the
micro and macro-scale, which means that Y apart from pure deformations also measures rigid
body motion. It will be proved later in the kinematics of form I that a small rigid rotation
of the deformed body produces an equal rotation of the micro — material, meaning that
wi; = ;). Consequently, the antisymmetric parts of the tensors that appear in (2.2.2.11)
vanish, making v;; an appropriate variable for the potential energy density. However, at the
moment the problem that was mentioned earlier regarding the rotation continues to exist.
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2.4 Variational Approach in Mindlin’s General Theory

2.4.1 Formulation of the Equations of Motion and Boundary Conditions

Instead of applying the conservation laws of linear and angular momentum the equations of
motion are formulated using Hamilton’s principle, since in this way, the boundary conditions
are also derived simultaneously. According to Bedford [62], for the case of a micromorphic
continuum Hamilton’s principle states:

Theorem 2.4.1.1 (Hamilton’s Principle for Micromorphic Continua)

Among admissible comparison motions (2.2.1.1), (2.2.1.2) and micro — motions
(2.2.1.3), (2.2.1.4), the actual motion of the system is such that:

/tQ[a(/ C W)+ W] dt = 0

t1
Where ¢ denotes the variation, t1, t5 are fixed times with ¢; < t5 at which we suppose
that the configuration of the system is prescribed, ¢ is the total kinetic energy, # is
the total potential energy and 0W,,; is the work of the external forces.

The major advantage of Hamilton’s principle when it comes to formulating equations of
motion and boundary conditions is that the quantities that appear in the above expression
are all scalar, which means that the principle is independent of the geometry of the system.
Equivalently, the equations of motion can be formulated using the balance of linear and
angular momentum, but first the relations that connect the multi — polar traction vectors
with the multi — polar stress tensors must be derived. This can be achieved using the idea
of Cauchy’s tetrahedron as in classical continuum mechanics, with the difference being that
the multi — polar forces that act in each face of the tetrahedron should also be considered.

The variation of the kinetic energy term in Hamilton’s principle is:

to to
[ora= [ [ Tava
t1 t1 Bo
t2 1 1, .,
t By \ 2 6

t2 1 .
= / / (pﬂﬂi&j + —p’dilwzjéwlj) dV dt (2.4.1.1)
t1 Bo 3

By integrating (2.4.1.1) by parts with respect to time and taking also into account the
conditions 0u;|i—y1 = du;li—p = 0 and 0v;j|i—n1 = d9i;|t=12 = 0 we obtain:
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/ 5/ dt = / / (pujéu] + ,Od l¢l]5¢l]> dV dt
IB30

t1 Bo

In order to determine the variation of the potential energy, we define the following stress
tensors, the interpretation of which will be given later:

ow
ij = 2.4.1.
TJ agij ( 3)
ow
= 24.1.4
ow
ik = ——— 2.4.1.
luljk ak”k ( 5)

In view of (2.3.2.1), (2.4.1.3) — (2.4.1.5) we can write the variation of the potential energy
density in the form of:

oW = Tijdgij + Uij57ij + ,ul-jk(Skijk (2.4.1.6)
Using the definitions of e;;, vij, kiji, (2.4.1.6) can be written as:

Odu; odu; 06
5W—7—z] 5 J +0'i] ( 5 J 6¢zy> Hijk 5;D]k (2417)

The variation of the potential energy term in Hamilton’s principle is:
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to to
/ oW dt = / o | WdVdt

t1 t1
Oou; oo ; 00y
/ /B 0 (n] o ( s 5%) o Mﬂ’“) av dt

0
— /tl /]B;O — [(Tij -+ O'ij)(su]'] — %@'@'j + aij)éuj} dV dt

(2

to a ;
/ / { (pijr0tse) — 0100y — 5‘]’“5%4 AV dt (2.4.1.8)
Bo €T

We will continue from here by applying a well — known theorem of vector calculus.

Theorem 2.4.1.2 (Divergence Theorem)

Let R be a regular area of an Euclidean space with boundary dR, let n be the out-
ward pointing unit normal vector at each point on the boundary and let T be a n —
order tensor field continuous on R and continuously differentiable at every point in its

interior. Then:
oT; ;
15225+ B in
/—dV /Tm‘z ..... iqrenrinTig S
R g AR

Applying the divergence theorem in (2.4.1.8) yields:

/ oW dt = / / (135 + 0i5)nidu; dS dt + / / [N 0 dS dt
0B 0Bg
- /tQ —(T-- + 0ij)0u; dV dt —/ / Ot + 0ok | Y dV dt (2.4.1.9)
t1 Bo axl Y ! ! t1 Bo axz ! !

The work of the external forces is:

Wext = ijj dVv + /

IB30 IEB0 ]B() 61530

17)

Where f; is the body force per unit volume, ¢; is the surface force per unit area, Fjj is
the double force per unit volume and 7} is the double force per unit area. The double
(or dipolar) forces are antiparallel forces acting between the micromedia contained in the
continuum with microstructure. The diagonal terms of Fj, T}, are double forces without
moment and the off — diagonal terms are double forces with moment. The antisymmetric part
Fiji) of Fj is the body double, while the antisymmetric part T;;; of T}, Is the Cosserat couple
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— stress vector. As for the notation of the double forces, the first index of the forces denotes
the orientation of the lever arm between the forces and the second index the orientation of
the pair of the forces.

The variation of the work of the external forces is:

5Wext = fjé"dj dV + /

Bo ]BO

IBg

Fdt dV + /

IBg

By substituting equations (2.4.1.2), (2.4.1.9), (2.4.1.11) into Hamilton’s principle, we obtain:

/ /]B { (135 + 0ij) + fj — piij] du; dV dt
0 Z
t2 0 ii 1 .
/ / < gjk + Ok + F}‘k - _p/d?lek> 5¢3k dV dt
t1 Bo L
/ / — (T35 + 045) n| du; dS dt
0Bg

to
+/ / (T]k - H’ijkni) 5¢jk dSdt =0
t1 aBo

Due to the independence of the fields du;, 01, equation (2.4.1.12) yields the differential
equations of motions:

(2.4.1.12)

0 .
%(Tij + O'l'j) + fj = puj (24113)
Dbt o 'd 4.1.14
or; + ok + Pk = 3/0 ]ﬂblk (2.4.1.14)

As well as the boundary conditions.

ty = (7ij + 0ij)n (2.4.1.15)

Taking into consideration equations (2.4.1.3) — (2.4.1.5), (2.4.1.15), (2.4.1.16) as well as the
definitions of €;;, vi;, kijr it appears that an appropriate terminology for the three stress
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tensors is: Cauchy stress for 7,5, relative stress for o;; and double (or dipolar) stress for
tijk- As for the notation of the double stresses, the first index denotes the orientation of the
outward pointing unit normal vector to the surface on which the double stress acts, while
the significance of the other two indices is the same as that of the indices of the double forces
T

2.4.2 Linear Stability Analysis

The stability of a micromorphic system can be described by the action functional S =
S(wi,1;;), which is defined as:

t2
S = / (T =W + W) dt (2.4.2.1)

t1

Setting the first variation of the action functional equal to zero ensures the equations of
motion and boundary conditions through Hamilton’s principle. Regarding the stability of
the system, it is determined by the second variation of the action functional. By expanding
S in terms of Taylor series about the point (u;,1;;) we obtain:

oS oS
S(u; + dug, ij + 0vy5) = S(us, i) + (—5% + —z.j&/fij)

out oY
1[ 9%S 028 DS
(2.4.2.2)

According to (2.4.2.2), the change of the action AS = S(u; + du;, i + 61i;) — S(us, ;) can
be expressed as:

AS:65+%ﬁS+W (2.4.2.3)

Where the first variation 6S must be equal to zero due to Hamilton’s principle:

08 oS

Whereas the second variation is defined as:
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oS %S %S

2
— 97 Subus
0°S = usdu, du;0u; + D000 dupu i, + D00

— 50t (2.4.2.5)

From equations (2.4.2.3) — (2.4.2.5) it is clear that the sign of §5 is determined by the first
non — zero term in the Taylor series. If 625 > 0, then AS > 0 and therefore S exhibits
a relative minimum, meaning that the equilibrium state (dynamic or static) is stable. If
5258 < 0, then AS < 0, in this case S exhibits a relative maximum, meaning that the state
is unstable. Finally, known as neutral stability a special case occurs when the second and
all the higher order variations are equal to zero. When a system is in this state under the
influence of a virtual displacement field, it remains in this state without being able to return
to its original state due to zero restoring forces.

2.5 Constitutive Equations

2.5.1 Anisotropic Materials

From the previous analysis we derived 12 equations of motion (equations (2.4.1.13), (2.4.1.14))
using Hamilton’s Principle. The number of unknown functions that appear in (2.4.1.13),
(2.4.1.14)) are 54 and so the problem is undefined. We also have the kinematic equations
that relate the displacements with the strains. However, the stresses do not appear in these
equations, which means that in order to solve a problem in the context of Mindlin’s general
theory we need additional equations that relate the stresses with the strains. In order to
formulate these equations, we start by expanding (2.3.2.1) in terms of Taylor series about
the pOiIlt (Eija Yij > kzyk) = (0, 0, O)

o a?w 02
2 {aeljaekl R LT T L
o2 o o

F2 ———Vijkkim + 25— FKiji€im + 2—%"61@5] + ..
a%'jakk;lm ! ak‘i]’kaelm J 8%]~€kl J

(2.5.1.1)

By Setting aijk = 0W/ak’l]k, bi]’ = (9W/0’y”, Cij = GW/(%U-, al-jklmn = 82W/0kijk8klmn,
bijkl = 82W/87ij87kl7 Cijkl = 82W/a€ija€kla dijklm = 32W/3%’j3/€k1m, fijklm = aQW/akijkana
Gijki = 0°W/0v;;0e;,  equation (2.5.1.1) can be written as:

32



Chapter 2 Mindlin’s General Theory

W = Wo + (cijeij + bm’)/’L] + aijkk:ijk)

1
+ 5 [Cijri€ijers + bijuiVijVrt + GijkimnFijiKimn (2.5.1.2)
+2d ki Vi Frim + 2 fijrimEijr€m + 29ijrVijrier] + .-

In (2.5.1.2) Wy is a constant, the terms inside the parenthesis express the potential energy
density due to residual stresses, the terms within the bracket express the potential energy
density due to linear elastic deformations, while the higher order terms that are not shown
express the potential energy density due to non — linear response of the material and in the
context of a constitutive linear theory can be neglected. Also, since in most engineering
problems the residual stresses are not taken into consideration, the terms inside the paren-
thesis can also be neglected. Taking the aforementioned into account, we can write (2.5.1.2)
in the form of:

1 1 1
W = —cijri€ij =bijrvi > Qijktmn ik Kimn
5 Cihi€ij ki + 5 ikl Vi ki + o QijktmnFijk Rl (2.5.1.3)

+ dijkimYijFrim + fijkimFije€im + GijriYijri€r

In (2.5.1.3) the number of coefficients that seem to appear are 1764, however not all of them
are independent. Due to the symmetry of ¢;; and the fact that interchanging the indices ¢,
7 with &, [ in the first and second terms and the indices 4, 7, k with [, m, n in the third
term does not change the potential energy density, the following symmetries result and so,
the number of unknowns is reduced to 903:

Cijkl = Cklij = Cjikl (2.5.1.4)
bijir = biij (2.5.1.5)
Qijklmn = Qmnijk (2.5.1.6)
fijkim = fijrim (2.5.1.7)
9ijki = Yijik (2.5.1.8)

Using (2.4.1.3) — (2.4.1.5) and (2.5.1.3) — (2.5.1.8), the following three constitutive equations
are obtained:

33



Chapter 2 Mindlin’s General Theory

Tpq = Cpaij€ij T Gijpa Vi + Fighpakish (2.5.1.9)
Opq = Ipqij€ij + DijpgVij + dpgijukijn (2.5.1.10)
Hpar = fparij€ij + dijpgrij + Qpgrijrkije (2.5.1.11)

Equations (2.5.1.9) — (2.5.1.11) are the three constitutive laws that relate the stresses with
the strains in Mindlin’s general theory for the most general case of an anisotropic materials.

2.5.2 Higher Order Isotropic Tensors

In the case of isotropic materials, the number of independent coefficients is greatly reduced.
In order to illustrate this, we will use the definition of isotropic tensors. However, it is
deemed necessary to first give o few formal definitions regarding group theory. (Definitions
2.5.2.3 - 2.5.2.6 here are the same as Definitions 2.1 — 2.4 of [63]).

Let V be a vector space of dimension m = 3 on the real field, equipped with an inner product
and referred to an orthogonal basis. Let T, (V') denote the vector space of tensors of order
n on V and let I be the identity tensor of Ty(V).

Definition 2.5.2.1. The orthogonal group O(3) of a three — dimensional vector space
V is defined as:

0(3)={QeT.(1)QQ" =Q'Q =1}

Definition 2.5.2.2. The rotation group O (3) of a three — dimensional vector space
V is defined as:

0" (3) ={Q € 0(3)|det(Q) = 1}

Definition 2.5.2.3. Let .7 be a subset of O(3). A Cartesian tensor T € T, (V) is
said to be T — invariant if:

7—1j17,7‘2,..-,jn = Qiljl Qi2j2 oc 'Qinjnﬂl,iQ,-~.,in

With the help of the above definitions, we can now define the different types of isotropic
tensors.
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Definition 2.5.2.4. A Cartesian tensor T € T, (V) is called isotropic if it is O(3) —
invariant. (The notation O(3) — invariant means orthogonally invariant).

Definition 2.5.2.5. A Cartesian tensor T € T, (V) is called weakly isotropic if it is
O*(3) — invariant. (The notation O*(3) — invariant means rotationally invariant).

Definition 2.5.2.6. A Cartesian tensor T € T, (V) is called skew — isotropic if it is
O™ (3) — invariant and further more if it satisfies the equality:

le,jz,---,jn - _Qi1j1Qi2j2"'QinjnTiLiQ,---,im VQ € 0(3)7 det(Q) =-1

Using the above definitions Montanaro and Pigozzi [63] proved the following Lemma’s that
will appear very useful when constructing constitutive laws for isotropic materials:

Lemma 2.5.2.1. Let T € T,(V), with n even. If T is weakly isotropic, then T is
isotropic. If T is skew — isotropic, then T = 0.

Lemma 2.5.2.2. Let T € T, (V), with n odd. If T is weakly isotropic, then T is skew
— isotropic. If T is isotropic, then T = 0.

Based on Lemma 2.5.2.2 we are led to the conclusion that isotropic tensors of odd order do
not exist, however there exist weakly isotropic tensors. Using the definitions of the various
types of isotropic tensors, it is not difficult to show that there is no Cartesian isotropic tensor
of order 1, as well as all isotropic tensors of order 2 are in the form of x¢;; and all weakly
isotropic tensors of order 3 are in the form of Ae;j;, with kK, A € R. Later in this work we
will consider only the case of “pure” isotropic tensors, nonetheless, a few things regarding
weakly isotropic tensors of higher order will also be mentioned for the sake of completeness.

When it comes to higher order tensors Weyl [64] proved that every weakly isotropic Cartesian
tensor of even order can be expressed as a linear combination of products of the Kronecker
deltas 0,5, O, .. ,0pq and every weakly isotropic Cartesian tensor of odd order is given by
a linear combination of terms formed of products of an appropriate number of Kronecker
deltas with an altering tensor ¢;;;. Such products of Kronecker deltas with or without
the alternating tensor ;;; are referred as fundamental (weakly) isotropic Cartesian tensors
(abbreviation FICT’s) [65]. For every order n > 1, the number N(n) of such tensors can be
calculated from the following formulas:

|
N(n) = . Forn even (2.5.2.1)

n )
"\ 1gn/2
(z)
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!
M(n) = i For n odd (2.5.2.2)

3! (” > 3) 12(n=3)/2

However, Racah [66] using concepts of group theory for the three — dimensional rotational
group O™ (3), showed that N(n) in general exceeds the total number of linearly independent
fundamental weakly isotropic Cartesian tensors M (n):

(244
n 1 n 2k
1 ([ T ) 1) N
Orser 21345 |6 7 | 8
Number of Distinct FICT’s 1111310015 105 | 105
N(n)
Number of Lmear]l\}}(lg)dependent FICT’s 11113l 6 1151365 | o1

Table 2.5.2.1: Values of N(n) and M (n) for different order FICTs.

Table (2.5.2.1) shows that for odd order tensors with n > 5 and for even rank tensors with
n > 8, there exist linear combinations among fundamental weakly isotropic Cartesian tensors
which are identically zero. This can be understood very easily by observing the following
two properties:

(Sip 6iq 52’7‘
6jp 5jq 5jT = €ijk€pqr (2524)
5kp 5kq 5k'r

=0 (2.5.2.5)

Identity (2.5.2.4) is a well — known result of linear algebra and can be verified directly by
expanding the 3 x 3 determinant. The interpretation of identity (2.5.2.5) is that since there
are only three possible values of the indices in a three — dimensional space and since there
are four columns on the left — hand side, the indices of at least two columns must be equal
[65]. Hence the determinant in (2.5.2.5) must vanish.
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Or;bler Distinct and Linearly Independent Fundamental Isotropic Tensors
4 0iiO%km,  OikOjm,  OimOjk
51']‘ §km5pq7 52‘]‘ 5kp5mq7 52‘]‘ 5kq6mp7 5ik5jm5pq7 5ik5jp5mq
6 0ik0jq0mp,  OimOikOpgs  OimOjpOkgs  Oim0gOkps  0ip0jkOmg
5ip5jm5qu 5ip5jq5kma 5iq5jk’6mpa 5iq5jm6kpa 5iq6jp5km

Table 2.5.2.2: Expressions for distinct and linearly independent FICT’s.

The distinct and linearly independent isotropic tensors of even order are presented in Table

(2.5.2.2).

2.5.3 Isotropic Materials

In the previous analysis we showed that there are no isotropic Cartesian tensors of odd order.
Taking this into account we can eliminate tensors d;jper, fijkpg from equations (2.5.1.9) —
(2.5.1.11) for the case of isotropic materials. The remaining tensors can be constructed as
linear combinations of the Kronecker deltas that appear in Table (2.5.2.2). Hence:

Cijkl = )\(Sijékl + M1(5ij5kl + M25ij5kl
bz’jkl = bléijékz + b25ij(5kl + b35ij5kl

Gijki = 910i50k1 + 920350k + 93050k

Qijktmn = 010550k 0mn + @20350kmOni + A30;50knOtm
+ @4050i10mn + a50;K0imOni + a6050inOm,
+ a7050i10mn + a80,50imOni + 90k 0inOtm,
+ @10010i10mn + @110;10im0n + @120;10i501m
+ a130,50i10mn + 014050 On; + 15050 Opm,

(2.5.3.1)
(2.5.3.2)

(2.5.3.3)

(2.5.3.4)

The following relationships are obtained thanks of the symmetries of the tensors c;ju, bijri,

Gijkl, Qijklmn-

M1 = 2 =

I
=

g2 = g3

(2.5.3.5)

(2.5.3.6)
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ay = ag, a2 = Qg, as = arp, aip = a2 (2537)

Thus, the expression of the potential energy density reduces to:

1 1 1
W = 5)\5pq€ii + peij€ij + 5171%'1%’3‘ + §b2%ﬂz‘j
1 1
+ 553%;'%@' + 591%63‘3' + g2(vi5 + Vii)€ij
1 1
+ arkiirkrj; + askinkjr; + §a3kiikkjjk + §a4kijjkikk (2.5.3.8)
1 1
+ askijjkrir + §a8kijikkjk + éalokijkkijk + ar1kijikjn

1 1
+ 5@13kijkkikj + §a14kijkkjik + §a15kijkkkji

The constitutive equations are also reduced to:

Tpg = Apg€ii + 21€pg + G10pgVii + 92 (Vg + Vap) (2.5.3.9)
Opg = gldpq@ii -+ 29261)(1 -+ blépq'%li + bg’}/pq + b3’}/qp (25310)

Mpgr = a1 (kiipéqr + krii@;q) + s (kiiqépr + kiriépq) + a3kiir6pq
+ a4kpii(5qr + as (kqiidpr + kipi(sqr) + agkiqiépr + alOkpqr (25311)
+ an (krpq + qup) + a13kprq + a14kqpr + a15k7"qp

Equations (2.5.3.8) — (2.5.3.11) are the simplest expressions for the potential energy density
and the constitutive laws that can be generated in the context of Mindlin’s general theory.
Later we will see that by making some additional assumptions we can formulate three sub
- theories which are much simpler compared to the general one. These sub - theories are
known as the three forms of Mindlin’s general theory and in all three of them equations
(2.5.3.8) — (2.5.3.11) are greatly reduced.

2.6 Displacement - Strain Formulation

2.6.1 Displacement Equations of Motion

In classical elasticity we can express the equations of motion in terms of the displacements
only, this form of the equations of motion is known as the Navier — Cauchy equations
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and can be formulated by first substituting the kinematic equation that relate the strains
with the displacements into the constitutive equations and then the latter into the stress
equations of motion. In the same sense, we can formulate an equivalent set of equations in
Mindlin’s general theory, one for the macro — displacement u; and another one for the micro
— deformation 1;;. These equations are derived inserting (2.2.2.8), (2.2.2.9), (2.2.2.11) into
(2.5.3.9) — (2.5.3.11) and then the latter into (2.4.1.13), (2.4.1.14).

2 ; 82 .
(e + 292 + bo) “ + (A + 1+ 291 + 292 + by + bs) ~
Oz ;0x; O0x;0x;
o, w o0, (2.6.1.1)
Zj ]'L 'L] _
— (g1 +b1) oz, — (g2 + b2) oz, — (g2 + b3) oz, + fi = pii;
32%1 Oy %y Y
(a1 + as) <8x (’93:1 836181']) (a2 + an <8xk6xj + 8xi8:ck)
%1y Oy Oy, 0%y
Tt 01) G e T M amam, T ) G T g o 2612)
01 Ouy, ou;  Ou; Ouy, o
by _
+a138 kak—F 19 5zg+92(6 +8$]>+ ( @/Jkk)
ou,; ou; ) o
+ b (8 : %k) + b3 (895] @/)jz') + @ = gp d*y

2.6.2 Stress Compatibility Equations

In the same sense as in classical elasticity, the compatibility equations presented in (2.2.2.14)
- (2.2.2.16) can be expressed in terms of the stresses. This approach would allow the devel-
opment of a set of differential equations akin to the Beltrami-Michell compatibility equations
or the Ignaczak equation of elastodynamics. However, to the authors’ knowledge, this has
not yet been explored within the context of Mindlin’s general theory, though it has been
addressed in other generalized theories. For further information, the reader is referred to

67).
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3 The Three Forms of Mindlin’s Gen-
eral Theory

3.1 Introduction

Mindlin’s general theory is quite complicated both from a physical and a mathematical point
of view and as result its application are limited. In order to make things simpler Mindlin
proposed three simplified versions of his theory, known as form I, IT and ITI. Even though the
three forms are restricted to low frequency motions, they are much more applicable compared
to the general theory, since the field equations that arise can now be solved much easier
and in some cases, where the analyzed domain has a relatively simple geometry analytical
solutions are obtainable (see, e.g., [68], [69], [70], [71]). The idea behind the three forms is
that by setting a few kinematical constraints regarding the connection between the macro —
displacement u; and the micro — deformation 1;; the field equations can be greatly simplified.
The assumptions of form I imply that the macro — gradient of the micro deformation k;;;, is
the second gradient of displacement, as a result the potential energy density can be expressed
as a function of the classical strains and the second gradient of displacement. In form II
the second gradient of displacement is considered to be a linear function of the gradient of
strains and thus the potential energy density is a function of the classical strains and the
gradient of the strains, while in form III the potential energy density is written in terms
of the infinitesimal strain tensor, the gradient of rotation and the fully symmetric part of
the gradient of strain. The three forms conclude to equivalent equations of motion, however
form II has a better algebraic structure, since in this case the total stress tensor is symmetric
in contrast with the other two forms, which include all the problems associated with non —
symmetric stress tensors as in the case of Cosserat and couple stress theories.

3.2 Form I

3.2.1 Assumptions

In the following two sections the governing equations of forms I, II and III are rederived.
The concept of the three forms is to formulate a set of displacement equations of motion that
are much simpler than (2.6.1.1) and (2.6.1.2). Even though in this work only form IT and
dipolar gradient elasticity are implemented, it is essential to present form I in detail since
the equations of forms II and III are formulated based on the assumptions and the equations
of form I. Thus, we begin by stating the assumptions of form I.
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bg — b3 — OO (3212)

In view of (3.2.1.1) - (3.2.1.3) the isotropic constitutive equations of the general theory for
Tpq and o, presented in (2.5.3.9) and (2.5.3.10) degenerate to:

Tpg = Npg€ii + 204€pq + G10pgYii + 292Ypq (3.2.1.4)
O(pq) = G10pq€ii + 2G2€pq + b10pgVii + (bs + bg)’}/(pq) (3.2.1.5)
Tpg) = (b2 — b3)Vppg (3.2.1.6)

By observing (3.2.1.2) and (3.2.1.3), it is clear that o}, is indeterminate in (3.2.1.6).

3.2.2 Form I Kinematics

We continue by examining the consequences of the assumptions (3.2.1.1) — (3.2.1.3) in the
strain measures €;;, ¥y, vi; and k. In view of (3.2.1.1), (3.2.1.4) we obtain:

G1 + Opg€is + 2g2€pg + b10pgvii + (b2 + b3)Y(pg) = 0 (3.2.2.1)

Multiplying (3.2.2.1) with §,, gives:

g1 + 5pp6ii -+ 2g26pp -+ bl5pp7ii -+ (bg —+ bg)’)/pp =0 (3222)

Since 6,, = 3 and by setting the repeated indices in (3.2.2.2) equal to i, we obtain:

391 + 292

P A S 3223
T Ry by + by ( )

By substituting (3.2.2.3) into (3.2.2.1), we can express () in terms of the components of
the infinitesimal strain tensor only:
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Vpa) = Wpgii + (1 — B)epg (3.2.2.4)

Where the expressions of o, are given by:

- _ 2.9,
T b |7 361+ by + b3 (3.2.2.5)
292
14 3.2.2.6
b by + bs ( )

Regarding k;j, we begin by decomposing 1;; in (2.2.2.16) into a symmetric and an anti —
symmetric part:

Viva) = €pq — Vpa) (3.2.2.7)

¢[qu = wpq (3.2.2.8)

Where for the derivation of (3.2.2.8), assumption (3.2.1.3) has been taken into account. We
can also formulate an expression for v, in terms of the components of the infinitesimal
strain tensor only by substituting equation (3.2.2.4) into (3.2.2.7):

Pipg) = WOpq€ii + Bepg (3.2.2.9)

In view of (2.2.2.8) k;j, can be expressed as:

k

_ O OYgr | OYpy

Inserting (3.2.2.7), (3.2.2.8) into (3.2.2.10) gives:

Oédjkql Wik

Kiji = (3.2.2.11)

Substituting (2.2.2.9), (2.2.2.12) into (3.2.2.11) gives:
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ouy Ou, 1 ouy,

1
ki = a————0; + =(1 ——(1-— 3.2.2.12
7k Oé(?&:ﬁ&:, ikt 2< + maxi@xk 2( f) O0x;0x; ( )
The above equation can equivalently be written as:
- ~ 1 ~ 1 =
kijk = Oékméjk + 5(1 -+ 5)kljk — 5(1 — /B)klk‘j (32213)
where /;;ijk is the second gradient of the macro — displacement vector u.
- 8uk -
ih = 55y T ik (3.2.2.14)
iUly

3.2.3 Form I Energetics

In the previous paragraph it was shown that the assumptions of form I imply that the sym-
metric part of the relative deformation tensor can be expressed in terms of the components
of the infinitesimal strain tensor, while the micro — deformation gradient is a function of
l;;ijk only. This means that the kinetic energy density will now be a function of the macro
velocity only, while, the part of the potential energy density that is a function of k;j; in the
general theory becomes a function of f%‘k in form I.

In order to formulate the expression of the kinetic energy density, we begin by decomposing
the micro — deformation into a symmetric and an anti — symmetric part:

wpq = ¢(pq) + ¢[pq] (3231)

By substituting (3.2.2.8), (3.2.2.9) into (3.2.3.1) we obtain:

wpq = aépqe” + ﬁ€pq + Wpyq (3232)

Using the definitions of ¢;; and w;;, we can write the above equation as:

Oup | Ouqy . L

0z, (%sp) 2

(Qta _ Oty (3.2.3.3)

8ul
Voo = 0 Ox, Ox,

Pq aml

1
+§5(
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Differentiating (3.2.3.3) with respect to time gives:

i oy ou, 0u,, 1,0u, Ou,
Voo = 0 8xq+8:cp)+2(8xp &Uq)

—_— 2.3.4
pq(f)xl (3 3 )

1
+§5(

The following expression is obtained by multiplying equation (3.2.3.4) with 6,,0;, and then
factorizing the terms:

. 1 1 ou
Upg = [5 (0051 — Budje) + adison + 5B (dudy + 5i55jk)]8—x; (3.2.3.5)
The above expression can equivalently be written as:
. oty
Vpg = hijkla_xk (3.2.3.6)
Where:
1 1
hijkl = 5(511453[ — 5il(5jk) -+ ozéijékl + 55((51145][ + 5i15jk) (3237)

By inserting (3.2.3.6), (3.2.3.7) into (2.3.1.5) we obtain the formula for the kinetic energy
density function of form I.

- 1 1 =~ ou 8uk
T =—pu,; +-pd?, —2""
zpu]uj + 6p pkmnawm 81,;0

_ 1 uu—l—li ' 2 oy, " _li 2 % . (3.2.3.8)
= 2p 7% 68% P Cplemn al’m k 6(91'19 P Cpkmn 8$m k

Where:

demn - d?lhlqpkhqun = d?rmpk
. , (3.2.3.9)
- éd [5pm5kn - 5pn5km + 20&(30[ + 26)5pk5mn + /B (5pm6kn + 5pn5km)]

44



Chapter 3 The Three Forms of Mindlin’s General Theory

Regarding the potential energy density, it was explained before why in the context of form
I it is a function of ¢;; and k;j; only.

The eighteen independent components of l%ijk may be resolved, in more than one way, into
tensors whose components are independent linear combinations of 9;0;uy, so that other forms
of the potential energy density, for the law frequency approximation are possible. These are
the so — called forms II, ITI of Mindlin’s general theory and will be presented later in this
work.

3.2.4 Form I Constitutive Equations

The expression of the potential energy density for isotropic materials in the context of form

I can be obtained by inserting (3.2.1.3), (3.2.2.4), (3.2.2.12) into (2.5.3.8) and also taking
(3.2.1.2) into account:

_1- ) P . P L P
W= 5)\61‘1‘%‘ + fi€ijeij + arkinkig; + aokijiki, + askinkije + aakijikigr + askinkeg (3.2.4.1)

Where ), i, a1 — ay are defined as:

843 (391 + 2g2)?

A A G ) 3036y 1 ba 4 53) (8242)
_ o 2g3
=n (3.2.4.3)
= 5 | (L B)Ba+ B)ar-+ (1 205+ P - 51+ 5)1 20— B
(3.2.4.4)

—(1=05)Ba+ B)as — %(1 — B)(1 + 2 + B)ag + 2afay; — a(l — f)ayy

+a(l + B)ass)
1

i = 5{~(1 20— B)(B0 + Blar — 51— (2 + f)Jar — (1~ 20— B)’as

+ (3a + B)%ay + (3a + B)(1 + 2a + B)as + i(l + 20 4 B)2%as + a(3a 4 2B)ay, (3:2.4.5)

+ 2a(a+ B)ay; — a(3a+ 28)ars + a(l + a+ fayy — a(l — a — B)a15}
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iz = i {—(1 — B)%ay + %(1 + B)%az + %(1 - B)zas} (3.2.4.6)
iy = i {(1 + B)2aiy — (1 — B)* (a1 + as) + %(1 + B)%aw + %(1 - 5)2@15} (3.2.4.7)

i = [ (1= BParo + (14 38%)an + (14 F)ass — 5(1+ 28 — 38%)as
. (3.2.4.8)

5(1 — 25 Sﬁ )CL15:|
The stress tensors are defined as:

7=00 _ 7 (3.2.4.9)
oW (3.2.4.10)

Hijk = ak—”k = Hjik
Using (3.2.4.1), (3.2.4.9), (3.2.4.10) the following two constitutive equations are obtained:
7~—pq = 5‘5pq€iz’ + 2,&qu (32411)

I T
Hpgr = 5@1 (kiipaqTZkTii(qukiiqépT)

dio (piiGgr + KigiiGpr)
+ 2&31’%1'1'7'5])(1 + 2&4]%qu + &5(/; + ];rpq)

(3.2.4.12)

3.2.5 Form I Field Equations

The equations of motion and boundary conditions will be formulated using Hamilton’s prin-
ciple as in the case of the general theory. However, from (3.2.3.3) and (3.2.3.4) it is clear that
the fields w; and 1);; are now coupled, meaning that Hamilton’s principle will be expressed
with one independent variation, which is chosen to be du;.

In view of (3.2.3.8), the total kinetic energy term in Hamilton’s principle is:

7= Tav

Bo

1L .. 10 [,% Oy, \ . 10 | ,% Oy, \ | .
— T+ = — o B T Vv
/BO{QPU]U] 6 0z, {pd hmn (&vm) uk] 6 0z, {,0 phmin (Gajm)] uk} d
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Applying the divergence theorem in (3.2.5.1) yields:

. L 10 [, [0u\].
/_/B {§Pujuj—55,— {pdfokmn (%)} uk}dV

3.2.5.2
+ / L@ (28 iy as e
- 6 P Aplemn 8xm k
The variation of the kinetic energy term in Hamilton’s principle is:
to ~ to 1 o 1 a /0 aun .
0 7 dt = 0 —pujuj — —— P | =— uk} dv dt
h b J 60z, | " \ O, (3.2.5.3)

to
[ B (22 s
8]]3%0

By executing the variations in (3.2.5.3) and then performing integration by parts with respect
to time we obtain:

to 5 .
/ 6 7 dt = / / [ pliy, — ( 'dgkmng )] duy dV dt
t1

> (3.2.5.4)
_ / %) /(;B gnpp’npdikmn (Dmun + anun) 5uk dS dt
0

Where D,, is the surface gradient operator and D is the normal gradient operator, which
are defined as:

0
Dm = (5ml — nmnl)axl (3255)
0
D= M (3.2.5.6)

In view of (3.2.3.10), (3.2.4.9), (3.2.4.10) we can write the variation of the potential energy
in the form of:
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Using the definitions of ¢;;, f%jk, (3.2.5.7) can be written as:

Odu; . Oduy

SW = 7 ok
T gz, M g,

(3.2.5.8)

The variation of the potential energy term in Hamilton’s principle is:

to _ to
/ 6Wdt:/ 5| Wavdt= / / (szaéu + flijkn 00U ) AV dt
1 a1 Bo t1 JBo O; O0x;0x
~ aﬂzﬂc 0 - 8[1’1316
— o |\ Tik — 3.2.5.9
/t1 /Bo 8[Ej |:<Tl] axz >6 k:| 8[Ej (Tjk 61’1 6Uk ( )

- &Suk
* o (uuk - )}dth

J

Applying the divergence theorem in (3.2.5.9) yields:

/ S dt = / / (m a“”’“) Oy dS dt
OBg
/tZ/ LAY dth+/t2/ e 22 4 gt
- — | Tjx— 5 | du A et
t1 JBo 8xj " axl * t1 JOBg ik axj

In the last integral of (3.2.5.10), only the normal component of the variation 9duy/0x; is
independent of du; on S. Having this in mind, we decompose the term inside the integral
as:

(3.2.5.10)

Géuk
Ox;

HieTi———

= [Lijeni Djous + fiijpning Doy, (3.2.5.11)

Following Toupin [12], we express the first term on the right — hand side of (3.2.5.11), which
contains the non — independent variation Djduy, in the form of:

ﬂijkniDjéuk = D](/lwknléuk) — niDj,&ijkéuk — (D]nl)[cwkéuk (32512)

The last two terms in (3.2.5.12) contain the independent variation duy, the preceding term,
on the surface JB, can be written as:
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_ . 0 _
D;(fiijrmidug) = (Dyng)n nfuijeduy, + epqmnq%(emljnmimjkéuk) (3.2.5.13)
p

Equation (3.2.5.11) can be expressed with the help of (3.2.5.12), (3.2.5.13) as:

_ dduy, - _
Nz’jknia—mj = (Dlnl)njni,uz‘jk(;uk + qumnqa—xp(emljnmiﬂijkfsuk) (3.2.5.14)
— i Djfijrdu, — (Djng) flijreduy + flijrming Doy,
While the term inside the first surface integral in (3.2.5.10) can be written as:
T

The following result arises by inserting (3.2.5.14), (3.2.5.15) into (3.2.5.10) and then per-
forming a bit of algebra:

S 2 0 Ofiiji
__ (7 — “EE ) Suy dv dt
/tl 5 dt / /B o (T] b )m

to
+ / / [nﬁjk — nmjDﬂijk — QHJDzﬂUk + (ninijl — D]nz) llzgk] 5uk dS dt
t1 OBg

to
t1 OBg

to a
+/ / epqmnqa— (emljnmiﬁijkéuk) dS dt
t1 OBy :Cp

(3.2.5.16)

In order to factorize the variation duy in the final integral of the above expression, we invoke
Stoke’s theorem:
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Theorem 3.2.5.1 (Stoke’s Theorem)

Let A be a regular surface bounded by a closed curve I' and let v be a vector field
whose components have continuous partials derivatives on a region that contains A.

Then:
avk %
€iik—— dS = vin; ds
/A Jk@xj T

Where T is positive oriented with respect to the unit vector n, normal to A.

If the surface 0By has an edge C', formed by the intersection of two parts 0B; and 0By of
0By, then applying Stoke’s theorem in the final (inner) integral of (3.2.5.16) yields:

to a
/ / CpqmTy gy~ (€maimun;flijrduyg) dS dt = j{ [ i) ] dug ds (3.2.5.17)
t1 JOBo D c

Where m; = €551 is a vector being tangential to the corner, s,, are the components of
the unit vector tangent to C' and the double brackets [[x]] indicate that the enclosed quantity
is the difference between its values taken at the two sides of the corner line.

Finally, by substituting (3.2.5.17) into (3.2.5.16) we obtain the following expression for the
variation of the total potential energy density:

t2 t2 o
/ 57//dt:—/ / i(ﬁj—%)éukd‘/dt
t t Bo axj axz

to
+ / / [nﬁjk - ninjD,&ijk - 27IJD1,111]]€ + (nmijl - Djnl) /:ka] 5uk dS dt
t1 OBy

to
+/ / ninflijr Do, dS dt +j{ [[nim fuign]] Oug ds
t1 OBg C
(3.2.5.18)

The above expression of the variation of the total potential energy density suggests that the
work of the external forces has to be in the form:

Wext = / Fkuk dVv +/ pkuk dS + / RkDuk dS + % Ekuk ds (32519)
Bo 0B 0Bg C

Where Fj, is the body force per unit volume, while P, Ry and Ej, represent surface forces
per unit are and their interpretation will be given later:
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The variation of the work of the external forces is:

5Wezt = / Fk(SUk dV —|—/ ]5k5uk dS —|—/ RkDéuk dS —f-f Ek5uk ds (32520)
BO BBO BEO C

The equations of motion and boundary conditions of form I of Mindlin’s general theory are
obtained by substituting equations (3.2.5.4), (3.2.5.18), (3.2.5.20) into Hamilton’s principle
and performing afterwards a few operations:

0 ~ Guwk 1 0 1)) ﬂn
— | 75 F, = — d 3.2.5.21
oz, (Tﬂ oz, ) T = Pl g Pk ( )
pk = nﬁ'jk — nmjD/]ijk — QTL]DZ,U/;]}@ + (nmijl - DJTZZ) ,aijk

1 - 3 3 (3.2.5.22)

+ 3P npd fmn (Dmin + T i)
Ry, = ninjjiin (3.2.5.23)
By = [[nim;fiie]] (3.2.5.24)

Taking into consideration equations (3.2.5.19), (3.2.5.22) — (3.2.5.24) it appears that an
appropriate terminology for the three traction vectors of form I is: Traction vector for P,
double traction vector for Ry and jump traction vector for Ej.

The displacement equations of motion can be obtained by inserting (2.2.2.9), (3.2.2.4) into
(3.2.4.11), (3.2.4.12) and then substituting the later into (3.2.5.21):

A+20)(1 = PVHVV -u— (1 -2VHV xVxu+F

3.2.5.25
=p(it — KiVV -l + h3V x V x i) ( )
Where the expressions of l2 h? are given by:
E:%m+@f@f@+%) (3.2.5.26)
A+ 20
) i
B o Has +ay) (3.2.5.27)
il
' 21902 2
pe = P20 -?)F(Oéﬂi’) ] (3.2.5.28)
p
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Pl +57)

hi =
1 6p

(3.2.5.29)

The positive definiteness of W requires i > 0, A+ 2pn > 0, l? > 0. It is also reasonable to
assume that h? > 0. This can be justified since h; is related to the length of the edges of
the material’s cell which is an observable quantity through (3.2.5.28), (3.2.5.29). Generally,
ZNZ-Q > 0 and h? > 0 are treated as positive quantities that express length properties of
the material and are known in the literature as the gradient coefficients (A, As) and the
characteristic lengths of the material (hq,hs). These intrinsic parameters have units of
length square and represent the effect of the stiffness A2, A2 and the inertia h2, h2 of the
microstructure on the macrostructural response of the gradient elastic material [18]. It will
also be shown latter that A2, h? are related to longitudinal deformations, while A2, h2 to
shear ones.

3.3 Forms 11, 111
3.3.1 The Equations of Form 11

It was mentioned earlier that the eighteen independent components of l;ijk may be resolved,
in more than one way, into tensors whose components are independent linear combinations of
0;0;uy,. One such, indicated by Toupin [12] is the gradient of the infinitesimal strain tensor:

The gradient of the strain is assumed to be related with l;:ijk as:

Rije = kijn + kjii — kij (3.3.1.2)

The expression of the potential energy density function of form II is obtained by substituting
(3.3.1.2) into (3.2.4.1):

~ 1~ 5 R N S oA ~ S
W = 5)\6“'6]']' + IU’EUEU -+ alkiikkkjj -+ anijjkl-kk -+ agkiikkjjk + a4k;ijkk:ijk + a5kiikkkﬂ (3313)

Where the constants a; — as are given by:
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dl - 2&1 - 4&3, &2 = —&1 + dg + C~L3

. N ) N _ R _ N (3.3.1.4)
as = 4&3, ag = 3&4 — as, a5 = —26L4 + 2&5
The stress tensors of form II are defined as:
oW
Tij = = Tji (3.3.1.5)
J aeij J
oW
ik = ——— = [lik 3.3.1.6
* = B j ( )
While the constitutive equations are:
Foq = AOpq€ii + 2i€pg (3.3.1.7)
Mpgr = §a1(krii6pq + Qk:iz'p(sqr + kqiiérp) + 2a2kpii5qr + 2a3(kii7"5pq + kiiq(;pr) (3318)

-+ 2&4]A€pqr + d5(l;7rpq + z@"ﬁ)

In view of (3.3.1.3), (3.3.1.5), (3.3.1.6) we can write the variation of the potential energy in
the form of:

W = 7i;0€i5 + fuijrdkijn (3.3.1.9)

~

Using the definitions of €;;, k;jx, (3.3.1.9) can be written as:

sy — 0du; dduy,

= 0w o, (3.3.1.10
O (s N T D (o Oy, 0 w) P
n 8xj 7is (9% F al'j 7is 8@ F 8]31 Hah 6xj

The equations of motion and boundary conditions can once again be formulated using Hamil-
ton’s principle. The procedure will not be shown analytically this time due to the fact
that the expression of the kinetic energy is unchanged compared to form I, while equation
(3.3.1.10) has the same form as (3.2.5.8), which implies that that the expression of the work
of the external forces in both sub — theories is also identical. Having the aforementioned in

~
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mind we come to the conclusion that in form II the boundary conditions and the equations of
motion are the same as in form I with the only difference being that 7;; and fi,;;, are replaced
by 7;; and fi;;, respectively:

(9 N aﬂ”k . ]- a /1 312 un
— T — F, = - d — 3.3.1.11
0z; (T] Ox; T 3 0z; P Cpkmn 0Ty, ( )
Py = nj#y, — ningDjije — 2n; Diftize + (ningDing — Dyng) fu
1, ) ) (3.3.1.12)
Ry = ngn;fiijn (3.3.1.13)
Ey, = [[nim; ] (3.3.1.14)

At this point the major advantage of form II over the other two forms of Mindlin’s general
theory can be illustrated. It was mentioned before and it will be shown latter that the
three forms conclude to identical equations of motion. However, the fact that [z = fijik,
whereas fi;;, = fi;r; implies that the quantity inside the parenthesis on the left — hand side of
(3.2.5.21), (i.e. the total stress tensor) is not symmetric, but the corresponding quantity in
(3.3.1.11) is symmetric as in the case of classical elasticity, thus avoiding problems associated
with non — symmetric stress tensors introduced by Cosserat and couple stress theories.

The displacement equations of motion can be obtained by inserting (3.3.1.1), (2.2.2.9) into
(3.3.1.7), (3.3.1.8) and then substituting the later into (3.3.1.11):

A+20)1 = BVHVV -u— (1 — V)V XV xu+F

L ] (3.3.1.15)
=p(i—h{VV - -u+h3V XV x i)
Where:
~ 2(a a a a a
2 = 2 ¥ 8z 1 s 1 s o) (3.3.1.16)
A 20
o a 24 a
R R L (3.3.1.17)
20

From (3.2.5.26), (3.2.5.27), (3.2.5.4) we observe that {2 = [2, which means that the dis-
placement equations of motion (3.2.5.25) and (3.3.1.15) of form I and II respectively are
identical.
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3.3.2 The Equations of Form III

In form III the potential energy density is a function of the infinitesimal strain tensor, the
gradient of rotation and the fully symmetric part of the gradient of strain. Even though in
this work form III is not implemented the governing equations are presented briefly for the
shake of completeness. We begin by defining the curl of the strain:

7 aemi

kij = ejlma_xl (3321)

By substituting (2.2.2.9) into (3.3.2.1) we can also express the curl of the strain as:

- 1 *u,,
Fo= Lo, O lUm 3.3.2.9
I R 0y ( )

From the last two equations it is clear that ]%ii is the part of dz;0x;0u; that generates couple
- stresses. Also, k; = 0, which means that k;; has only eight independent components. In
his original work Mindlin defined the fully symmetric part of the gradient of strain as:

= - 1 - 1 -
kije = Kije + gez’ljkkl + geilkkjl (3.3.2.3)

Alternatively, k;;, can be expressed in terms of the displacement vector only be substituting
(3.3.1.1), (3.3.2.2) into (3.3.2.3):

B 2 2, 2.
_ ( Pu Py Pu ) (3.3.2.4)

ik = 3 O0x;0x; * 0x,0x; * Oz ;j0xy,

The potential energy expression of form III can be obtained by solving (3.3.2.4) with respect
to ki, and substituting the latter into (3.3.1.3):

_ 1-~ - — - — 3 = = = = _ _ =
W = 5/\61@'63‘]' + HE;;€45 + 2d1kijkij + lekijkﬁ + 5&1kiijkkkj + koijkkijk + feijkkijkk” (3325)

Where the constants a;, @y, di, do, f given by:
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18d; = —2a4 + 4ag + a3 + 644 — 345, 18dy = 24y — 4y — a3
3C_Ll :2(d1+&2+d3), C_Ll :&4+€L5, 3f:d1+4d2—2d3

The stress tensors of form III are defined as:

oW
Tij = = Tji
J 861‘] J
0 s ow O = 0
Hij a]%ij y M
_ ow _ _
Hijke = —=— = Mkij = Hjki = Mjik
J ak@]k J J J

(3.3.2.6)

(3.3.2.7)

(3.3.2.8)

(3.3.2.9)

Where [i;; is the couple - stress deviator. The constitutive equations that arise are:

qu = 5\5pq€ii + 2,&61,,1

Hpg = Ady ]_qu + 46?2]_@11? + f epqizijj

(3.3.2.10)

(3.3.2.11)

_ = = - _ 1 __
,apqr = C_Ll <kiir5pq + kiip(sqr + kiiqém> + 2@2]{3qu + gfkl] (5pqeij7“ + (5q,«61'jp + 5rpeijq) (33212)

In view of (3.3.2.5), (3.3.2.7) - (3.3.2.9) we can write the variation of the potential energy in

the form of:
SW = 7,065 + fiij0ki; + ﬁ¢jk5z’z‘jk

Using the definitions of €;;, kij, kiji, (3.3.2.13) can be written as:

] oft, OF, OFiz:S
SV = % {(Tjk - “;j"“) 5uk] A (Tjk - “;’f) By +
J 7

Where:

Cjki it 1 Hijk

N | —

-
Hijk =

(3.3.2.13)

(3.3.2.14)

(3.3.2.15)
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In order to derive this time stress equations of motion and boundary conditions different
than those of form I and II we resolve (3.2.5.11) with respect to Dduy:

Doy, = 20winje;ji + Dy (nidu;) — (Dgng) du; + ngdeny, (3.3.2.16)

Where w; is the axial vector of the rotation tensor and ¢, is the normal component of the
strain tensor:

1 Oy,
i = SCim (7 3.3.2.17
v 26[ 5’xl ( )
€nn = NiN;€;, No summation over the n indices (3.3.2.18)

By integrating (3.3.1.14) by parts and applying the divergence theorem and Stoke’s theorem,
the following expression for the variation of the potential energy density:

_ 1 _
67/_—/ (V-T+§VXV-N—V~M'V>6udV
Bo

1 _
+ {n~7‘+§n><(V-ﬂ—Vtrﬂ)—(Vxﬂ)~n
By
—n-VXxnxn-pg+n-pg-n®en)l}éudsS
= 3.3.2.19
—|—/ m-7xXxn+2nx (n-p-n)xnl- (6w xn) dS ( )
By

—|—/ n®n: p-n(dtre) dS
OBy
1 _ _
—|—% {é(tr;u@s)—i—(sx n)-npg+n-pg:nen)|duds
c
In (3.3.2.19) s represents the unit vector tangent to the edge C'. The above expression of

the variation of the total potential energy suggests that the work of the external forces has
to be in the form of:

Wewt = / FoudV —I—/ [P-ou+Q-0w x n+ R (tre)] dS +j§ E-duds (3.3.2.20)
Bo OBg C
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Where Q is the tangential component of the couple - stress vector and R denotes a double
force per unit area, without moment, normal to S.

As in the previous cases the equations of motion and boundary conditions are formulated
by substituting (3.2.5.4), (3.3.2.19), (3.3.2.20) into Hamilton’s principle. It is noted that the
expression of the kinetic energy is the same as in form I

1 _ 1 -
V.7—-+§vxv.p,_v.ﬁ.VJrF:pﬁ—gV-(p/dz:Vii) (3.3.2.21)

1 _
n-7‘+§nx(V~ﬂ—VtT/1)—(V></],)-n

_— (3.3.2.22)
—n-VX[n><(n-ﬁ—l—n-ﬁ-n@n)]—l—gp'n-dZ:Vii:P
n-gxn+2nx (n-pg-n)xn=Q (3.3.2.23)
n@n:p-n=R~R (3.3.2.24)
1 - _
—(trp®s)+(sxn)-(np+n-p:nen)| =E (3.3.2.25)

2

The displacement equations of motion can be obtained by inserting (2.2.2.9), (3.3.2.2) and
(3.3.2.4) into (3.3.2.7) - (3.3.2.9) and then substituting the latter into (3.3.2.22):

A+20)(1 -BVHVV -u—ji(1-BV)VxVxu+F

3.3.2.26
= p(ii — RIVV -l + h3V x V x i) ( )
Where:
A+ 20
p_3h ot/ (3.3.2.28)

3

Using (3.3.1.4), (3.3.1.16), (3.3.1.17), (3.3.2.6), (3.3.2.27), (3.3.2.28) it can be shown that

[? = [2, while it was previously proved that [? = [? meaning that the displacement equations
of motion (3.2.5.25), (3.3.1.15), (3.3.2.26) of forms forms I, IT and III are identical. Having
the aforementioned in mind, from now on we will not distinguished between the intrinsic

gradient parameters 12, [2, [? and we will write the equations of motion as:

(R A )
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A+20)(1 = BVHVV -u— (1 - BV VxVxu+F

3.3.2.29
= p(ii — RIVV -t + h3V x V x i) ( )

The above differential equation is indeed much simpler compared to (2.6.1.1), (2.6.1.2) and
in some cases closed form analytical solution can be obtained, however by making a few more
assumptions regarding the material properties (3.3.2.29) can be simplified even further as it
will be shown in the following section.

3.3.3 Dipolar Gradient Elasticity

Dipolar gradient elasticity was presented in 2003 by Georgiadis [72] and corresponds to the
simplest possible version of Mindlin’s general theory. This theory has been implemented
multiple times (see, e.g., [73], [74], [75], [76]) and can be easily formulated by setting p’ = p,
a; = az = as = 0, ay = N?/2, ay = l*, g7 = g5 = 0. In this case, equations (3.2.2.5),
(3.2.2.6), (3.2.4.2) - (3.2.4.8), (3.2.5.26) - (3.2.5.29) imply that A=\Nji=pa=006=1,
d}%kmn — D26y, 12 = 12 = 12, h? = h2 = h? = d2/3. In this work dipolar gradient elasticity
is formulated having form II as a background for the kinematics and the potential energy

density, however versions of this sub - theory can be formulated using either form I or form

III.

By setting the above values in (3.2.3.8), (3.3.1.3) the following expressions for the kinetic
energy density and the potential energy density are obtained:

~ 1 Guk 8uk
T = 3.3.3.1
27 iy p 8xp (‘3% ( )

1 VP wl? - .

W = §>\€ii6jj + ,ueijeij + Tkljjkjlk’k + Tkwkkmk (3332)

The constitutive equations (3.3.1.7), (3.3.1.8) now become:
7A'pq = Aépqeii + 2,u€pq (3333)

2 8

flpgr = 1" =— . (ANdgr€ii + 211€4r) (3.3.3.4)

Tp

Because in this case the kinematics as well as the potential energy density are the same as
in form II, the equations of motion and boundary conditions can be formulated by setting
the values of the gradient parameters into the corresponding equations of form II. By setting
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poAN= N fi =g, A = D200, B =13 = 12, h3 = h3 = h? = d?/3 into (3.3.1.11) -
.1.14) the following equations are obtained :

0 ~ a/h]k 1 un
7 #, F, = pii, — = 3.3.
o, (Tk] oz, ) + F, = piiy, 3ph <8xp8p> (3.3.3.5)

A R ) ) . 1 U
Pk = MN;Tjk — nmjD,uijk — QTLJDZ,U,Uk + (nmijl — Djnl) Mijk + gpthpa% (3336)
p

While the boundary conditions (3.3.1.13), (3.3.1.14) remain invariant.

A A

Finally, the displacement equations of motion are obtained by setting in (3.3.1.15) I3 = (2 =
2R =2 = h? = d/3:

A+ p)(1 = PVHVV -u+ u(l - PVHV*u+ F = pi — IV%i (3.3.3.7)
Where [ is the micro-inertia coefficient defined as:

1
I=ph?®= gpd2 (3.3.3.8)

Because d has a geometric representation it can be considered as a real positive quantity. It
is reminded that 2d is the length of the edges of the cells that compose the microstructure,
for this reason it can be justified that I > 0.

Equation (3.3.3.7) corresponds to the simplest possible governing equation that can describe
the motion of a gradient material in the context of Mindlin’s general theory. Both (3.3.2.29)
and (3.3.3.8) will be used in this work for solving different problems with infinite domains.
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3.4 Elastodynamics of Gradient Continua

3.4.1 Lamé Potentials

The system of displacement equations of motion (3.3.2.29) has a disadvantageous feature in
that it couples the three displacement components. The aforementioned equations can be
uncoupled with Lamé type potentials as in the case of Navier — Cauchy equations, which is
the equivalent system of equations in classical elasticity.

Let us consider a decomposition of the displacement vector of the form of:

u=Vé+Vxe (3.4.1.1)

V-9=0 (3.4.1.2)

It will be shown that the above vector field indeed satisfies the displacement equations of
motion (3.3.2.29), however before we begin the decomposition proses it is necessary to quote
a theorem that will be used in order to decompose the body force vector in (3.3.2.29).

Theorem 3.4.1.1 (Helmholtz Decomposition Theorem)

Let p(x) be a vector field on a bounded domain V' C R3, which is twice piecewise
differentiable inside V' and let S be the surface that encloses V. Then p(x) can be
decomposed into an irrotational (curl — free) component and a solenoidal (divergence
— free) component as:

p=—-VP+VxQ

Where:
_ 1 vip(g) / 1 / p(€> /
GRET A= e Sl T
_ 1 VSXP(E) /_i / p(§) !
Q)= - [ R e

V-Q=0

In the above equations V' is the gradient operator with respect to € and n’ is the
outward pointing unit normal vector at each point of the surface S’.

\ y

The physical interpretation of V - Q = 0 is that it acts as a closure condition. Since p(x)
is a vector function when decomposed it must be replaced by three equations. Also, it was
mentioned before that by performing Helmholtz decomposition, a vector filed is decomposed
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into an irrotational component and a solenoidal component. This can be easily be noticed
since the vector identities V x Va = 0, Va and V - V x v = 0, Vv hold, as long as a,v are
twice differentiable.

In the problems that are presented in this work the analyzed domain is always considered as
an infinite domain. In this case the expressions of P, Q that are given above are significantly
simplified.

Corollary 3.4.1.1. Let p(x) be a vector field on V. = R3 (in this case V is un-
bounded), which is twice piecewise differentiable, if p(x) vanishes faster than 1/x as
x — 00. Then p(x) can be decomposed into an irrotational component and a solenoidal
component as:

p=—-VP+V xQ

Where:
o 1 v& : p(€> !
Q(X) _ 1 Vﬁ X p(&) dv’

T dn 1% |X_€|

V-Q=0

Using Helmholtz decomposition, we can express the body force vector in the form of:

F=(\+20)VF + iV x G (3.4.1.3)

Where the coefficients in front of the differential operators in (3.4.1.3) are placed for dimen-
sionality reasons.

We continue by inserting equations (3.4.1.1), (3.4.1.3) into (3.3.2.29):

A4 20)(1 = BVHVV - (Vo + V x ) — i(1 — BVAV x V x (Vo + V x 1)
+ A+ 20)VF + iV x G (3.4.1.4)
= p[(Vd+V x ) — h2VV - (Vd+ V X ) + h2V x V x (Vo + V x 9)]

The above equation can be simplified with the help of the following vector identities:

V-Va=V?%, Va (3.4.1.5)
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V.-Vxv=0, Wv (3.4.1.6)

V xVa=0, Va (3.4.1.7)

Due to (3.4.1.5), (3.4.1.6), equation (3.4.1.4) takes the form:

(A +20)(VV3 — BV2VUV20) — i(1 — 2V?)V X V X V X 1 + (A + 2]i)

. : . : 3.4.1.8
VF+ iV x G =p[(Vd+V x ) — B2YVZ)+ h2 + V x V x V x 1] ( )

The terms with the multiple curl operators in (3.4.1.8) can be further simplified due to the
following identity:

VxVxv=VV.-v-Vi, W (3.4.1.9)

Substituting (3.4.1.9) into (3.4.1.8) and taking also (3.4.1.7) into account yields:

(A 20)(VV26 ~ EVEVV20) + iV x Vi — BV2V x V) (34.1.10)
L 2VE 4V X G = p[(Vé+ V x 9b) — h2VV2— W2+ V x V2]

By assuming that ¢ is of C° (it will be shown latter that this is not necessary) we can
interchange the Laplacian and the gradient operators, as well as the Laplacian and curl
operators in (3.4.1.10):

(A +20)(VV%) — BVVA) + i(V x V2ahp — 12V x Viap)

- . . . . 3.4.1.11

+ A+ 20)VE + iV x G = p[(Vo + V x ) — hiVV?¢ — h3 + V x V9] ( )
Where V* is the biharmonic operator defined as:

V= vv? (3.4.1.12)

By rearranging the terms in (3.4.1.11), the following equation is obtained:
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V=M 4+ 20) BV + (A + 20) V3¢ + phiV2 + (A + 20) F — phid]

AN R ) (3.4.1.13)
+V X [~V + V= + phytp + 4G — pp] = 0

By applying the divergence operator in (3.4.1.13) and taking into account (3.4.1.5), (3.4.1.6)
we obtain:

V2[=(A+20) 2V + (X + 20)V2h + ph3V2h + (A + 20)F — pd] = 0 (3.4.1.14)

By applying the curl operator in (3.4.1.13) and taking into account (3.4.1.7), we obtain:

V X V x [~2aVi% + V2 + ph2Vap + iG — pp] = 0 (3.4.1.15)

The order of the final two differential equations can be reduced if we manage two prove that
the terms inside the brackets in (3.4.1.14), (3.4.1.15) are equal to zero. This idea is known
in the literature as the completeness theorem and the next paragraph of this work is entirely
devoted to formulating and proving this theorem.

3.4.2 The Generalized Completeness Theorem

According to Achenbach [77], the question of the completeness of the representation (3.4.1.1)
in the context of classical elasticity was first raised by Clebsch. Clebsch asserted that every
solution of the Navier-Cauchy equations of motion could be expressed using the represen-
tation (3.4.1.1) for I; = h; = 0. The work of Clebsch and others, particularly Duhem, was
discussed by Sternberg [78]. As far as the author is concerned all the work that has been
made regarding the completeness theorem is in the context of classical elasticity and no one
has ever attempted officially to generalize the theorem in a more complicated theory than
the one of Cauchy. The formulation and proof of the theorem are presented below and are
identical to those of Achenbach but for the case of classical elasticity [77].
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Theorem 3.4.2.1 (Completeness Generalized Theorem)

Let u(x,t) and F(x,t) satisfy the conditions:

ue BV xT)

FeBVxT)

As well as the displacement equation of motion (3.3.2.29), in a region of a space V'
and in a closed time interval T'. Also let F' be given by (3.4.1.3). Then there exists
a scalar function ¢(x,t) and a vector function (x, t) such that u(x,t) is represented
by (3.4.1.1), (3.4.1.2). Where ¢(x,t) and t(x,t) satisfy the following forth order
differential equations:

1 h? . 1 1 -
4 2 1
Vip— =V (p+ Lp)— =F=———¢
12 ( 02 ) 12 B2
1 hZ . 1 1 -
4 2 2
Vi V2(ap b G — b
13 ( 03 ) 13 1392

Proof: We begin by replacing the Laplacian operator in (3.3.2.29) with the expression given
in (3.4.1.9):

A+ 20)[VV -u—-2(VV-VV-u-VxVxVV-u)
— VXV xu—-B(VV-VYxVxu—-VxVxVxVxu)+F] (3.4.2.1)
=p(ii — MAVV -t + h3V x V x -ii)

Equation (3.4.2.1) can be simplified with the help of (3.4.1.5) — (3.4.1.7)

A4 20)(VV -u—PBVVV -u) — (VX Vxu+BVxVxVxVxu)+F

3.4.2.2
= p(it — RIVV it + h3V x V x -ii) ( )
The above equation can equivalently be written as:
i — hiVV -+ h3V x V x -
Hmmyvy-uTh " (3.4.2.3)

= -5V XV XxVXxVxu—vihVVV -u+0VV-u—v3VxV xu+f

Where v, U5 are material’s constants that when the microstructural parameters are set equal
to zero, degenerate to the wave velocities of the primary and the secondary waves of classical
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elasticity and f = F/p is the body force per unit mass, which according to (3.4.1.3) can be
expressed as:

A+ 2/
by = 4| 22 (3.4.2.4)
p
. fi
P 3.4.2.5
2 \/; ( )
f=0VF + 55V x G (3.4.2.6)
By integrating (3.4.2.3) two times with respect to time we obtain:
u—hVV-u+hiVxVx-u
t T
:—@SZSVX/ / (V x V xV xu)dsdr — %l v/ / (V2V -u)dsdr
(3.4.2.7)

~ZV// (V- udsdT—USVX// qudsd7+//fdsdr

+ v(x)t + u(x

Where v(x) and u(x) are the initial conditions for the velocity and the displacement respec-
tively (V(x) = v(x,0), u(x) = u(x,0)). Also, the initial conditions of the velocity and the
displacement can be expressed in terms of (3.4.1.1) as

V(x) = Vo + V x 1y (3.4.2.8)
(x) = Voo + V x 1y (3.4.2.9)
Where:
do = do(x) = (x,0), By = do(x) = H(x,0) (3.4.2.10)
’l/)o = ’l/)o(X) = 'l,b(X, O), ¢0 = ¢0(X) = ’l/.)(X, 0) (34211)

Substituting (3.4.2.6), (3.4.2.8), (3.4.2.9) into (3.4.2.7) yields:
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t T
u= 2l2V><// (VxVxVxu)dsdr — vQZQV//(VQV-u)dsdT

+ﬁfv//(v-u)dsd7—v2vX// (V x u)dsdr
o Jo (3.4.2.12)

—h%VxVx-quhfvv-qu//(ﬁfVFM%VxG)dsdT
0 Jo

+ (Voo + V X o)t + (Vo 4+ V X )

Due to the similarity between (3.4.1.1), (3.4.2.12) we define:

212// (V2V - udsdT—{—vl// (V-u)dsdr

(3.4.2.13)
+hfv-u+®f/ / F ds dr + dot + o
0 Jo
2l2/ / VXVXVXu)deT—UQ/ / (V xu)dsdr
(3.4.2.14)
— h3V x -u—i—??%/ / G ds dr + ot + 1o
0 Jo
By differentiating (3.4.2.13), (3.4.2.14) two times with respect to time we obtain:

¢ = —02PVAV - u+ 2V -u+ b3V - i + 02F (3.4.2.15)

P = —022V x VX V xu—92V xu— hiV x i+ 392G (3.4.2.16)

By substituting (3.3.1.1) into (3.4.2.15) and taking into account (3.4.1.5), (3.4.1.6), (3.4.1.9)
we obtain:

b =~V + 2V2 + h2V2P + 0°F (3.4.2.17)

By substituting (3.3.1.1) into (3.4.2.16) and taking into account (3.3.1.7) we obtain:

h =022V x VX VXxVxu—2VxVxu—hiVxVxi+ G (3.4.2.18)
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Inserting (3.3.1.9) into (3.4.2.18) yields:

P = —2(VV-= V) (VV-4p— V) — 52 (VV-4p—V2ep) —hA(VV-4p—V24) +52G (3.4.2.19)

However, since one of the assumptions of the completeness theorem is, V -1 = 0 the above
equation is simplified to:

= —BIE(VV - V24 + VV2) + BV + V24 + 3G (3.4.2.20)

By interchanging the divergence and the Laplacian operators, the first term inside the paren-
thesis in (3.4.2.20) vanishes, since V -4 = 0 and in view of (3.4.1.12) the above equation
can be written as:

P =~V + 5BV + Vi + 3G (3.4.2.21)

Dividing (3.4.2.17) with —v22 and (3.4.2.21) with —v2[? gives:

. 1, .. 1 1 -
Vip— 5 V(b + =) — 5F = 5= (34.2.22)
I vy I gh
1 hZ .. 1 1 -
Vi — 5V + —24h) — 5G = —gdp (34.2.23)
l5 ) I3 l505

And in this way the proof of the theorem is completed.

3.4.3 Wave Propagation in Gradient Continua

The only thing that remains to be considered before deriving analytical solutions, is to
examine what happens when plane waves propagate inside a gradient continuum. Unlike
classical elasticity, in the context of the three forms of Mindlin’s general the body waves are
dispersive, meaning that waves of different wavelengths travel at different phase speeds. To
illustrate this we begin by applying the divergence and the curl operator in the homogeneous
version of (3.3.2.29) and with the help of (3.4.1.6), we can obtain the equations that describe
the propagation of dilatation and rotation respectively.
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2(1 - BVHVA(V-u) = (1 -hrVHV i (3.4.3.1)

P2(1 = 2VA)V x (Vx V xu) = (1+h2V x VX))V x ii (3.4.3.2)

Using (3.4.1.9) and taking also into account (3.4.1.6), (3.4.3.2) can equivalently be written
as:

v2(1 — BVAVA(V xu) = (1 + hiVAV x i (3.4.3.3)

Where the expressions of the material’s constants ©; and 0 are given by (3.4.2.4), (3.4.2.5).
Also, it is worth mentioning that in contrast with the corresponding relations of classical
elasticity, the differential equations presented in (3.4.3.1), (3.4.3.3) of the forth order. This
implies that wave signals emitted from a disturbance point propagate at different velocities.
At this point, the dispersion relations can be determined by considering time - harmonic
plane wave solution of (3.4.3.1), (3.4.3.3) in the form of:

u = Adelam-w1] (3.4.3.4)

Where A denotes the amplitude, (d,n) are unit vectors along the directions of motion and
propagation, respectively (n should not be confused with the outward unit vector normal
to a boundary of the body), x is the position vector, ¢ is the wavenumber and w is the
circular frequency of the plane wave. Upon substituting (3.4.3.4) into (3.4.3.1), (3.4.3.3),
the following dispersion equations are obtained for the primary and the secondary waves:

WP =02 (14 12¢%) (1 + h2g?) ™ (3.4.3.5)

WP =022 (14 12¢3) (1 + h3gd) ™ (3.4.3.6)

Where ¢, and ¢, are wavenumbers that describe the motions of the primary and the secondary

waves. Accordingly, the phase velocities of the longitudinal and shear waves o7, i = 1,2 in
either of the three forms of Mindlin’s general theory are given by:

~ w - _

W= = (14 82¢) (14 n2g?) (3.4.3.7)
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—-1/2

W= =@+ 2¢)" (14 13g) (3.4.3.8)

Equations (3.4.3.7), (3.4.3.8) show that the propagation velocities of body waves depend
on the respective wavenumber. Hence, both waves are dispersive in the context of the
three forms of Mindlin’s general theory. To investigate further the nature of the dispersion
relations (3.4.3.5), (3.4.3.6), we consider the group velocity 9/ = dw/dg; at which the energy
propagates in a dispersive medium [77]. By differentiating (3.4.3.6), (3.4.3.7) with respect
to ¢; and with the help of (3.4.3.5), (3.4.3.6), we obtain:

~3/2

o = o+ (B = 13) o} (1+ G3?) " (1+ hig}) (3.4.3.9)

~3/2

0= (B 12) maad (1 + 2) ™ (14 W) (3:4.3.10)

The following three cases are distinguished [79], which will appear very important later in
the analysis of the scattering problems.

e For [? < hZ, equations (3.4.3.9), (3.4.3.10) imply that ¢/ < ¢¥, thus the dispersion is
normal.

e For [? > h?, equations (3.4.3.9), (3.4.3.10) imply that o{ > ©¥, this case is characterized as
anomalous dispersion.

e Finally, for I? = h?, or (I? — 0, h? — 0), the wave velocities degenerate into the non-
dispersive velocities of classical elastodynamics. This case presents a lot of interest, as it
combines aspects of both classical elasticity (i.e., non-dispersion) and gradient elasticity (i.e.,
the existence of microstructure).
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4 Fundamental Solutions

4.1 Introduction

In this chapter the process of deriving two new analytical solutions in the context of sub-
theories that are generated from Mindlin’s general theory is presented in great detail. We
consider a problem where plane waves generated by body forces propagate through an infinite
domain and we distinguish between the two cases of anti — plane shear and plain strain.
In both cases the analytical solutions are derived using purely displacement formulation
and the displacement equations of motion are solved analytically using integral transforms
techniques. Because in the plane strain problem the equations that arise are quite extensive,
the theory of dipolar gradient elasticity is adopted which represents the simplest possible
version of Mindlin’s general theory. In both cases the displacement Green’s functions are
given in closed form and their validity is ensured by the fact that they satisfy the displacement
equations of motion, while the corresponding solutions of classical elasticity can be obtained
as a special case when the microstructure parameters approach to zero. These Green’s
functions will appear very useful later when formulating the scattering problems because the
pins will be modelled as concentrated body forces and due to the principle of superposition
which generally applies to linear elasticity regardless whether the system is a Cauchy type
continuum or not, we can determine the displacement fields even for cases where the pins
define complex configurations.

4.2 Infinite Domain Under Anti - Plane Shear

4.2.1 Problem Statement

The first problem we will deal with pertains to the case where SH waves generated by a
concentrated body force, propagate in a infinite domain that is described by form II of
Mindlin’s general theory. In order to formulate the equations that describe the problem we
consider the case of anti-plane shear deformation, in this special case the displacements and
the body forces have the following forms:

Uy = Uy =0, u, =u,(z,y,1) (4.2.1.1)

F,=F,=0, F,=F,(z,y,t) (4.2.1.2)

Under this circumstances the displacement equations of motion of form II given by (3.3.1.15),
(3.3.2.29) degenerate to a single scalar differential equation. In order to illustrate this we
begin by expanding the divergence of the displacement vector:
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_ Ouy  Ouy,  Ou,
Vous gt gt =0 (4.2.1.3)

By substituting (4.2.1.1) - (4.2.1.3) into (3.3.2.29) and taking also (3.4.1.9) into account we
obtain the following equation, which describes the motion of a form II gradient material
under anti - plane conditions:

i (1 —12V%) V2u, + ph2V2i, — pii, + F. =0 4.2.1.4
2 2 2

From (4.2.1.4) it is noticeable that the particles motion is polarized in the z direction,
meaning that the resulting waves are shear waves SH. The SH notation refers to shear waves
(or secondary waves). In the context of this work the displacement u, and the body force
F, are supposed to have a harmonic time variation:

uz(z,y,t) = Us(2,y)e”™" (4.2.1.5)

F.(x,y,t) = P.(z,y)e” ™" (4.2.1.6)

The equation of motion for time harmonic conditions is obtained by substituting (4.2.1.5),
(4.2.1.6) into (4.2.1.4):

i (1—15V?) VU, — phjw*V?U, + pw’U, + P, =0 (4.2.1.7)

It is also convenient to express (4.2.1.7) in Cartesian coordinates x, y, since it will be the
main frame of reference that will be adopted in the analyses:

2 0*U, +o 0*U, N 0*U, (= ph?) 0?U, N 0?U,
2M\ "9t 0x20y?  oy* K= P 0x? Oy?
+ prUZ + P, =0

(4.2.1.8)

The displacement U, will be determined by solving (4.2.1.8). However, this is not necessary
since the equation of motion of Kirchhoff plates under certain conditions which will be stated
later is practically the same as (4.2.1.4). Nevertheless, the procedure of solving (4.2.1.8) will
be presented in detail for the sake of completeness.
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4.2.2 Correspondence to Classical Plate Theory

Another mechanical system that is described by a differential equation of motion in the form
of (4.2.1.4) is the Kirchhoff plate, when an isotropic prestress is also taken into account.
The Kirchhoff - Love theory of plates, also known as the classical plate theory (CPT) was
developed in 1888 by Love [80] using assumptions proposed by Kirchhoff [81] in 1850 and is
an extension of the Euler - Bernoulli beam theory to plates. The development of the classical
(Kirchhoff - Love) plate theory is based on three basic assumptions:

(1) Straight lines perpendicular to the mid-surface (i.e., transverse normals) before deforma-
tion remain straight after deformation,

(2) The transverse normals do not experience elongation (i.e., they are inextensible).

(3) The transverse normals rotate such that they remain perpendicular to the mid-surface
after deformation.

To examine the consequences of the Kirchhoff hypothesis, we consider a plate of uniform
thickness h. We use as a frame of reference rectangular Cartesian coordinates (x,y, z) with
the xy plane coinciding with the middle plane of the plate. The total displacement compo-
nents of a point of the plate are (u,v,w). When deformed a material point with coordinates
(x,y, z) in the unreformed pate moves to the position (x + w,y + v,z + w) in the deformed
plate. Assumptions (1), (2) imply that the normal strain along the thickness direction is
Zero:

ow
o= 5 =0 (4.2.2.1)

Equation (4.2.2.1) implies that w is independent of the coordinate z, while assumption (3)
results in zero traverse shear strains:

_(‘3u 8w_0 _81} ow

Exz—a %—

_ov . ow 42.2.
=5+ 5, =0 (4.2.2.2)

By integrating equations (4.2.2.2) with respect to z and taking into account that w is inde-
pendent of z, we obtain the following form for the displacement field:

U({L’, Y, th) = U()(I‘, y,t) - ZW (4223)
v(z,y, 2,1) = vo(w,y,t) — zw (4.2.2.4)
Y
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W(l',y,z,t) = wo(x,y,t) (4225)

Where (ug, vg, wg) denote the displacements of a material point on the middle plane (z,y,0).
It is also noted that ug, vy are associated with extensional deformation of the plate, while wq
denotes the bending deflection. For the general case of a prestressed Kirchhoff plate on top
of elastic springs where thermal effects are also taken into account, the equation of motion
in the transverse direction is given by Reddy, (equation (3.4.17) in [82]).

o'w *w *w
J— D11 ax40 J— 2 (D12 + 2D66) W@;Z — DQQW‘P — k‘wo
82MT aQMg aQMT
- ( 3xzm +2 3x8yy + ayny + A (g, vo, wo) + ¢ (4.2.2.6)

= I

821110 B 8_2 82w0 + 8221)0
oz oz \ oz | 0y?

In (4.2.2.6) D;; are the bending stiffness coefficients, & is the springs coefficient, ijp are the
thermal moments, ¢ is a distributed surface load, Iy = ph, I, = ph®/12 and .4 is given by:

0 8w0 3w0 0 8’(1}0 8w0
= — | — + N. - — | V. — + N, — 4.2.2.
N ax(”+8x+ xy+8y)+ay<xy+8$+ yy+ay) (4.2.2.7)

The terms N;; that appear in (4.2.2.7) represent the normal and shear prestress forces that
act on the plate. For the case where the prestress is isotropic (i.e., Ny, = Ny, = N, N, = 0),
(4.2.2.7) yields:

62?1)0 82100

0x? + oy?

N =N ( ) = NV2uyq (4.2.2.8)

Also if the plate is isotropic then the bending stiffness coefficients that appear in (4.2.2.6)
are: Dyy = Doy = D, D1y = vD, 2Dgs = (1 — v)D, where D is the flexural rigidity of the
isotropic plate:

Eh?
_D — m (4.2.2.9)
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By substituting the above expressions into (4.2.2.6) and ignoring the thermal moments and
the existence of the springs, we obtain:

_D (8411)0 _9 84100 _ 84100) —|—N ((9211)0 1 82w0> +q

ozt 0x20y? oyt 0x? Oy?
W2 /o 52 Py (4.2.2.10)
—oh 1= =
P [ 2 (axz * aw)] ar?
Or using vector notation:
D, 2 h? 5\ .

Equation (4.2.2.11) is identical to (4.2.1.4), with the only difference being the coefficients
upfront of the derivatives, meaning that the Green’s function of a form II infinite domain
under anti - plane shear will be the same as that of a prestressed Kirchhoff plate. Also
by comparing (4.2.2.11) and (4.2.1.4) it is easy to find the correspondence between the mi-
crostructure parameters and the quantities that appear in classical plate theory. Specifically,
the gradient coefficient [2 can be correlated with D/N, while the characteristic length of the
material h3 has a similar role as the thickness of the plate h. Equation (4.2.2.11) has been
solved for various types of loads including the time harmonic case which is of particular
interest. In this case (4.2.2.11) degenerates into a bi - Helmholtz differential equation similar
to (4.2.1.8) the general solution of which can be found in many textbooks. Nevertheless the
procedure of deriving the general solution of (4.2.2.8) will be presented in detail.

4.2.3 Derivation of the Green’s Function

The differential equation presented in (4.2.1.8) will be solved using the double Fourier trans-
form, which is defined as:

~ 400 —+o00
f&n) = / f(x,y)e*i@””y) dz dy (4.2.3.1)
The inverse double Fourier transform is respectively defined as:

1 oo oo A ,
fan) =g [ [ Hemeemagan (123

—0o0
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By applying the double Fourier transform in (4.2.1.8) for the case where P,(x,y) = 0(z)d(y)p:,
we obtain the following expression for the transformed displacement:

o P-

T AE T PEE@ ) + 1] - B + ) + pu? (4.2.3.3)

Applying the double inverse Fourier transform in (4.2.3.3) yields:

oo (Ex+ny)
/ /oo &2+ m?)[15(&2 +n?) + 1] — [h3(&2 + n?) + 1] pw? dgdn  (4.2.3.4)

In order to determine the integral presented in (4.2.3.4) it is convenient to use as a frame
of reference polar coordinates. The spatial coordinates (z,y) and the components of the
wavenumber (£,7) can be transformed into polar coordinates as:

r=rcos(f), y=rsin(@), r*=z+19y° (4.2.3.5)

¢ =kcos(¢), n=ksin(p), k*=¢E+n? (4.2.3.6)

Using (4.2.3.5), (4.2.3.6) as well as the fact that the Jacobian of the above transformation
is J =k, (4.2.3.4) can be written as.

—zk:r[cos ) cos(6)+sin(¢) sin(0)]

a(12k2 + — (h3k? + 1) pw?

k dk do (4.2.3.7)

Z47T

The above integral can be simplified thanks to the following trigonometric identity:

cos(¢) cos(#) + sin(¢) sin(f) = cos(¢p — ) (4.2.3.8)

By substituting (4.2.3.8) into (4.2.3.7) we obtain:

2m 71krcos(¢ 0)
U, kdkd 4.2.3.
T 42 / / a(13k2 + — (h3k? + 1) pw? ¢ (42.3.9)
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While the integral can be simplified even further by just rearranging the terms:

~

b= [ :
Foom Sy a3k 4+ 1)k2 — (h3k2 4+ 1) pw?

1 2w )
{ / e ikreos@=0) gpl dk  (4.2.3.10)
0

27

The term inside the brackets in (4.2.3.10) corresponds to the Bessel function of the first kind
of order zero Jy(kr). Therefore (4.2.3.10) becomes:

~

o.=2 [ :
S Sy (13K 4+ 1)k — (h3K2 4 1) pw?

Jo(kr) dk (4.2.3.11)

Where:

1 27 )
Jolkr) = - / e ihreos(@=6) g4 (4.2.3.12)
0

The following result arises by inserting (3.4.2.5) into (4.2.3.11):

>>

p. [ k
2T 5 = — Jo(kr) dk 4.2.3.13
i |, @+ g g R 42349

The quantity ky denotes the wave number along the direction that the SH wave propagates:

oy = & (4.2.3.14)
Vg

The roots of the denominator in (4.2.3.13) are:

~ ~ - 2
h2k2 —1— \/4zgk:§ + (hgkg - 1) ( |
— 4.2.3.15
\ 203

~ ~ - 2
h2k2 — 1+ \/4zgk;§ + (hgkg - 1) ( |
(=t 4.2.3.16
\ 203
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It is noted that the denominator in (4.2.3.13) is the same as the dispersion equation (3.4.3.6),
while the roots p, ¢ correspond to ¢, in (4.2.3.6). By applying partial fraction decomposition
the transformed function in (4.2.3.13) can be expressed as:

k k[ A B r A
. — = ( + + + ) (4.2.3.17)
Rk + 1)k? — (B3k>+1)k3 3 \k—p k+p k—q k+q
Where the coefficients A, B, I', A are given by:
1 1
A= — — B——__—
2 _ 2) 2 _ 2)
2p (p1 7*) 2p (pl 7*) (4.2.3.18)
l=———, A=—r—7——
2¢ (¢* = p?) 2¢ (¢* — p?)
Therefore the transformed function in (4.2.3.13) can be written as:
k 1 k k
__! + 4.2.3.19
A2k 4+ 1D)k2 — (h2k2 + Dk 15 [(W ) (P*—¢)  (K*—¢*) (¢ — pz)} ( )
By substituting (4.2.3.19) into (4.2.3.13) we obtain:
2 p- * k k
= ———Jolkr)dk — ———<Jo(kr) dk 4.2.3.20
2mpul3 (p* — ¢7) [/0 (k* —p?) olir) (K —¢?) o) } ( )

The integrals that appear in (4.2.3.20) can be determined using the following identity that
relates Bessel functions of the same order but of different kind, (see formula 1, page 424 in
[83]).

oo . ‘ kb1
i(b—n ‘ i(b—n
T k) i1 = Y b0
. L (4.2.3.21)
_ b—2 17(1)
S HO(A
9mm] (/\d)\) ATH )

Where Y,, is the Bessel function of the second kind of order n, H1(11) is the Hankel function
of the first kind (or equivalently the Bessel function of the third kind), r is a real positive
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number, m is a positive integer or zero and \ is a complex number with positive imaginary
part, while the following inequalities must also hold for (4.2.3.21) to be applicable:

IR(n)| < R(b) < 2m + ; (4.2.3.22)

Equation (4.2.3.21) for b =2, n = m = 0 yields:

/ OO[(1 + &) Jo(kr) +i(1 — eQi”)Yo(kr)]ﬁ dk = inH" (\r) (4.2.3.23)

The above expression can be simplified with the help of Euler’s formula:

e = cos(z) + isin(x) (4.2.3.24)

By setting into (4.2.3.24) z = 27, we obtain €"*™ = 1, so due to this result (4.2.3.23) becomes:

<k v
/ 2 _ )2 Jo(kr) dk = ?H(}()‘T) (4.2.3.25)
0

The expression of U, is finally obtained by applying (4.2.3.25) twice for A = p, A = ¢ and
then substituting the results into (4.2.3.20):

Pz

V) = gyt L8 o) = 15" (ar)| (4.2:3.20)

From (4.2.3.15), (4.2.3.16) it is clear that ¢ are the real routes of the dispersion equa-
tion, while £p are the imaginary routes of the dispersion equation. Having this in mind,
(4.2.3.26) can be written in terms of Hankel functions and modified Bessel functions with
real arguments as presented bellow:

Pz

— iwHY (qr) — 2K, (P 4.2.3.2
i (Pt g o (qr) ol Pr) (4.2.3.27)

U.(r)

Where p = iP and K, is the modified Bessel function of order n, which is related to the
Hankel functions H,(Ll), H,(f) as:
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Kowy={ 20 Huilio), =m<arg(o) <5 (4.2.3.28)
S(=i)" Hy  (—ix), —§ <arg(z)<T

From (4.2.3.27) it can be seen that the H(()l) term is associated with outgoing waves while the
K term is associated with evanescent modes. Another major advantage that (4.2.3.27) offers
compared to (4.2.3.26) is that it is much more appropriate for performing computations, since
in (4.2.3.27) all the arguments are real, while in (4.2.3.26) p is imaginary. Using (4.2.3.27)
we can express the problem’s Green’s function by performing a coordinate system shift:

D= . 1
g(r;r') = T T irH" (¢s) — 2K,(Ps) (4.2.3.29)

Where s = |r — r’| The Green’s function g(r;r’) expresses the displacement of a point with
position vector r in the z direction due to a concentrated force of magnitude p, at a point
with position vector r’ along the same direction. It is also noted that (4.2.3.29) is bounded
in the limit where r — r’:

p. [im+2In(P/q) s%ln(s)
Ba | 47 (P?+q¢?) 8

+ O(s?) (4.2.3.30)

4.2.4 Displacement Contours

For plotting the displacement contours it is convenient to introduce the following non-
dimensional variables:

H=->2 (4.2.4.1)
ly
Ko = loky (4.2.4.2)
T S/;?Q
_ I _ 3% 4.2.4.
R LT, ( 3)
g, = iU (4.2.4.4)
-

Where H is the non-dimensional characteristic length of the material, K5 is a non-dimensional
wave number, R is the non-dimensional radial coordinate and U, is the non-dimensional
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displacement. By substituting (4.2.4.1) - (4.2.4.3) into (4.2.3.15), (4.2.3.16) the following
expressions for the roots of the dispersion equation arise:

H2KG — 1 — \JAK3 + (H?K3 — 1)°
p=+\ — 2 (4.2.4.5)
2

H2K3 — 1+ \JAK3 + (H2KE —1)°
0=\ 7 i (4.2.4.6)

In view of (4.2.3.27), (4.2.4.1) - (4.2.4.4) the non - dimensional Green’s function is:

_ 1 .
g(r, r,) = m ZTHél)(QS) — 2K0(PS):| (4247)
Where:
AK2 + (H2K2 — 1)
- = _\/ 2+ - 2~ 1) (4.2.4.8)
2
H2K2? —1— \/4K2 + (H2K2 — 1)
2 2 2
ps ==+ R (4.2.4.9)
2
H2K2 —1+ \/4K2 + (H?K2 —1)?
2 2 2
ps = :I:\ 5 R (4.2.4.10)

The expressions of p, ¢ are now given by (4.2.4.9), (4.2.4.10) and when (4.2.4.7), (or (4.2.3.26),
(4.2.3.27), (4.2.3.29)) are used only the positive roots are taken into account. It is also noted
that in view of (4.2.4.8) - (4.2.4.10), the radial coordinate r and the gradient coefficient Iy do
not appear in (4.2.4.7). The non-dimensional displacement contours are determined using
(4.2.4.7), we distinguish the cases of normal (H > 1), anomalous (H < 1) and no dispersion
(H = 1) by adjusting the value of H and for each one of the three cases we examine the
effect of the parameter K5. In the figures that follow the contours for the real part, the
imaginary part and the norm of the non-dimensional displacement U, are presented, for the
case where the body force is applied at the origin of the coordinate system.
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Figure 4.2.4.1: Displacement contours for H = 1, Ky = 0.1, (no dispersion).
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Figure 4.2.4.2: Displacement contours for H = 1, Ky = 1, (no dispersion).
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Figure 4.2.4.3: Displacement contours for H = 1, Ky = 10, (no dispersion).
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Figure 4.2.4.4: Displacement contours for H = 1, Ky = 100, (no dispersion).
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Figure 4.2.4.5: Displacement contours for H = 0.1, Ky = 0.1, (anomalous dispersion).
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Figure 4.2.4.6: Displacement contours for H = 0.1, Ky = 1, (anomalous dispersion).
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Figure 4.2.4.7: Displacement contours for H = 0.1, Ky = 10, (anomalous dispersion).
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Figure 4.2.4.8: Displacement contours for H = 0.1, Ky = 100, (anomalous dispersion).
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Figure 4.2.4.9: Displacement contours for H = 10, Ky = 0.1, (normal dispersion).
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Figure 4.2.4.10: Displacement contours for H = 10, Ky = 1, (normal dispersion).
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Figure 4.2.4.11: Displacement contours for H = 10, Ky = 10, (normal dispersion).
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Figure 4.2.4.12: Displacement contours for H = 10, Ky = 100, (normal dispersion).
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The following conclusions are obtained by observing the above figures:

e Unlike the case of classical elasticity where the Green’s function of the corresponding
problem is singular at the point where the body force is applied, here the value of the
Green’s function is finite.

e For a fixed value of H the non-dimensional displacement decrease as the value of K,
increases.

e In the cases of anomalous dispersion and no dispersion for K5 < 1 the non-dimensional
displacement contours are practically the same for a fixed value of K», regardless the value
of H.

e Qualitatively the response of the system does not depend from the values of H, K.
However, in the scattering problems that will be examined later, which are formulated using
the problem’s Green’s function, it will be shown that the response of the system will be
affected from the values of H, K, both quantitatively and qualitatively, (i.e. bifurcations
will appear as the system’s parameters H, K, approach specific values).

4.3 Infinite Domain Under Plane Strain

4.3.1 Definition of the Problem

In the second problem that we examine, the infinite domain is under plane conditions,
meaning that both P and SV waves will propagate inside the domain. From a mathematical
point of view, this is much more challenging case compared to anti-plane shear because the
differential equations of motion are coupled. For this reason, the theory of dipolar gradient
elasticity is adopted in order to simplify the resulting equations as much as possible. The
plane strain conditions for the displacements and the body forces are:

Uy = ug(z,y,t), uy =uy(z,y,t), u,=0 (4.3.1.1)

F, =F,(z,y,t), F,=F,(z,y,t), F.=0 (4.3.1.2)

Substituting the above expressions into (3.3.3.7) results to the following system of coupled
PDEs:
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0 (Ou, Ou u, 0O*u
2o x y 2o « «
A+ p)(1 ZV)—8$<8$+—&U)+M(1 ZV)(—8$2+ay2)+Fx

4.3.1.
. i, 0%y (4.3.1.3)
= pla =1 0x? + 0x?
0 (Ou, Ou v, O0%*u
A Y v P T4+ 2 11—V 2 Y F,
aan-evs (e S0 - (T84 Sl o, "
i, O, o
:piiy—f( + )
0x? Oy?

Once again, the displacement and body force components are supposed to have a harmonic
time variation:

wi(z,y,t) = Uj(z,y)e™", j=ua,y (4.3.1.5)

FJ'(x?yat) = Pj<x7y)e_th7 ] =,y (4316)

The equations of motion for time harmonic conditions are obtained by substituting (4.3.1.5),
(4.2.3.6) into (4.2.1.3), (4.2.1.4):

2 2
()‘ + ,u)(l - l2V2)g <8Uxx -+ %) +M(1 _ l2v2) (8 Ux + 8 Uq;)

2 2
o*U. 62;6] ’ " o % (4.3.1.7)
2 T T 9
— 1 (8$2 + o2 ) + pwU, + F, =0
2 2
- (4 5 - (504 51
y ’ Y (4.3.1.8)

0
0*U, | U,
— I ( a2 T ay;’) + pw?U, + F, =0

Equations (4.3.1.7), (4.3.1.8) compose the system of PDEs that describe the problem and
will be solved using the double Fourier transform. It worth noting that the corresponding
problem of classical elasticity was solved by Eason, Fulton and Sneddon [84] and the solution
that is presented here is identical to theirs.

89



Chapter 4 Fundamental Solutions

4.3.2 Derivation of the Green’s Function - Purely Displacement Formulation

By applying the double Fourier transform in (4.3.1.7), (4.3.1.8) for the case where P;(z,y,t) =
d(z)0(y)pi, i = z,y we obtain the following expressions for the transformed displacement
components:

L 2+ M
U=~ U= (4.3.2.1)
Where:
LAl + 2] [P (€ +7) +1] = [HE )+ o] b
=& (A +p) [ (& +n*) +1] py
M = {[()\—1-2,“)52""/“72} [l2 (£2+772) +1] - [](§2+772) +,0} w2}py (4323)
=M+ ) [P (€ +0%) + 1] p o
N={p(&@+n?) [P +n°) +1] = [T (& +n*) +p]w’} (4.3.2.4)

x {N+20) (€ +0°) [P (€ +n*) +1] — [T (€ +7?) + p] w?}

Substituting (3.3.3.8) into (4.3.2.2) - (4.3.2.4) and dividing the resulting expression with the
density p yields:

% _ {(0352 + Uf?f) [12 (52 + 7]2) + 1} — [hQ (52 + ?72) + 1} wz}px

(4.3.2.5)
—&n (vf - ’Ug) [l2 (52 + 772) + 1} Dy
% {3+ 3P) [P (€@ + ) +1] = [ (€@ + ) + 1]}, (4.3.2.6)
—&n (v —03) [P (€ +0°) +1] pa
N (@ ) [P (@ +7) 4] — 2 (€ o) + 1)) 432

< Aot (€ +77) [P (€ +0°) +1] = [7 (€ + ) + 1] w7}

Where v} and v2 are the propagation velocities of the primary and the secondary as they

are defined in classical elasticity:
A+2
o = |22 (4.3.2.8)
P
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vy = % (4.3.2.9)
Dividing (4.3.2.5) - (4.3.2.7) with v3 results to:
£ _ 2 2,2 2 2 2 . 2 2 2 212
L = UE+B) [P ) +1] =[5 (€ +7) +1] 57K} (43.2.10)
= (B2 =1) [P (& +n7) +1] py
M
Y q@esm @ e -0 @)+ 18,
—&n (vf —v3) [P (& +1°) + 1] pa
N
Yowf@ e @ el -t E@ ) sl )

XA +0°) [P (€ ) + 1] = [B° (& +07) + 1] 81}

Where [ is the ratio of the propagation velocities and k; are the wavenumbers that describe
the motions of the primary and secondary defined in the same sense as in classical elasticity:

U1

g=n (4.3.2.13)
Vg
k=2 =12 (4.3.2.14)
U;

To determine the expressions of the displacement components, we write (4.3.2.1) as the sum
of the displacements caused by a force acting in the x and y directions separately, i.e.:

U, = UPe + UPv (4.3.2.15)

U, =U + U (4.3.2.16)

In view of (4.3.2.1), (4.3.2.10) - (4.3.2.12), (4.3.2.15), (4.3.2.16), the expressions of U are
given by:

i = LE PP (€ ) 1] = D2 47) 2 1) P o
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(o — (=D [P+ +1py

N
foe — _En(B° = D[P +77) + 1 p,
v N
{(B*E + ) [P (&€ +n°) +1] = [P* (€ +1*) + 1] B°ki} p,

Aoy
Uy

N

The numerator of (4.3.2.17) can be written as:

(52 +/82772) [12 (52 _'_UQ) + 1i| o |:h2 (52 +7]2) 4 1j| 62]{;% — 62 (£2 +7]2 - k%)
2
_ (/82 . 1) §2 +l2 |:ﬁ2 (52 +772 . ];_Zk%) . (ﬁ2 _ 1) 52:| (52 _'_n2)

Respectively, the numerator of (4.3.2.20) can be written as:

(5252 +772) |:l2 (§2+n2) + 1j| o [hQ (52 +772) + 1:| 62]{7% _ 62 (52 +n2 o k%)

@ -npar | (e - 58) - (2o nel @)

(4.3.2.18)

(4.3.2.19)

(4.3.2.20)

(4.3.2.21)

(4.3.2.22)

Because of (4.3.2.12), (4.3.2.21) and (4.3.2.22), the terms U” can now be expressed as:

S Pz £
Uer = 12 (€2 4 n?) { (&2 +n?) [12 (62 +n?) + 1] — [h2 (&2 +n?) + 1] &
B2
ErPEE@t - @) 1 1] PR }

pr o py 1
Ust = 3% (62 +n?) { (E24+n?) [2 (&2 +n?) + 1] =[R2 (€2 + %) + 1] &

ﬁ2
@)@+ + 1] - [R2(E+n?) + 1] ﬁ%f}

A D 1
V' = uB? (&2 +n?) { (& +n?) [P(E2+n?) +1] = [2 (&2 +n?) + 1] ki

52
(@) [BE@ )+ 1] - R (€ + ) + 1] 52K }

(4.3.2.23)

(4.3.2.24)

(4.3.2.25)
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l}py . py 772

N (e e e e R
.\ e |
€@+ ) P (@) + 1] = W&+ p) + 1] R

(4.3.2.26)

By applying the inverse double Fourier transform in (4.3.2.23) - (4.3.2.26) we obtain:

D oo ptoo 1% (£2+n2)—16i(£r+ny)
v —zmw{/_oo | ErrEE e T e AR

+o00 +o00 52772 (52 + 772)—1 ei(@”ﬂiy)
N e e e e e e d"}

(4.3.2.27)

) Dy 400 ptoo 577 (52 + n2)—1 6i(£x+ny)
T Ampp /_oo /_oo (€2 +n?) 12 (€2 +n%) + 1] — [2* (& + n?) + 1] K

- /+°° /+°° B%n (€ + ) " et ey
o S D@ - @)+

(4.3.2.28)
b Pa oo e En (€2 + )" et
Ui _47r2u62{/_00 [ Ermre s e TR

_/*“’ /*O" B2 (€2 + ) " et oy
o S @R E@ER -2 E@ )+

dg dn

(4.3.2.29)
+oo  ptoo 2+ ei&z+ny)
y = 2 2 / / 2 2 2(£ 77) 2(¢2 4 2 5 d€dn
47ru6 (& +n?) [P (&2 +7%) +1] = [h? (€2 + %) + 1] k3
+/‘+oo /+oo B2E2(€2 + n2)” L giga+ny) e dn
oo oo (W)€ +17) +1] =[R2 (8 +n?) + 1] B2
(4.3.2.30)
The final four expressions can written in compacted form as:
i P 0? 0?
Ube = I l s1(2,y, k1) + 2 —](ac Y, 61{;1)} (4.3.2.31)
G — s [I(x,y, k1) — 821 (x,y, Bky)] (4.3.2.32)
Tz 471'2,“62 &Lﬁy T,Y,R r,y, 1 rJd. L.
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. 0?
UZZ/)I - _47.‘5“52 {axay [ (513, Y, kl) - BQI(:U> Y, 6k1)] } (4'3'2'33)
0? 0?
Ubv = 4pr52 { I(x,y, ki) +62@I(az,y,6k1)} (4.3.2.34)
Where:
+oo oo (€2 +n2) " eilertny)
=[] erorera i -mE TRt (2

In order to determine the integral presented in (4.3.2.35), we convert to polar coordinates
(k,¢) using (4.2.3.5), (4.2.3.6):

o _zkr[cos(qb) cos(6)+sin(¢) sin(0)] dk d 4.3.2.36
/ / k[k2 (12k% 4+ 1) — (h?k% + 1) kf] ’ e

The above integral can be simplified with the help of (4.2.3.8):

2 —ikr cos(¢p—0)
I'= dk d 4.3.2.
/0 /0 k(K2 (12k2 4+ 1) — (h2k2 + 1) k3] ¢ (4.3.2.37)

By rearranging the terms in (4.3.2.37) we obtain:

fo'e) 1 1 2 )
I1=2 — —ikreos(6=0) g | dk 4.3.2.38
7T/O kK2 (Zk2 + 1) — (h2k2 + 1) k2] |:27T/0 € ¢ ( )

The term inside the brackets in (4.3.2.38) corresponds to the Bessel function of the first kind
of order zero Jy(kr) given in (4.2.3.12). Therefore (4.3.2.38) becomes:

I =27 Jo(kr) dk (4.3.2.39)

o 1
/0 K R2 (K2 + 1) — (h2k2 + 1) &)
Differentiating (4.3.2.39) with respect to r yields:

o1 1 dJo(kr)

- 4.3.2.4
or 2”/0 PR D - R0k o ¢ (43.2.40)
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The derivative in (4.3.2.40) can be determined using the following identity:

% (27" Jn(2)] = —2 " Jnia () (4.3.2.41)

By setting n = 0, we retrieve the derivative of Jy(kr):

0Jo(x)
ox

= —Jy(2) (4.3.2.42)

Where J; is the Bessel function of the first kind of order one. In view of (4.3.2.42), equation
(4.3.2.40) becomes:

ol 5 /°° 1
— = =27
ar . RER ) - (R )R

Ty (kr) dk (4.3.2.43)

The roots of the denominator in (4.3.2.43) are:

h2k3 — 1 — \J41283 + (123 — 1)°
plkn) =\ = (4.3.2.44)

W2k3 — 14 /42K + (123 — 1)
alh) = =\ - (4.3.2.45)

It is noted that the denominator in (4.3.2.43) is the same as the dispersion equation of the
primary waves (3.4.3.5), while the roots p(k;), q(k1) correspond to ¢; in (3.4.3.5). Also by
setting ky = [kp in (4.3.2.44), (4.3.2.45) then the roots p(Sk1) = p(k2), q(Bk1) = q(k2)
are the same as the roots of the dispersion equation g, of the secondary waves (3.4.3.6).
By applying partial fraction decomposition the transformed function in (4.3.2.43) can be
expressed as:

12 A B r A

= + + +
(2k2+ 1)k2 — (R2k2 + 1)k3  k—p(k1)  k+p(ki) &k —q(k) &+ q(k)

(4.3.2.46)
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Where the coefficients A, B, I', A are given by:

A= ! b=~ :
- 2p(ky) [pP(ka) = (k)] T 2p(Ry) [P (k) — ¢ (k)] (4.3.2.47)
; ; 3.2,
r A=

~ 2q(k1) [ (k1) — (k)] ~ 2q(k1) [q2 (k) — ()]

Therefore the transformed function in (4.3.2.43) can be written as:

l2 1 1 1
k2 (12k2 + 1) — (h2k2 + 1) k? - (k1) — ¢2(ky) {[kg "R o q2(k1)]} (4.3.2.48)

By substituting (4.3.2.48) into (4.3.2.43) we obtain:

or 21 < Ji(kr) [ Jalkr)
o = P B U 2 ) ™ / k?—q?(kndk] (4.8.2.49)

The integrals that appear in (4.3.2.49) will be determined using (4.2.3.21). By setting in
(4.2.321) b=1,n =1, m = 0, we can construct the above integrals, however the inequality
presented in (4.2.3.22) is not satisfied, for this reason in order to utilize (4.2.3.21) we first
introduce the following decomposition.

By setting in (4.3.2.50) A = p(k1) and A = ¢(k;) and substituting into (4.3.2.49) we obtain:

o = e |y UL 0 [ )
_Wlkl) (/OOO Jy(kr) dk — /OOO m_k—;(kl)h(kﬂ dk‘)]

The above equation can equivalently be written as:

(4.3.2.51)
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= PET P [(p%lkl) - q2<1k1>) [ ey an

4.3.2.52)
1 *© k? 1 > k? (
— Ji(kr) dk + / Ji(kr d/{:]
Py T i o
The coefficient of the first integral in (4.3.2.52) can be simplified to give:
2m 1 1 2m
— = — 4.3.2.53
e e~ )~ 259
In view of (4.3.2.53), equation (4.3.2.52) becomes:
ol  2r /°° 2m 1 o k?
— == Ji(kr) dk — { / Ji(kr) dk
8T k% 0 ' [p2<k1) - q2(k1)] l2 p2<k1) 0 k2 - p2(k1) (43254)

—% /Ooo m_k—;(kl)‘h(”) dk}

The first integral in (4.3.2.54) can be determined using the following identity, (see formula
18, page 654 in [85]).

> —iar _ 1 a
Equation (4.3.2.55) for a = 0 yields:
> 1
0

By setting in (4.2.3.21) b =3, n =1, m = 0 we obtain:

o0 ) . k2
/0 (L4 ) Ta(kr) + (1 = MY (kr)] g dk = inAH®Y (Ar) (4.3.2.57)

The above expression can be simplified with the help of Euler’s formula, (see equation
(4.2.3.24) for z = 27):
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e k’2 A (1)
=—0H 4.3.2.
/0 o I = H () (4.3.2.58)

The following result arises by setting in (4.3.2.58) A = p(k1) and A = ¢(k;) and substituting
into (4.3.2.54):

o1 2r |1 imh? H (p(k)r) — H{" (g(k)r)
oW {; ~ 20— A [ k) ak) R

By applying the chain rule in (4.3.2.31) - (4.3.2.34) we obtain:

gre _ Do JOI00. k) (0r\' 0100, k) (0P
-k { I () 2 (2
I(r,0, Bk1) T96k1) 8

o [ or* < ) i <8y2)

vy — Py 821 (r, 9 ky) [ Or or I(r,0,ky) [ O*r
o (9y or oxdy

(4.3.2.60)

’ 47r2u52
o [0°1(r,0, fky) (Or Or oI(r,0,5ky)
7 { Or? (3333@/) or (&vay)”

e — __ Pa { Tﬁkl( _> r9k1(627")
v 47T uﬁ2 Y or 0xy
4.3.2.62
(7“95/@1 or Or (’3 (r,0, Bky) (4.3.2.62)
+62
oz \ox ay or 89:83/
Uy — Dy O*1(r,0, k) (Or + oI(r,0,ky) (0%
v 47r2,u52 or? 8y or Oy?
OI(r,0,8k) (0r\> OI(r,0,Bk) (>
2 » Y e )
0 [ or? <8x) * or (8332)

Differentiating (4.3.2.59) with respect to r yields:

(4.3.2.61)

(4.3.2.63)

PL(r,0, k) _ 27 [ 1 imk? 1 0HM (p(ky)r)
Or? R 2 2[p2(k) — ¢2(k)] 12 | p(ky) or
(4.3.2.64)
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The derivative of the Hankel function of the first kind can be determined using the following
formula:

OHY(2) _ nH(z) _
0z z

(2) (4.3.2.65)

By setting in (4.3.2.65) z = p(k1), z = q(k1) and substituting the resulting expressions into
(4.3.2.64) we obtain:

0?I(r,0, k) B imk? Hfl)(p(kl)r) (1)
Or2 - k2 { 2[p2 k1 —q (k )] 12 [ p(k:l)r — H, (p(/{:l)r)
( (4.3.2.66)
q(k
The first and second derivatives of r are:
g—; = % = cos(h), g—; = % = sin(0) (4.3.2.67)
Fr_1 =z O wy O 1 (4.3.2.68)
ox2  r 3 Qxdy 3 oy: 3

The expressions of the displacement components are finally obtained by setting in (4.3.2.66)
k1 = Pk; and substituting the resulting expression into (4.3.2.60) - (4.3.2.63) along with
(4.3.2.66) - (4.3.2.68):

g Pr 1 H{ (p(k)r) — H{ (a(k)r)
¥ 43212 (k1) — ¢?(k1) p(k1) q(k1)
i H(p(Bk)r)  Hy a(Bk)r)
P*(Bk1) — ¢*(Bk1) p(Bk1) q(Bk1) (4.3.2.69)

1 x?

r {pQ(k ) = q*(k1)

b [ — 1 ()] |

1 (p(k)r) — B (g(k)r)|
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o= Py 1 D (k) — HO gk )r
Us 4u62l;72“2 {pz(k:l) —¢*(k1) [H2 (pk)r) = Hy (alhy) )} (43.2.70)
e e [ ek - k)] |
pe _ __ P2TY 1 (1) 2 — HO (g
Uy 4#52122’2 {pz(;ﬁ) —qz(kl) [Hz (p<k1) ) H, (Q(k) )] (4'3.2'71)
e [ ek - ek |
oo Py ! Hy P (p(ky)r)  HyP(q(ky)r)
Yo ApBPlr | pP(k) — (k) p(k1) q(k1)
P H (p(Bk)r)  H (g(Bk)r)
P*(Bk1) — ¢*(Bk1) p(Bk1) q(Bk1) (4.3.2.72)
o % {pz(kl)y_ (k) [Hél)(p(k’l)?“) - Hé”(@(kl)?”)}

b s [0k — B (k)] |

From (4.3.2.44), (4.3.2.45) it is clear that +q(k1) are the real routes of the dispersion equa-
tion, while +p(k;) are the imaginary routes of the dispersion equation. Having this in mind,
(4.3.2.69) - (4.3.2.72) can be written in terms of Hankel functions and modified Bessel func-

tions with real arguments using (4.2.3.28):

S 1 Hy(q(ky)r) _ 2i Ky(P(ky)r)
T AppPiPr | P2(ky) 4 ¢ (k) q(ky) m  P(kp)
. B HY (q(Bky)r) 2 Ky (P(Bky)r)
P2(Bky) + ¢*(Bk1) q(Bk1) T P(Bk)
! v 2 Wy — HO (g
+ r {Pz(kl) + (k) [WK2(P(]€1) ) — Hy (q(k1) )}

= ﬁklfzfqz @ [%HS’(P(/Bkl)r) - Hé”(q(ﬁklm] }}

(4.3.2.73)

Py — PyTY { 1
T 4M62l2r2 PQ(kl) +q2(k1)
B 2 ) "
TGk + 2 (5h) [;Hz (P(Bk)r) - Hj (q(ﬂkl)r)]
e — P2y { 1
Vo g \ P2 (k) + (k)

B 2i ) ) — 5O r
TP Bk + ¢ (5k) LTHZ POk = k) )H

2 KaPlb)r) ~ S ot
(4.3.2.74)

(4.3.2.75)
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Upy —

o ! H;"(q(ka)r) 20 Ka(P(ky)r)
Yo ApprlPr | PA(k) + @7 (k) q(k1) T P(k)

N B H{"(q(Bk)r)  2i K\(P(8k)r)
P2(Bk1) + ¢*(Bk1) q(Bk1) ™ P(Bk)
L v’ 2 "y — 5O ()

+ r {Pz(k‘l)+q2(k1) [WK2(P<]€1) ) — Hy ' (q(k1) )}

N 52:172 |:%
P2(Bk1) + ¢*(Bk1) [ 7

(4.3.2.76)

HY(P(Bky)r) — Hé”(qwkl)”} }}

Where p(ky) = iP(ky). Since all the arguments in (4.3.2.73) - (4.3.2.76) are real we conclude
that the H" terms are associated with outgoing waves, while the K, terms are associated
with evanescent modes. By shifting the coordinate system and for convenience setting p, =
py = 1, the problems Green’s function can be written in matrix form:

1

G(I’; I‘l) = W@

[0 (s)I + X(5)8 ® §] (4.3.2.77)

In (4.3.2.77) s is a vector in the direction s =r —r/, s = |s| is the magnitude of s, § = s/|s|
is the unit vector n the direction s = r —r’ and X(s), ¥(s) are scalar functions given by:

X(s) = {% [A(s, k) + 5 A(s, 5)] + B°B(s, 6k1) } (4.3.2.78)
U(s) = B(s, k1) + B*B(s, Bk1) (4.3.2.79)
Where:
A1) = et | KalPk)s) = H(alh)s) (13.2.50)
B 1 HY(q(k1)s)  2i Ki(P(ky)s)
B(s, ki) = B T 0 [ ) x Pl (4.3.2.81)

It is also noted that (4.3.2.77) is bounded in the limit where r — r':

1 {m + In(P(ky)/q(ky)) N im + In(P(Bk1) /q(Bk1))

T 8ultr | B2 [P2(kr) + ¢2(ky)) PGk 1+ (k) OO )}I (4.3.2.82)
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4.3.3 Derivation of the Green’s Function - Lamé Potentials

In order to verify the validity of (4.3.2.7) the problem is also solved using Lamé potentials.
We begin setting [; =lo =1, hy = hg = h , 01 = vy, U2 = v9 in (3.4.2.22), (3.4.2.23), so that
they hold for dipolar gradient elasticity:

Vi vt oy o lpo 1 g (4.3.3.1)
2 v? 2° 2} o
1 h2 . 1 1 -

40 o2 ) - Q= - 4.3.3.2

In the case of plane strain, the displacement and body force components are given by
(4.3.1.1), (4.3.1.2), since the vector potentials ¢, G are related with the displacement and
body force vectors through (3.4.1.1), (3.4.1.3), then they must be in the form of:

P =(0,0,v), G=(0,0,G) (4.3.3.3)

Consequently, (4.3.3.2) degenerates to a scalar differential equation:

4 1 oo h? 1 1 -
Vi — l_2v (v + U_gw) - l_2G = _@1& (4.3.3.4)

For time harmonic conditions the displacement and body force components are in the form
of (4.3.1.5), (4.3.1.6), in the same sense the displacement and body force potentials also
exhibit a time harmonic variation:

o(z,y,t) = d(z,y)e ™, Y(x,y,t) =v(z,y)e ™ (4.3.3.5)

F(z,y,t) = F(x,y)e’i‘“t, G(z,y,t) = G(x,y)e’m (4.3.3.6)

The Lame potential differential equations for time harmonic conditions are obtained by
inserting (4.3.3.5), (4.3.3.6) into (4.3.3.1), (4.3.3.4)

1 h2w? 1 1
Vip— — (1 - ) V2% — =0 = =t (4.3.3.7)

2 2,2
l 7 1203
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1 h2 2
Vi) — 7 ( > ) 2 — o Qw = (4.3.3.8)

2

The expressions of F', G can be determined using (3.4.1.3), (3.4.2.6), (4.3.1.6) and Corollary
3.4.1.1, which is a result of the Helmholtz decomposition theorem:

1 Vy - ( ) /
F(r) = d 4.3.3.
(x) 47rpv%/ Ir — /| v (4.3.3.9)
' x P(r
(r) / Ve x PO (4.3.3.10)
47rpv2 r—r’|

The above equations can be modified, so that F, G can be determined directly. To achieve
this we will use the following vector identities:

V-(av)=v-Va+aV-v, Va,v (4.3.3.11)

V x(av)=—-vxVa+aV xv, Va,v (4.3.3.12)

In view of (4.3.3.11), (4.3.3.12), equations (4.3.3.9), (4.3.3.10) became:

1 P(r') 1 |
F(r) = - dv' — P(r') -V, dv’ 4.3.313
(x) 4 pv? / v lr —r/| At pv? /V () v r — /| ( )
P(r) 1
G(r) = r v’ P(r') x Vp dv’ 4.3.3.14
R A = e R = s
The divergence theorem for vector fields is:
/V-vdV:]{ n-vdS (4.3.3.15)
R OR
By setting v = a x v in (4.3.3.15) we obtain:
/V-(axv)dV:f n-(axv)dsS (4.3.3.16)
R OR
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Sifting the terms in (4.3.3.16) yields:

/ —a- (Vxv)dV = 7{ —a-(nxv)dS, Va,v (4.3.3.17)
R OR

Since (4.3.3.16) holds Va, v we can write:

/ VxvdV = 7{ nxvdS, Va,v (4.3.3.18)
R OR

By substituting (4.3.3.17) into (4.3.3.13) and (4.3.3.18) into (4.3.3.14) we obtain:

1 1 1 P(r')
F = — P - — dv’ P A § o 4.3.3.19
(x) 47rpv%/v &) Ve +4wpv%7gvn r—r] (4.3.3.19)
1 1 1 P(r)
G = — P(r o—d R ! ds’ 4.3.3.2
(x) 4mv§/v () > Ve Vumg]ﬂﬂ o (43320

Due to the assumptions of Corollary 3.4.1.1 the surface integrals can be neglected in (4.3.3.19),
(4.3.3.20):

1 1
F(r) = — P(r) Vy——dV’ 4.3.3.21
(1) =~z | PO Vortmav (43321)
G(r) = ! / P(r') x V ! av’ (4.3.3.22)
~arp3 Jy Y-
Where:
1 1
V‘“’\r—rq = Ve (4.3.3.23)
Substituting (4.3.3.23) into (4.3.3.21), (4.3.3.22) yields:
Fir) = — /P(’) Ve qv (4.3.3.24)
r) = r)-Vy .3.3.
Arpvi Jy r —r'|
1
= — P(r ! 4.3.3.2
G(r) 4m%/v (X VeV (4.3.3.25)
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In the above equations the gradient operator can be moved outside of the integrals

_ L v’ 4.3.3.26
47rpv% / Ir — r’] ( )

av’ 4.3.3.27
47rpv2 / Ir — r’\ ( )

The integrals that appear in (4.3.3.26), (4.3.3.27) are related to the Green’s function of the
Poison equation V2¢ = f, which for the two-dimensional case is

) — 1 f(I‘) !
g(r;r) = _47r/ P av (4.3.3.28)

When P is considered as a point body force P = §(r)p, equations (4.3.3.26), (4.3.3.27) take
the form:

F(r) = 4@01 Ir - r/| (4.3.3.29)
1 pi(r) -,
Gr) = 47Tpvgvrx/“r_r,‘dv (4.3.3.30)

Where p = (p,, py) is a constant vector. Also, when f(r)

= 4§(r'), (4.3.3.28) yields:

1
N=—-—— avi = —1 —r 4.3.3.31
S e LU= () (43331
In the following equations the norm of vector r will be denoted as: r = |r| = y/2? + y2. By
substituting (4.3.3.31) into (4.3.3.29), (4.3.3.30) we obtain:
F — -1 4.3.3.32
(1) = gV (43332

Gr) = 2;%vam (4.3.3.33)

Executing the differentiations in (4.3.3.32), (4.3.3.33) yields
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TPz + YDy

F(r)=— 4.3.3.34
(x) 2m (22 + y?) pv? ( )
LDy — YDz
G(r)=G(r) = 4.3.3.35
(1) = 6lr) = 5o (13.3.35)
Inserting (4.3.3.34), (4.3.3.35) into (4.3.3.7), (4.3.3.8) gives:
1 h*w? 1 TP + Yp
Vie—— (1- Vi — =0 =— Lo 4.3.3.36
12 ( v3 ) ¢ l%%(b 2m (22 + y?) pv3l? ( )
1 h2w? 1 TP, — Yp
vip— L (1 V2 — _ y = YPa 4.3.3.37
B (1) T pg = s (4:3.3.37)

By applying the double Fourier transform in (4.3.3.36), (4.3.3.37) we obtain the following
expressions for the transformed displacement components

) — Eps + NPy .
¢ = E T +20) @+ P B(ETp2) + 1] — ph2 (@ + 72) + pla?} (4.3.3.38)
; _fpa: + NPy ]
- 4333
CCEermn@rAE@ e a - pEE@ep gy
Equations (4.3.3.38), (4.3.3.39) can equivalently be written as:
; = fpm + NPy .
’= (E2+n2) {vf (2 +n?) (2412 +1] = [h2 (&2 +n?) + 1] w?} pl (4.3.3.40)
D = _gpz + NPy .
v E@rmiEerpREr) 1 -_[REere) + 12l p (4.3.3.41)
In view of (4.3.2.14), equations (4.3.3.40), (4.3.3.41) become:
; = gpac + Npy .
¢ = E+m){Ee+)[RPE2+n2)+1] -2 (@ +n)+ 1]k} (A + QM)Z (4.3.3.42)
0= S (4.3.3.43)

CE N CERIHGE e G T
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Using (4.3.2.13), we can prove that A\ + 2y = 3?u, which results in:

; = é-pa: + NPy ‘
”= 4+ ) {(E+n?) [12(2+n*) +1] = [A2 (2 +12) + 1] K7} 52 (4.3.3.44)
V- e (4.3.3.45)

ECHP @+ BEE+) 1 - @+ + PR

By applying the inverse Fourier transform in (4.3.3.44), (4.3.3.45)

+o0 +o00 £(£2+77 )‘1 ei(fz-{-ny)
4wﬁ2/ [. erare o T mE TR e

1 (4.3.3.46)
e (€2 4 )t eferrm s
T uﬂz / / ErPEE )+ -rEErm g
oo ptoo 2 L i(¢a+ny)
2/ / 2 2 2(5‘“7) 62 2 2 572 A€ dn
e E(E +n) "t eierm) &t dn
47T I (€ +n?) [2 (& + %) + 1] = [h? (€ + n?) + 1] B2k
The final two equations can be written in compacted form as:
1 0 0
¢ = yropyED { D I(x, y, k1) +pya—yl(x, Y, kl)} (4.3.3.48)
2 0 0
w 47T2,U/B2 |:pya (‘xay?ﬂkl) _pm%l(xuyvﬁkl)] (43349>

Where [ is given by (4.3.2.35), while it’s polar coordinate representation is given by (4.3.2.39).
By applying the chain rule in (4.3.3.48), (4.3.3.49) we obtain:

. 1 E)I(T,@, k’l) & 8I(r,9,k1) g
¢= A2 3 [pz or <(‘3x> TPy or (3y>] (4.3.3.50)
s oI(r,0,Bky) (Or oI(r,8,Bky) (Or
o= g v () (5] (43.3.51)

The expressions 01 /0r and the first derivatives of r are given by (4.3.2.59) and (4.3.2.67)
respectively. Finally, the Lamé potentials are obtained by substituting the aforementioned
equations into (4.3.3.50), (4.3.3.51)
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_ et T DyY Po + Py A H ko) HY (g(R)r)
¢ = 27rk’%uﬂ2y7~2 - 4121132 [p? (k) _y (k)] o [ () — 2(kr) (4.3.3.52)
e Py — PaY N H (p(Bk)r)  H (q(Bk1)r)
Y ek Rk — FORTT [ p(5R) ook |

The displacement components are obtained by substituting (4.3.3.52), (4.3.3.52) into (3.4.1.1).
The resulting expressions match those given in equations (4.3.2.69) - (4.3.2.72), indicating
that both methods lead to the same outcome.

4.3.4 Displacement Fields

For plotting the distributions of the displacement components it is convenient to introduce
the following non-dimensional variables:

h
H=2 (4.3.4.1)
Ky = lky (4.3.4.2)
/ /
- — )k
x=1 Z”“" _ @ le) L (4.3.4.3)
/ /
- — )k
y =Y zy _ W K?j) ! (4.3.4.4)
s sky 9 9 9
rR=2_ mp_x2.y (4.3.4.5)
I K,
B ~ pr N ~ Ugy _ 7 Upz _ ~ Upy
e S T SO 5 P S M T (4.3.4.6)
p:c py pﬂc py

Where H is the non-dimensional characteristic length of the material, K is a non-dimensional
wave number, X is the non-dimensional x coordinate, Y is the non-dimensional y coordinate,
R is the non-dimensional radial coordinate and U’ are the non-dimensional components of
the Green’s function. Also, due to (4.3.2.15), (4.3.2.16) and (4.3.4.6), the non-dimensional
displacement components are:

U, =0+ 0, U,=00+0Up (4.3.4.7)
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By substituting (4.3.4.1) - (4.3.4.5) into (4.3.2.44), (4.3.2.45) the following expressions for
the roots of the dispersion equation arise:

H2K? — 1 — \JAK? + (K7 — 1)?

p(ky) = i\ e k3 (4.3.4.8)
H2KE — 14 \JAK3 + (H2K? —1)°
q(k1) = j:\ e k3 (4.3.4.9)
In view of (4.2.3.27), (4.3.4.1) - (4.3.4.6) the non-dimensional Green’s function is:
- 1
G(r;r') = 4—622 [(U(s)I+ X(s)8 ® §] (4.3.4.10)
Where:
AK? + (H2K? —1)°
k) — (k) = —\/ LD (43.411)
HYK? — 1 — \JAK? + (2K — 1)?
p(k1)s = j:\ 5 R (4.3.4.12)
H2K? — 1+ \[AK? + (H?K? — 1)?
p(ki)s = j:\ 5 R (4.3.4.13)

The expressions of p(ky), ¢(k1) are now given by (4.3.4.8), (4.3.4.9) and when (4.3.4.10), (or
(4.3.2.73) - (4.3.2.77)) are used only the positive roots are taken into account. It is also noted
that in view of (4.3.4.11) - (4.3.4.13), the radial coordinate s and the gradient coefficient
[ do not appear in (4.3.4.10). The non-dimensional displacement contours are determined
using (4.3.4.10), we distinguish the cases of normal (H > 1), anomalous (H < 1) and no
dispersion (H = 1) by adjusting the value of H and /. It will be shown that 5 depends only
from the Poisson ratio v, thus the systems parameters are H, Kj, v. In view of (4.3.2.8),
(4.3.2.9), (4.3.2.13) we obtain:
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A+ 20 1
=1/ =4/1 4.3.4.14
p 7 +1—2v (43 )

In the figures that follow the contours of the norm of the displacement components and the
norm of the total displacement are presented, for the case where the body force is applied
at the origin of the coordinate system. Unlike the case of anti - plane shear, the response
is not explored in detail here due to the greater number of parameters involved and results
are given only for characteristic values of the systems parameters. The reason that results
are given only for v = 0.25 is that for fixed values of H, K; the qualitative response of the
system does not depend from the value of the Poisson ratio.

110



Chapter 4 Fundamental Solutions

7,
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0.225
0.200
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4 2 2 4

0
x/1

Figure 4.3.4.1: Displacement contours for H = 1, K7 = 0.1, v = 0.25, (no dispersion).
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v/l 0.03
0.02
4 2 0 2 4
x/l
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4 2 0 2 4

x/1;

Figure 4.3.4.2: Displacement contours for H = 1, K; = 1, v = 0.25, (no dispersion).
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0.0015 0.0015
0.0010 0.0010
v/l v/l
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0 0

0.0020
0.0015
y/l 0.0010

0.0005

Figure 4.3.4.3: Displacement contours for H = 1, K; = 10, v = 0.25, (no dispersion).
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Figure 4.3.4.4: Displacement contours for H = 1, K; = 100, v = 0.25, (no dispersion).
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x/l

Figure 4.3.4.5: Displacement contours for H = 0.1, K; = 0.1, v = 0.25, (anomalous disper-
sion).
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Figure 4.3.4.6: Displacement contours for H = 0.1, K; = 1, v = 0.25, (anomalous disper-
sion).
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Figure 4.3.4.7: Displacement contours for H = 0.1, K; = 10, v = 0.25, (anomalous disper-
sion).
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Figure 4.3.4.8: Displacement contours for H = 0.1, K; = 100, v = 0.25, (anomalous disper-
sion).
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Figure 4.3.4.9: Displacement contours for H = 10, K; = 0.1, v = 0.25, (normal dispersion).
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Figure 4.3.4.10: Displacement contours for H = 10, K; = 1, v = 0.25, (normal dispersion).
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Figure 4.3.4.11: Displacement contours for H = 10, K; = 10, v = 0.25, (normal dispersion).
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Figure 4.3.4.12: Displacement contours for H = 10, K; = 100, v = 0.25, (normal dispersion).
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5 Scattering Problems

5.1 Introduction

In this part of the thesis the two fundamental solutions that where derived in the previous
chapter are applied in order to formulate scattering problems in the context of gradient
continua. In the problems that are examined the scattering is caused by a number of obstacle
points (or pins) which are modelled as concentrated body forces. When these configurations
of points form the corners of closed geometrical shapes such as polygons, then in some cases
exotic behaviours are observed in relation to the response of the system. For example, for
specific values of the waves frequency the system’s motions can be limited either inside or
outside these configurations. The idea behind this concept is similar to well known Faraday
cage where a electromagnetic field is trapped inside an enclosure. The reason why this idea
cannot be applied in the context of classical continua is because in classical elasticity the
corresponding Green’s functions are singular at the point where the body force is applied and
as a consequence the displacements are infinite in these points, however as it was shown in
the previous chapter that the Green’s functions that where derived are finite. For the case of
plane strain, due to the computational load that arises from the extensive expression of the
corresponding Green;s function, geometrically simple configurations of pins are considered
for circles consisting of 12, 24 and 64 pins. The case of anti-plane shear has much less
computational load, since the problem is scalar, which allows the consideration of more
complex configurations such as fractals. Specifically results are given for the case where the
pins form the corners of Koch’s snowflake [86]. To the knowledge of the author both problems
have never been attempted before in the context of sub-theories of Mindlin’s general one and
present interests both from a scientific and a practical point of view as related applications
where presented in the first chapter of the thesis.

5.2 Scattering by Points

5.2.1 Scattering by a Single Point Under Anti-Plane Shear

In this work, the wave scattering for the case of anti-plane strain is formulated having as
a mathematical background a paper published by Evans and Porter in 2007 [87]. In their
work Evans and Porter modelled the scattering of flexural waves by pined elastic plates in
vacuo and floating on water, which is a similar concept to the one indicated in this thesis.

In its equilibrium position an infinite domain governed by form II of Mindlin’s general theory
occupies the z — y plane and when excited by an incident wave field of unit amplitude,
undergoes a displacement normal to itself of the following form:
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R{uin(r)e ™"} (5.2.1.1)

Where w is the circular frequency of the incident excitation given by (3.4.3.6) and r =
(x,y) = (rcos(f),rsin(f)). A solution of the systems homogeneous equation of motion
(4.2.1.8) describing a long-crested incident wave is:

um(r) _ eiq[zcos(q/;)—l—ysin(w)} _ eiqrcos(G—'gZJ) (5212)

Where ¢ is the positive real root of the dispersion equation given by (4.2.3.15) and ) is the
angle defined by the positive z-axis and the direction of wave propagation. Also, since the
Green’s function of anti-plane shear has been written in a non-dimensional form (4.2.4.7), it
is necessary to express (5.2.1.2) using the same non-dimensional parameters that are defined
by (4.2.4.1) - (4.2.4.3).

For an infinite domain under anti-plane shear, pinned by a single pin at a point with po-
sition vector r' = (z/,y'), the non-dimensional displacement U(r) can be expressed as the
displacement generated by the incident wave given by (5.2.1.2) and the displacement due
to the existence of the pin. Since the pin can be considered as a consecrated body force,
the displacement field that it generates can be determined using the Green’s function of the
anti-plane shear, which in non-dimensional form is given by (4.2.4.7).

U(r) = uip(r) + Ag(r;r') (5.2.1.3)

If the infinite domain is constrained at the position where the pin is placed, the constant A
can be determined by setting (5.2.1.3) equal to zero for r =r’:

(5.2.1.4)

In other words, in order for a point (z/,y’) to remain stationary during the deformation, a
pin that generates a displacement equal and opposite to the one generated by the incident
wave must be inserted at the same point.
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5.2.2 Scattering by a Finite Number of Arbitrary Points Under Anti-Plane
Shear

We now consider the case where the infinite domain is pined by N, pins at points with position
vectors 1’,,. The non-dimensional displacement U(r) is now given as as the displacement
generated by the incident wave given by (5.2.1.2) and the displacement due to the existence
of all the pins:

U(r) = ujn(r) + Zp [A,G(r;',)] (5.2.2.1)

Again, if the infinite domain is constrained at the position where the pins are placed, the
constants A,, can be determined by setting (5.2.2.1) equal to zero for r,, = r’,, and solving
the following N, simultaneous algebraic equations:

Np

0= tin(ry) + Y [Ag(tmiry)], m=12.N, (5.2.2.2)

n=1

The solution to the system of equations (5.2.2.2) can be expressed in matrix form as:

A=-G'Uy, (5.2.2.3)

Where A is a N, x 1 vector with components the scaling factors A,,, G is a N, x N, symmetric
matrix with components g(r,,;r,), (i.e. the problems Green matrix) and U;, is a N, x 1
vector with components u;,(r,,), (i.e. the non-dimensional displacement at each pin location,
caused by an incident wave, in an unpinned infinite domain).

Ay g(ryr'y) gryr'y) - glrr'y) Ui (T1)
A _ g(ro;x’y) glre;r’y) - g(ro;r/y, U (T

A=| 7|, G= “%1)M%2)- gtz ),Um: (r2) (5.2.2.4)
An g(rn; r/l) g(rn; r/2) T .g(rn; r/n) um(rn)

The constants A,, are used to scale the value of the Green’s function at the position of each
pin so that they satisfy (5.2.2.2), but they also scale the Green’s function at every other
location, as observed in the plate deflection equation. Therefore, in order to maximise the
displacements in an area of the plate defined by a configuration of pins, the absolute values
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of the constants A, should be maximised. Since Uj;, depends only from the characteristics
of the incident wave and the geometry of the pins, by observing (5.2.2.3) it is clear that
the maximization of A occurs when |det(G™1)| is maximized. In the bibliography this
condition is stated by demanding that |det(G~!)| is maximized as this defines the scaling
factor applied to Uy,. Equivalently, | det(G)| should be minimised. Although a detailed prof
of the last proposition has not yet been given, it has been established in many works that

the resonances appear when |det(G)| is minimised.

For a given configuration of pins, G depends only on the non-dimensional wave number K5 of
the incident wave. Therefore the local minima points can be identified by plotting | det(G)|
as a function of Ky. The wave numbers corresponding to these points caused the largest
displacements in the infinite domain and as it will be shown later resonances appear. It is
important to highlight that the method presented here for detecting resonant modes is not an
approximate one and if the computations are sufficiently dense then the local minima points
are determined with practically zero error. Regarding the computing part of the problem,
the detection of the local minima points is the operation with the biggest computational cost.
A good practice for reducing the computational load is initially to plot | det(G)| as a function
of K5 using a sufficiently large step size, ensuring that no local minima are overlooked. Then,

increase the calculation density (reduce the step size) around the identified local minima.

5.2.3 Scattering by a Single Point Under Plane Strain

For an infinite domain under plane stain, the idea is identical as in the case of anti-plane
shear, with the only difference being that the Green’s function is of matrix form. Conse-

quently, an incident wave field which includes both primary and secondary waves is given
by:

Uin(r) = e ()Eost)+ysin¥)] | gia(Bhn)lecos(v) +ysinv)])

1 ey (ea0lEeos(+ysin)] . gia(Bhn)lecos(¥) +ysin(v)]) (5:2:3.1)

Where q(k;) and g(Bk;) are the positive real roots of the dispersion equations of the primary
and secondary waves respectively given by (4.3.2.45). It is also noted that if the incident
wave field consists solely of primary or secondary waves, only the corresponding terms in
(5.2.3.1) are considered.

For an infinite domain under plane strain, pinned by a single pin at a point with position
vector r’ = (2/,y'), the non-dimensional displacement U(r) can be expressed as the displace-
ment generated by the incident wave field given by (5.2.3.1) and the displacement due to
the existence of the pin. Since the pin can be considered as a consecrated body force, the
displacement field that it generates can be determined using the Greens function of the plane
strain, which in non-dimensional form is given by (4.3.4.10).
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U(r) = u;(r) + G(r; ')A (5.2.3.2)

If the infinite domain is constrained at the position where the pin is placed, the coefficient
vector A can be determined by setting (5.2.3.2) equal to zero for r = r’:

A= -G (11 )u,(r) (5.2.3.3)

Where A is a 2 x 1 vector, G is a 2 x 2 symmetric matrix and u,, is a 2 x 1 vector. It is
also worth mentioning the similarity between (5.2.2.3) and (5.2.3.3)

5.2.4 Scattering by a Finite Number of Arbitrary Points Under Plane Strain

In view of (5.2.1.1,) for the case where the infinite domain is pined by N, pins at points with
position vectors 1’,,. The non-dimensional displacement U(r) is now by:

U(r) = U, (r) + G(r; ')A (5.2.4.1)

If the infinite domain is constrained at the position where the pins are placed, the constant
vector A can be determined by setting (5.2.4.1) equal to zero for r,, = r’,, and solving the
following 2NV, simultaneous algebraic equations:

A=-G U, (5.2.4.2)

Now A is a 2N, x 1 vector with components the scaling factors A7, (or equivalently a
2 x 1 block vector with components A7), G is a 2N, x 2N, symmetric block matrix with
components U%(r,,;r,), (i.e. the problems Green matrix) and Uy, is a 2N, x 1 vector with
components u! (r,,), (or equivalently a 2 x 1 block vector with components u? (r,,), (i.e.
the non-dimensional displacement at each pin location, caused by an incident wave, in an
unpinned infinite domain).

— A” = ‘[_J':Ex ‘[_J'a:y ufn
A= |: AY :| ? G = |: Uvs | Uw :| ) Uin = |: ] :| (5243)

uin

The expressions of the components of the above block matrices are given bellow:
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Aj ul, (1)
wo | A g o] () (5.2.4.4)
4 i, ()
U (riry) U (') - U (riry)
T — Uf](r‘z;r’l) Ufj(f2;r'2) Ufj(r?;rln) (5.2.4.5)
UP (rinty) OP(rrs) - U7 (i)

It is noted that the subscripts and superscripts in the above equations are not related to
covariant and contravariant notation. They are used solely to make the equations more
compact when expressed with block matrices. The subscripts refer to the points where
the pins are placed, while the superscripts indicate the directions of the body forces and
displacements.

Regarding the interpretation of the above matrices, it is the same as the corresponding
ones of the anti-plane shear case. Also, the maximization of A occurs when |det(G)™!| is
maximized due to the similarity between (5.2.2.3) and (5.2.4.2).

5.3 Scattering Under Plane Strain

5.3.1 Scattering by Circular Configurations

For the plane strain case circular configurations consisting of 12, 24, and 48 pins are con-
sidered. The systems parameters are the non-dimensional wave number K, the material’s
internal length ratio H, the Poisson’s ration v and the angle ¢ formed by the direction
of propagation and the horizontal z axis, (the definitions of H, K; are given in (4.3.4.1),
(4.3.4.2)). The effect of the angle 1 is not considered because the circular configurations have
radial symmetry. This means that the displacement fields generated by waves propagating
in an oblique direction can be obtained by rotating the fields from a reference direction. In
order to analyse the system’s response, the distribution of the determinant of the Green’s
matrix with respect to K; is plotted for various values of H that correspond to normal,
anomalous and no dispersion. As shown in the following figures, minima occur only in the
case of anomalous dispersion (H < 1) and thus, resonances are observed only under this
condition. Additionally, in the case anomalous dispersion as the number of pins inserted
increases the amount of local minima also increases.
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Figure 5.3.1.2: log(| det(G)|) — K3 diagram for a circular configuration consisting of 48 pins
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,(¢) H=1and (d) H =10, v = 0.25.
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The effect of the Poisson’s ratio on the system’s response is analysed by using a circular
configuration with 48 pins. The determinant of the Green’s matrix is plotted as a function
of K for a fixed value of H while varying the Poisson’s ratio within the range (—1,0.5).
As shown in the following figures, the number of minima generally remains constant as the
Poisson’s ratio increases. However, near the value of 0.5, there is a significant increase in the
number of minima as the Poisson’s ratio rises.

Ky K,
-600
-600}
-650
-650}
700}
-700}
-750}
-750}
-800|
logldet(G)] (@) log|det(G)] (b)
K,
100 200 300 400
_esoh -700}
-To0f -800}
-750f
-900}
-800}
-1000}
-850}
logldet(G)] © log|det(G)] @

Figure 5.3.1.3: log(| det(G)|) — K diagram for a circular configuration consisting of 48 pins
(a) v =—-0.99, (b) v =10, (¢) v =0.25 and (d) v = 0.49, H = 0.01.

The analysis revealed that during the resonances, the displacement’s increase significantly
more when the incident wave is of S type. The results presented below for anomalous
dispersion highlight the strongest resonances observed in circular configurations with 12,
24 and 48 pins, this displacement fields are generated by S waves propagating along the
horizontal x axis. For the cases of normal and no dispersion, where there are no local
minima, results are given for the most interesting cases that were detected.
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v/l

Figure 5.3.1.4: Displacement contours for a circle with 12 pins, H = 0.01 (anomalous dis-
persion), v = 0.49, K; = 37.103 (7th minima).
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Figure 5.3.1.5: Displacement contours for a circle with 24 pins, H = 0.01 (anomalous dis-
persion), v = 0.49, K7 = 28.054 (1st minima).
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Figure 5.3.1.6: Displacement contours for a circle with 24 pins, H = 0.01 (anomalous dis-
persion), v = 0.49, K; = 105.051 (13th minima).
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Figure 5.3.1.7: Displacement contours for a circle with 48 pins, H = 0.01 (anomalous dis-
persion), v = 0.49, K7 = 93.848 (11th minima).
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Figure 5.3.1.8: Displacement contours for a circle with 48 pins, H = 0.01 (anomalous dis-
persion), v = 0.49, K; = 100.264 (12th minima).
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Figure 5.3.1.9: Displacement contours for a circle with 48 pins, H = 0.01 (anomalous dis-
persion), v = 0.49, K; = 103.770 (13th minima).
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Figure 5.3.1.10: Displacement contours for a circle with 48 pins, H = 0.01 (anomalous
dispersion), v = 0.49, K; = 109.244 (14th minima).

As shown in the figures above, at all resonances, the wave motion is largely confined within
the pin configuration, meaning the waves are trapped inside. In most cases, where U, is
maximized within the configuration, U, is minimized and vice versa. Additionally, increasing
the number of pins results in larger displacements, as the reduced spacing between pins makes
it more difficult for the trapped waves to escape the configuration.

To demonstrate that the local minima correspond to resonances, the non-dimensional dis-
placements are shown for a value of K; that lies between two local minima, where the
resonances are notably strong. For a circular configuration with 48 pins and parameters
H = 0.01, v = 0.49, the system’s response appears to be significantly different from the
responses shown in the figures above for K; = 100.264 (12th minima) and K; = 103.770
(13th minima).

To further illustrate the effectiveness of the pins, the distribution of the norm of the non-
dimensional displacement U along the x axis is plotted.

In the following diagrams the distribution of the norm of the non-dimensional displacement U/
along the z axis, for a circle with 12 pins is shown for (a) a wide range of the non-dimensional
coordinate x/l and (b), (¢) close to the pins. The line y = 1 is included because the incident
wave has a unit amplitude. Two pins are positioned along the z axis axis at points (—1,0)
and (1,0), where the displacement magnitude is zero. The displacement function is smooth
and continuous on both sides of the pins, with similar patterns observed for circles with more
pins.
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Figure 5.3.1.11: Displacement contours for a circle with 48 pins, H = 0.01 (anomalous
dispersion), v = 0.49, K; = 102 (between the 12th and 13th minima).
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Figure 5.3.1.12: Distribution of U, for a circle with 12 pins, H = 0.01, v = 0.49, K; = 37.103
(7th minima), y = 0: (a) wide range of /I and (b), (¢) close to the pins.
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In the cases of normal and no dispersion, no local minima are observed, and as a result,
no resonances occur. The system’s response remains the same for different values of the
non-dimensional wave number K7, regardless of the number of pins inserted. Additionally,
the parameters v and H do not significantly affect the system’s response. However, it is
important to note that the system’s response differs significantly in the case of anomalous
dispersion, particularly for values of K; that do not correspond to local minima. Under
anomalous dispersion, the motion of wave particles is largely confined within the pin con-
figuration, regardless of the value of K. For specific values of K;, the displacements are
maximized, whereas in normal and no dispersion, the waves are not trapped within the pin
configuration.
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Figure 5.3.1.13: Displacement contours for a circle with 48 pins, H = 1 (no dispersion),
v =049, K, = 10.
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Figure 5.3.1.14: Displacement contours for a circle with 48 pins, H = 10 (normal dispersion),
v=0.49, K; = 10.

5.4 Scattering Under Anti-Plane Shear

5.4.1 Fractals - Koch’s Snowflake

The relative simplicity of the anti-plane shear Green’s function permits the consideration
of complicated configurations of pins. For this reason, Koch’s snowflake (a fractal curve) is
considered in order to examine the effect of the fractional dimension of the configurations.
The term fractal refers to a geometric shape containing detailed structure at arbitrarily small
scales, usually having a fractional dimension strictly exceeding the topological dimension.
Koch’s snowflake is one of the earliest fractals to have been described and it is based on the
Koch’s curve, which appeared in 1904 by the Swedish mathematician Helge von Koch [88].
The Koch snowflake can be built up through an iterative process, in a sequence of stages.
Initially, there is an equilateral triangle, and each successive stage is formed by adding
outward bends to each side of the previous stage, making smaller equilateral triangles.

The Koch snowflake can be constructed by starting with an equilateral triangle, then recur-
sively altering each line segment as follows: Initially the straight segments are divided into
three segments of equal length. Then, an outward pointing equilateral triangle that has the
middle segment of the previous iteration as its base is drawn and finally the line segment that
coincides with base of the triangle is removed. The Koch snowflake poses several geometrical
properties the most important of which are presented below.
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First iteration, (3 points). Second iteration, (12 points). Third iteration, (48 points).

Fourth iteration, (192 points). Fifth iteration, (768 points). Sixth iteration, (3072 points).
Figure 5.4.1.1: The first six iterations of Koch’s snowflake.

In each iteration the number of sides and corners is increased by four times compared to the
previous iteration, so the number of sides and corners after n iterations is given by:

N,=3-4", n>0 (5.4.1.1)

If the original equilateral triangle has sides of length s, the length of each side of the snowflake
after n iterations is:

Sy = =—, n>1, Sy=s (5.4.1.2)

Since each side of the snowflake has the same length, the perimeter of the snowflake after n
iterations is given by multiplying the number of sides N,, by the side length .S,,:

Pn:zvn-snzg.s-G) >0 (5.4.1.3)

From (5.4.1.3) it is clear that the perimeter of the curve is unbounded, as n tends to infinity.
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lim (P,) = lim {3.5. (ﬁ)n} = 0 (5.4.1.4)

n—o0o n—o0o 3

For determining the area of Koch’s snowflake it is convenient to formulate first an expression
for calculating the area of each new triangle added in an iteration. In each iteration a new
triangle is added on each side of the previous iteration, so the number of new triangles added
in iteration n is:

T,=N,1=3-4""1 n>0 (5.4.1.5)

Let ap denote the area of the original equilateral triangle. The area of each new triangle
added in an iteration is 1/9 of the area of each triangle added in the previous iteration, so
the area of each triangle added in iteration n is:

Ap—1 Qo
L= = > 1 5.4.1.6
a 9 —gu " ( )

The additional area added in iteration n therefore is:

b, =T, a, = cag, n>1 (5.4.1.7)

W~ w
O =~

The total area of the snowflake after n iterations is:

3¢ /4"
14+ = i -
Z(” “

Collapsing the geometric sum in (5.4.1.8) gives:

A, =20 [8 ~3 (é)n} L on>1 (5.4.1.9)

n 1 n—1 4 k
A, =ag+ ; b = ag 1+ g (5) ] (5.4.1.8)

k=0

From (5.4.1.9) it is clear that the perimeter of the curve is unbounded, as n tends to infinity.

lim (A,) = 2 lim [8 -3 (é)n} ~Sa (5.4.1.10)
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Finally, for defining the dimension of Koch’s snowflake it necessary to first introduce a few
definitions.

Definition 5.4.1.1. Let S be a subset of an Fuclidean space R™. Suppose that
N(e) is the number of boxes of side length € required to cover the set. Then the
Minkowski—Bouligand dimension (or boz-counting dimension) is defined as:

dimp,, (S) = lim [%]

If the above limit does not exist, one may still take the limit superior and limit inferior,
which respectively define the upper box dimension and lower box dimension. There is a
more technical definition known as Hausdorff dimension which always exists for a bounded
subset of R™, and which agrees with the box-counting dimension in most cases, but before
defining the Hausdorff dimension, the diameter of metric space must be introduced.

Definition 5.4.1.2. Let (X, p) be a metric space. For any subset U C X |, the diameter
of U, denoted as diam(A;), is defined as:

diam(U) :=sup{p(z,y) : z,y € U}, diam(0):=0

Two more important concepts for defining the Hausdorff dimension are the d-dimensional
Hausdorff measure and the Hausdorff d-dimensional outer measure:

Definition 5.4.1.3. Let S be a bounded subset of an Euclidean space R™ and X be
a metric space. If S C X and d € [0,00]|, then d-dimensional Hausdorff measure is

defined as:

HY(S) = inf{>  [diam(U;))]* : | JU; 2 S, diam(U;) < 6}
i=1 i=1
While the Hausdorff d-dimensional outer measure is defined as:

H(S) := lim [H{(9)]

6—0

Definition 5.4.1.4. The Hausdorff dimension dimg(X) is defined as:

dimy(X) := inf{d > 0 : H}(X) = 0}

The dimension of Koch’s snowflake can be easily determined using Definition 5.4.1.1. After
an iteration a line segment is substituted by four new line segments, meaning that after n
iterations the total amounts of line segments that the snowflake will have is 4", while the
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length of the side segments is 1/3". From the aforementioned we conclude that e = 1/3 and
N(e) = 4™. Using these values for the case where S is Koch’s snowflake we obtain:

In(4)
In(3)

dimyo, (S) = lim [1n(4n)] - (5.4.1.11)

n—0 | In(3")

The above value can be verified using the definition of Hausdorff dimension, however it
is much easier to determine the fractals dimension using the more heuristic definition of
box-counting dimension.

5.4.2 Scattering by Koch’s Snowflake

Unlike the circular configurations where the log(| det(G)|) — K diagram changes noticeably
when pins are added, the local minima positions in the case of Koch’s snowflake under
anomalous dispersion remain practically unchanged across different iterations, over a wide
range of non-dimensional wavenumbers K.

For the first iteration no minima are formed in the log(| det(G)|) — K, diagram because the
number of points is too low. Consequently, results for this case are not presented, as they
are not particularly meaningful.
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Figure 5.4.2.1: log(| det(G)|) — K, diagram for the (a) second, (b) third, (c) fourth and (d)

fifth iterations of Koch’s snowflake, H = 0.01.
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fifth iterations of Koch’s snowflake, H = 0.1.
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Figure 5.4.2.4: log(| det(G)|) — K, diagram for the (a) second, (b) third, (c) fourth and (d)
fifth iterations of Koch’s snowflake, H = 10.

In the case of anomalous dispersion, starting from the third iteration onward, the positions of
the local minima remain nearly constant, over a given range of non-dimensional wavenumbers
K,. This indicates that the resonant modes can be determined with high precision using
only a small number of pins. In contrast, when the dispersion is normal, no minima are
observed and as a result, no resonant modes are present, while in the case of no-dispersion
the number of local minima increases rapidly with each iteration and beyond a certain point,
discrete minima no longer exist. The difference in the log(| det(G)|) — K diagram for various
values of H, greater than and less than H = 1 is reflected in the system’s response, both
qualitative and quantitatively, as different types of resonant modes appear and the values of

the non-dimensional displacements differ dramatically.

The system’s response is examined by considering the first five iterations of Koch’s snowflake,
with the value of H adjusted for each iteration, the side length of the original equilateral
triangle is set to a = [, while the effect of the angle formed by the direction of propagation
with the horizontal z axis is not considered. Once again the system’s response undergoes
qualitative changes depending on the type of dispersion. Specifically, for the case of anoma-
lous dispersion results are given for the first four local minima for H = 0.1 and H = 0.01.
This allows for a comparison of the system’s response at the corresponding minima through-
out the iteration process. Further analysis revealed that for H < 0.01 and H > 10, the
results remain virtually unchanged. For the cases of normal and no-dispersion results are
given for values of K5 that either correspond to local minima or do not, focusing on the most
significant cases identified in the analysis.
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Figure 5.4.2.5: Displacement contours for H = 0.01, (anomalous dispersion), first minima:
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Figure 5.4.2.6: Displacement contours for H = 0.01, (anomalous dispersion), second minima:
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Figure 5.4.2.8: Displacement contours for H = 0.01, (anomalous dispersion), fourth minima:
(a) Ky =511.805, (b) Ky = 244.559, (¢) Ky = 261.285, (d) Ky = 269.893.

139



Chapter 5 Scattering Problems

Ul
4
12.5
3 10.0
> | 7.5
v/l v/l
[ 5.0
! 2.5
0 0
1 0 1 >
x/1 (a) (b)
2500 4000
2000 3000
1500 2000
l l <
v/, 1000 v/l
500 1000
0 0
2 1 0 1 2 2 1 0 1 2
x/lz (C) x/lz (d)

Figure 5.4.2.9: Displacement contours for H = 0.1, (anomalous dispersion), first minima:
(a) Ky =52.047, (b) Ky = 57.435, (¢) Ky = 60.4621, (d) Ky = 62.068.

U] U]
i ) 25
2.0
1 1 2.0
W 1.5 " 15
y/l v/l
’ 1.0 1.0
' 05 ' 05
2 0 2 . 0
2 1 0 1 2
(a) x/1, (b)
U]
25 25
2.0 2.0
15 15
l l
v/l 1.0 v/l 10
0.5 0.5
2 0 2 0
2 1 0 1 2 2 1 0 1 2
x/lz (C) x/lz (d)
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Based on the figures above, the following conclusions can be made for the case of anomalous
dispersion:

e In the vast majority of cases, the percentage change in the minima value between consec-
utive iterations decreases.

e Two types of resonant modes are identified: (a) modes in which waves propagate along
discrete paths and (b) trapping modes, where the motion is mostly confined within the
arrangement of pins.

e The non-dimensional displacements values increase as the number of pins increases.

e The system’s response at the resonant modes where paths are formed remains nearly
unchanged both qualitatively and quantitatively, even as the iterations increase. In contrast,
at the trapping modes, the qualitative response stays consistent, but the non-dimensional
displacements within the pin configuration increase significantly with more iterations.

e When dispersion is anomalous, a decrease in the value of H leads to an increase in the
non-dimensional displacement.

e From the fourth iteration and on, when waves are trapped inside the configuration of pins,
the non-dimensional displacement increases unrealistically. This behaviour can be explained
by the structure of Koch’s snowflake, which contains many corners. With each iteration, the
number of corners quadruples. A configuration with numerous corners promotes successive
wave reflections, leading to increased superposition and consequently, larger displacements.

e Similar responses are observed for all other detected minima.

When there is no dispersion, the local minima correspond to resonances where either discrete
wave paths are formed, or the wave motion is confined predominantly inside the configuration
of pins. However, there is a qualitative difference in the displacement field compared to
the case of anomalous dispersion. In particular, the paths along which the waves propagate
change behind the configuration, while In the trapping modes, concentric circles form outside
the arrangement of pins, a pattern that does not occur in the anomalous dispersion case.
For all other cases of local minima, the system’s response is similar to what is shown in the
following figure.

In the case of normal dispersion, there are no local minima, and thus no resonances. The
system’s response remains almost unchanged, regardless of the number of pins inserted.
Additionally, the values of H and K, have minimal impact on the system’s behaviour.
Cloaking modes, where the wave path is redirected around the pin configuration making
the pins appear absent or ineffective form at every value of K5. These paths are vertical
and extremely narrow, resulting in nearly uniform displacements across the entire infinite
domain.
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Figure 5.4.2.15: Distribution of U, for the second iteration of Koch’s snowflake (12) pins,
H = 0.01 (anomalous dispersion), Ky = 64.265 (1st minima), y = 0: (a) wide range of z/ly
and (b), (c) close to the pins.

In the above diagrams the distribution of the norm of the non-dimensional displacement U
along the x axis, for the second iteration of Koch’s snowflake is presented. The line y = 1
is also shown because the incident wave has a unit amplitude. Two pins are positioned at
points (—1/3,0) and (1/3,0), where the displacement magnitude is zero. However, unlike
the case of plane strain where the displacements are smooth and continuous functions in the
areas where the pins are placed, when the infinite domain is under anti-plane shear, jumps
are created in the displacements close to the pins, regardless the number of pins inserted or
the type of resonance that occurs, while the value of K5, as long as it corresponds to a local
minimum, has little impact on the displacement discontinuities. Another useful information
that is extracted from the above diagrams is that the norm of the non-dimensional displace-
ment U does not reach zero behind the configuration of pins, instead it approaches y = 1
asymptotically.
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5.5 Remarks

In conclusion, in this work two Green’s function are derived for infinite media, subjected
to a point load with time harmonic variation, under plane strain and anti-plane shear,
within simplified versions of Mindlin’s general theory. These Green’s functions are finite at
the origin and are used to formulate problems involving wave scattering caused by point
obstacles (pins), which are modelled as concentrated body forces. When the pins are placed
in the infinite domain, configurations of obstacles are formed whose geometry affects the
system’s response both quantitatively and qualitatively.

For the plane strain case, circular configurations with 12, 24 and 48 pins were considered,
while for the anti-plane shear case, analyses were conducted for the first five iterations of
Koch’s snowflake to illustrate the potential impact of a fractal configuration of pins on the
system’s response. The results show that, in the case of anomalous dispersion, resonances
can occur, leading to a significant local increase in displacements within the infinite domain.
For the anti-plane shear state, resonances can also occur even in the absence of dispersion.
When the system resonates, either discrete wave paths form, or the motion of particles
becomes largely confined within the configuration of pins. The magnitude of these resonances
can be controlled by adjusting the number of pins and the material’s (non-dimensional)
characteristic length H, while details on how the parameters can be selected to tune the
system are thoroughly presented in this work

The concepts presented in this thesis have considerable potential for engineering applications,
such as designing seismic shields for earthquake protection and controlling tsunamis to safe-
guard coastlines. Significant research has been conducted in these areas over the past few
years, though the approach has primarily been numerical and experimental. The theoretical
framework in most cases raised many questions, as it was either lacking or, at best, based
on classical plate theory. While classical plate theory shares similarities with generalized
continuum theories, as presented in this thesis it is a technical theory that invokes a lot of
assumptions that rational theories of generalized elasticity do not. The two main limitations
of the derived Green’s functions are that they apply only to infinite domains, making them
unsuitable for cases where boundary conditions influence the system’s response. Addition-
ally, they are specific to deformation states that rarely occur in nature. However, these
Green’s functions can still be highly valuable when used to complement numerical solutions
or experiments.

The aim of this work is not to tackle practical problems as the ones mentioned above from an
analytical point of view, but to explore scattering from point obstacles in elasticity theory,
which cannot be addressed in classical elasticity due to the singularity of the corresponding
Green’s functions, as well as to highlight potential applications where these concepts could
be applied. This thesis also contributes to the bibliography of generalized continua by
introducing a new Green’s function for the plane strain case. Additionally, it presents a
formulation and proof of the generalized version of the completeness theorem that holds for
all three forms of Mindlin’s general theory, which, to the author’s knowledge, does not exist
in the current literature.
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