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Viability Control For Nonholonomic Systems. Application to the
Compensation of Disturbances for Underwater Robotic Vehicles.

ABSTRACT

This thesis presents a framework on the state feedback control design for a class of under-
actuated systems that are subject to nonholonomic constraints, state constraints and additive
bounded disturbances. The framework is based on concepts from viability theory, as well as
on a novel method on the state feedback control design for nonholonomic systems. The overall
idea is that the control design for such problems is recast into designing feedback control
laws so that system trajectories always remain viable in the set K defined by state (viability)
constraints and furthermore converge to a goal set G in K.

In particular, the main components and developments are:

� A novel method on the state feedback control design for a class of n-dimensional nonholo-
nomic systems, which is based on the novel concept of a family of N-dimensional reference
vector fields, where N ≤ n, and their connection with Pfaffian nonholonomic constraints.

The proposed method comprises a control strategy which brings a uniform logic into the
control design for a wide class of n-dimensional nonholonomic systems. The main idea is that,
given an n-dimensional (kinematic) nonholonomic system, subject to κ Pfaffian constraints
A(q)q̇ = b(q), one can define a smooth N-dimensional reference vector field F(·) on a subspace
L of the configuration space C, which is non-vanishing everywhere except for the origin of the
local coordinate system on L. The origin is by construction the unique critical point of F(·)
of dipole type, which implies that all integral curves begin and end at the origin.

The dimension N of the vector field F is specified by the explicit form of the Pfaffian constraints
in the following sense: depending on the column structure of A(q), the configuration space
C is trivially decomposed into L × T , where L is the "leaf" space, T is the "fiber" space,
n = dimL+ dim T , N = dimL. The local coordinates x ∈ R

N on L are called leafwise states
and the local coordinates t ∈ R

n−N on the fiber are called transverse states. The vector field
F is defined in terms of the leafwise states x, tangent to the leaf space L, and is non-vanishing
everywhere on L except for the origin x = 0. The characteristic property of the vector field
F(·) is that the origin x = 0 is a dipole, which implies that all integral curves begin and end
at the critical point.

The vector field F serves as a velocity reference for the system; this means that at each
configuration q ∈ C the system vector field q̇ ∈ TqC is steered to be made parallel to F. This
is codified by defining the output h(q) , A(q)F(·), which expresses the "misalignment" of
the system vector field with the vector field F(·), and choosing the control inputs such that
h(q) → 0. In this sense, instead of trying to stabilize the system to the origin, one can use
the available control authority to steer the system vector field onto the tangent bundle of the
integral curves of F and "flow" along the reference vector field on its way to the origin. These
two objectives suggest the choice of particular Lyapunov-like functions in terms of the leafwise
states and the transverse states, and enable one to establish convergence to the origin based
on standard techniques.
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The method has been applied to the control design of kinematic nonholonomic systems in
chained form, and extended to a class of dynamic nonholonomic systems with drift, describing
underactuated marine vehicles. Robustness with respect to unknown, bounded disturbances
has been also addressed.

� A viability-based switching feedback control approach for a class of nonlinear systems that
are subject to inequality state constraints. The approach is based on concepts from viability
theory. State constraints are realized as viability constraints defining a closed subset K of
the state space, called the viability set K. Using tools from viability theory, in particular the
concept of tangency to a set K of inequality constraints, which is realized via the contingent
cone to the set K, the necessary and sufficient conditions for selecting viable controls are given.

Furthermore, the state feedback nonholonomic control solutions resulting from the vector field
approach described above are redesigned by means of switching control, so that nonholonomic
system trajectories starting in a set K are always viable in K and converge to a goal set G in
K. A switching signal orchestrates the switching among viable in K controls and convergent to
G controls, based on the value of the constraint functions. The approach can be applied, but is
not limited to, the class of problems whose objective can be recast as to control a nonholonomic
system so that resulting trajectories remain forever in a subset K of the state space, until they
converge into a goal set G.

The method has been applied to the design of viable feedback control laws for an underactuated
marine vehicle in a constrained configuration set K; the set K essentially describes the limited
sensing area (in terms of position and orientation) resulting from a vision-based sensor system
with limited range and limited field-of-view. Moreover, its robustness has been considered for
bounded external perturbations.

The method has been also used for the cooperative motion planning and control design for a
leader-follower formation of two nonholonomic mobile robots in obstacle environments, under
visibility constraints. Visibility constraints arise due to the limited sensing of the follower
(limited sensing range and limited field-of-view) and are realized as nonlinear inequality state
constraints which determine a visibility set K. Maintaining visibility is thus translated into
controlling the robots so that system trajectories starting in K always remain in K. The
necessary conditions under which visibility is maintained are given, as well as a control scheme
that forces the follower to converge and remain into a set of desired configurations with respect
to the leader, while maintaining visibility. A cooperative control scheme for the motion of the
formation in a known obstacle environment has been also developed, so that both collision
avoidance and maintaining visibility are ensured. The control schemes are decentralized, in
the sense that there is no direct communication between the robots, nor global state feedback
is available to them.
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Chapter 1

Extended Abstract / Overview

1.1 Control of nonholonomic systems

From a theoretical viewpoint, nonholonomic control has been and still remains a highly chal-
lenging and attractive problem. Related research during the past two decades has attributed
various control design methodologies addressing stabilization, path, and trajectory tracking
problems for nonholonomic systems of different types, which nowadays feature a solid frame-
work within control theory.

It is well known that nonholonomic systems do not satisfy Brockett’s condition [Bro83], and
therefore can not be asymptotically stabilized by continuously differentiable, time-invariant
state feedback control laws. In fact, nonholonomic mechanical systems can not be asymp-
totically stabilized to a single equilibrium using any control method that employs smooth, or
even continuous, time-invariant feedback [BRM92]. Indicative of the peculiarity of the case
of stabilization to the origin using time-invariant feedback is the careful way in which asymp-
totic stability is defined in [LS93], which involves neighborhoods of the equilibrium rather than
balls as in the classical asymptotic stability definition in the Lyapunov sense, since arbitrarily
small perturbations in initial conditions around the equilibrium might require some extensive
maneuvering to bring the system back to rest.

To overcome the limitation pertaining to the nonexistence of a continuous time-invariant
feedback stabilizing controller, research has focused on solutions that can be broadly clas-
sified into two groups: those that employ time-varying feedback, either smooth [Pom92,
TMW95,Sam95,Jia99,TL02,MS03,MS09] or non-smooth w.r.t. the state [SE95,MS96,GE97,
MM97,MS00,OV05], and those that use time-invariant, non-smooth state feedback. The lat-
ter approach includes piecewise continuous [BRM92, tdWS92], discontinuous [Ast96, BD96,
TTR97b, TTR97a, BDK98, LT98, WHX99, XM01, MA03], and hybrid/switching control solu-
tions [LO96,KRM96,KM96,HM99,SGHL01,CAP05]. Among the variety of nonholonomic sys-
tems encountered in real world applications, the class of n-dimensional chained systems [MS93]
has received special attention.

Among the existing control solutions, those which employ non-smooth feedback can yield
exponential convergence in the chained system states, and may therefore be preferable from
an application standpoint. In this case, the control design often employs nonlinear state
transformations [Ast96,TTR97a,WHX99, Jia99, SGHL00,XM01,MA03], and the control laws
are extracted in the new coordinate system using either linear [Ast96], nonlinear [TTR97b], or
invariant manifold based techniques [TTR97a]. However, the coordinate transformations are
not always straightforward and thus the derivation of the control law remains non-trivial.
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Contribution

In Chapter 4, we present one of the main contributions of this thesis, which is the intro-
duction of a uniform logic into the control design of n-dimensional nonholonomic systems.
The proposed control strategy comprises formal guidelines for the construction of state feed-
back (discontinuous) control laws for n-dimensional nonholonomic systems, subject to either
kinematic, or dynamic Pfaffian constraints. The approach is based on a geometric view and
generalization of one of our earlier control designs for the steering of the unicycle to the origin,
described in Chapter 2, which has been inspired by the Dipolar Navigation Function, originally
introduced in [TK00].

Compared to existing methods, the novelty of the proposed approach is that it recasts the initial
problem of steering the state to the origin into an output regulation problem. The regulated
output expresses the misalignment of the system vector field w.r.t. a reference vector field,
which by construction has a unique, isolated critical point of rose type.1 Thus, the geometric
generalization relies on the consideration of higher dimensional systems and the regulation of
an output vector to zero, which along with a suitably selected Lyapunov-like function is used to
establish formal convergence of the system trajectories to the origin. The proposed formulation
and design methodology offers justification for the choice of control law, which carries over to a
variety of nonholonomic systems subject to kinematic (first-order), or dynamic (second-order)
nonholonomic constraints.

In some of the case studies analyzed, the controllers obtained are similar to existing ones; for
instance, in the case of chained systems (Section 4.3), the obtained controllers are similar to
those proposed in [Ast96]. However, the main difference between our approach and the one in
[Ast96] is that the control design takes place in the initial system coordinates, without the need
to apply the σ-process of [Ast96], by using a vector field as a reference and by completing the
convergence analysis using a singular-perturbation argument. The rather broad applicability
of the proposed design strategy leads us to believe that the structure of nonholonomic systems
subject to Pfaffian constraints can afford a common approach.

Furthermore, although preserving the nonholonomic nature and the structural complexity of
the original formulation, the new one offers a more intuitive treatment of the inputs w.r.t.
the controlled states, and allows a uniform stability analysis with standard tools. The new
geometric perspective also exposes the interdependence of the state variables and highlights
a time-scale decomposition, which permits the use of additional analysis techniques, such as
those related to singular perturbations and slowly varying systems. �

1.2 Nonholonomic control design for robotic applications

From a practical viewpoint, nonholonomic systems have been of particular interest within the
fields of robotics, mechatronics and multi-agent control systems, in part since they model a wide
class of mechanical systems, including mobile robots with trailers, snake robots, underactuated
robotic manipulators, unmanned vehicles (aerial, underwater, ground), surface vessels and
spacecraft, as well as the manipulation of objects with multi-fingered robotic hands.

1An isolated critical point is called a rose if it has elliptic type of sectors only, i.e. if in a neighborhood
around it, all integral curves begin and end at the critical point; an example is the dipole [Hen94].
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The literature is abundant in control solutions for nonholonomic systems with catastatic Pfaf-
fian constraints2. In this case, control laws are usually designed under the assumptions that
no model uncertainty and/or no additive disturbances apply to the system.

However, these assumptions are usually unrealistic for real world applications, since the con-
trol design in this case pertains to realistic, complex systems, which should perform efficiently
and reliably. Therefore, robustness of control solutions w.r.t. uncertainty and additive distur-
bances is an important parameter which highly affects the performance, or even safety, of the
considered systems.

In part for this reason, the development of robust nonholonomic controls has received special
attention. Robust controllers with regard to model parametric uncertainty, either adaptive or
switching, have been proposed in [BR95,CBG98,HLM99b,DXH00,DDZB01,MTX02].

The regulation of nonholonomic systems with additive (external) disturbances, which may
be either vanishing [tdWK95, Jia00, DDZB01, LAN03, GWL03, PA03, Guo05, WZ08] or non-
vanishing [CLO99, GWLZ01, LO01, MS03, FBP03, VA03, ZDCH07] at the origin, has also re-
ceived special attention. Non-vanishing perturbations are typically more challenging, in the
sense that a single desired configuration might no longer be an equilibrium for the sys-
tem [Kha02]. In this case, one should rather pursuit the ultimate boundedness of state trajec-
tories; this problem is often addressed as practical stabilization. In the case of non-vanishing
perturbations, it is usually assumed that the disturbances are small and bounded, or that the
perturbation vector field satisfies certain conditions; for instance, in [FBP03] the perturbation
vector field belongs into the subspace spanned by the control vector fields. In a similar context,
the development of ISS as a fundamental concept of modern nonlinear feedback analysis and
design, has allowed the formulation of robustness considerations for nonholonomic systems into
the ISS framework [LSW02,Tan04,LA05,AHP07b].

1.2.1 Dynamic positioning of underactuated marine vehicles

An interesting problem where additive disturbances serve as non-vanishing perturbations at
a desired configuration is the dynamic positioning of underactuated marine vehicles (ships,
surface vessels, underwater vehicles) in the presence of environmental disturbances. Dynamic
positioning typically refers to a computer controlled system, in order to automatically maintain
a vessel’s position and heading by using its own propellers and thrusters. The dynamic posi-
tioning control problem thus reduces into finding a feedback control law that asymptotically
stabilizes both position and orientation of the vessel to desired constant values.

In general, the control design for underactuated underwater vehicles and surface vessels has
received great interest over the past fifteen years, motivated by their extensive use in oil indus-
try, scientific explorations, search and rescue missions, etc. The design of stabilizing controllers
for this class of vehicles is challenging, since they usually exhibit second-order nonholonomic
constraints and therefore can not be stabilized by continuous, time invariant state feedback
control laws [Bro83]. Furthermore, their dynamics include nonlinear, complex hydrodynamic
terms which should not be neglected during the control design. Finally, environmental dis-

2Pfaffian constraints are of the form A(q)q̇ = b(q), where q ∈ R
n is the system state vector, A(q) ∈ R

κ×n

and b(q) ∈ R
κ. If b(q) = 0 the constraints are called catastatic, whereas if b(q) 6= 0 the constraints are called

acatastatic
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Figure 1.1: The considered scenario: The unicycle-like marine vehicle should be driven and
remain into a neighborhood of the origin qG = [0 0 0]⊤, despite the effect of the current
disturbance v

turbances should be also considered so that the closed-loop system performs efficiently in real
environmental conditions.

Various control strategies have been proposed for the stabilization of underactuated marine ve-
hicles. Pioneer work has been done in [WSE95a], where a smooth state-feedback law stabilizes
an underactuated ship to an equilibrium manifold. Smooth, time-varying controllers yielding
asymptotic stability to the origin are proposed in [PE99, PF00,DJPN02,DG05] whereas dis-
continuous controllers in [Rey96,FLMP00,AP01,GMBD06,CYZ02]. Hybrid control schemes
have been also presented in [KBH02,AP02b,GH08].

None of the aforementioned studies takes into account the influence of environmental distur-
bances. To the best of our knowledge, pioneer work in this direction was presented in [PN00],
which considers the dynamic positioning of a ship. The proposed time-varying control law
provides semi-global practical asymptotic stability. In [AP07] the dynamic positioning of an
underactuated AUV in the presence of a constant, unknown current is considered. An adap-
tive controller yields convergence to a desired target point, whereas the final orientation is
aligned with the direction of the current. The same philosophy regarding the final orientation
is adopted in [PDS08], which addresses the station-keeping for a surface vessel in the presence
of wind disturbances. In [AHP07a] a switching feedback control law stabilizes an underactu-
ated AUV around a small neighborhood of the origin, yielding input-to-state practical stability
in the presence of disturbances and measurement noise.

Despite these contributions, it is generally accepted that the stabilization of underactuated
underwater vehicles in the presence of disturbances has only been partially addressed and is
still open in many respects.

In principle, allowing the desired orientation of the marine vehicle to be ruled by external
disturbances, as done, for instance, in [PF00,PN01,PDS08] is not acceptable in many marine
applications, either for safety or for performance reasons. One such example is the case of a
unicycle-like underwater vehicle or surface vessel, under the presence of a current disturbance
v, which is used to inspect a stationary target through its onboard camera, see Fig. 1.1. For the

inspection task to be effective, the vehicle is required to converge to the origin qG =
[
0 0 0

]⊤
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of the global frame G. However, the perturbation induced by the current is non-vanishing at
qG, and thus the origin is not an equilibrium point. Consequently, it is meaningless to search
for control laws that yield the system asymptotically stable at qG. Instead, one can aim
at rendering the system uniformly ultimately bounded within a set that contains the origin,
addressing thus the practical stabilization problem.

Contribution

In Chapter 3, we propose a hysteresis-based switching control strategy which yields global,
practical stability for a unicycle-like marine vehicle, under current-induced, non-vanishing per-
turbations. Under the proposed control scheme, the vehicle converges and remains into a set
G around the origin. The resulting performance is achieved via state-based switching among
three controllers. The first controller is active outside the set G, and drives the system tra-
jectories into G using a dipole-like vector field [PTK10]. The other two controllers are active
inside G, and alternately regulate the position and the orientation of the vehicle. The switched
system is shown to be robust, in the sense that the system trajectories enter and remain into
G even when only a maximum bound ‖v‖max on the current disturbance is given.

Compared to earlier relevant work on dynamic positioning which drop the specification on the
desired orientation, the proposed control strategy allows also for the regulation of the vehicle’s
orientation to zero, during the time intervals when the corresponding controller is active.
This feature, along with the robustness property, renders the proposed solution suitable for
applications where both the position and orientation of a robot are critical, e.g. for inspection
tasks. �

1.2.2 Underactuated systems under configuration constraints

From a practical viewpoint, one furthermore should not overlook that control systems are
subject to (hard) state constraints, encoding safety or performance criteria. An illustrative
paradigm is the classical motion planning problem, involving one (or more) agent(s) moving
in obstacle environments while avoiding collisions; the obstacle space represents a subset of
the configuration space where the agent(s) should never enter, and can thus be codified via
inequality configuration constraints, which should never be violated. This problem has been
widely addressed and various methodologies have appeared [CLH+05].

Another example of hard state constraints is encountered in the case of agents that have limited
sensing capabilities while accomplishing a task. For instance, consider an underactuated robotic
vehicle equipped with sensors (e.g. cameras) with limited range and angle-of-view, which has
to surveil a target of interest; the requirement of always having the target in the camera field-
of-view (f.o.v.) imposes a set of inequality state constraints, which should never be violated
so that the target is always visible. This problem, often termed as maintaining visibility,
applies in leader-follower formations where the leader is required to always be visible to the
follower [DFK+02,CSVS03,MBP11], in landmark-based navigation [KR05,BMCH07,LK07], in
autonomous inspections where an underwater robotic vehicle is used to inspect a (stationary)
target in the presence of environmental disturbances [PMS+09], or in visibility-based pursuit-
evade problems, see [DFB10] and the references therein. Similar specifications in terms of state
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constraints apply in maintaining connectivity problems, involving n nonholonomic agents with
limited sensing and/or communication capabilities that have to accomplish a common task
while always staying connected [BCM09].

It is noteworthy that all the above mentioned control problems of various formulations and
objectives have in common that the control design pertains to nonlinear systems which are
subject to both nonholonomic and state constraints.

Contribution

In Chapter 5 we propose a control design methodology for a class of nonholonomic systems
which are subject to hard state constraints. The state constraints are realized as nonlinear
inequalities w.r.t. the state variables, which constitute a closed subset K of the state space Q.
The setK is thus the subset of state space in which the system trajectories should evolve ∀t ≥ 0.
System trajectories which either start out of K, or escape K for some t > 0 immediately violate
the state constraints and thus are not acceptable. Therefore, the control objective reduces into
finding a (possibly switching) state feedback control law, so that system trajectories starting
in K converge to a goal set G in K without ever leaving K.

The proposed approach combines concepts from viability theory3 and results from our work
on the state feedback control of n-dimensional nonholonomic systems with Pfaffian constraints
(Chapter 4). In the sequel, following [Aub91], state constraints are called viability constraints,
the set K is called the viability set of the system, and system trajectories that remain in K
∀t ≥ 0 are called viable.

In particular, we adopt the concept of tangency to a set K defined by inequality constraints
[Aub91], and provide the necessary conditions under which the admissible velocities of a kine-
matic nonholonomic system are viable in K, as well as the necessary conditions for selecting
viable controls. In addition, given the control solutions in Chapter 4, we propose a way of
redesigning them by means of switching control, so that the resulting trajectories are viable in
K and furthermore converge to a goal set G ⊂ K.

As a case study, we consider the motion planning for an underactuated marine vehicle which
is subject to configuration constraints because of limited sensing; the onboard sensor system
consists of a camera with limited angle-of-view and two laser pointers of limited range. The
task is defined as to control the vehicle so that it converges to a desired configuration w.r.t. a
target of interest, while the target is always visible in the camera f.o.v.; in that sense, this is
also a problem of maintaining visibility. The visibility maintenance requirement, along with
limited sensing, impose a set of configuration constraints that define a viability set K. The
robustness of the proposed control approach under a class of bounded perturbations is also
studied.

Compared to similar existing approaches, let us mention that the problem formulation is similar
to the characterization of viable capture basins of a target set C in a constrained set K [Aub01],
which is based on the Frankowska method that characterizes the backward invariance and
(local) forward viability of subsets by means of the value function of an optimal control problem.

3Viability theory describes the evolution of systems under the consideration that for different reasons, not
all system evolutions are acceptable or possible. The system must obey state (viability) constraints, and system
solutions should be viable in the sense that they must satisfy, at each time instant, these constraints [Aub91].
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However, we rather address the problem in terms of set invariance [Bla99,BM08], where the
objective is to render the viability set K a positively invariant (or controlled invariant) set,
and the goal set G the largest invariant set of the system by means of state feedback control.4

The notion of controlled invariance for linear systems has been utilized for the control design of
systems with first-order (kinematic) nonholonomic constraints, after linearizing the nonlinear
system equations around the equilibrium [MBP11]; compared to this work, here we present
a method which addresses a wider class of constrained underactuated systems, including the
class of nonholonomic systems with second-order (dynamic) nonholonomic constraints, without
the need for linearizing the system equations, but rather working in the initial coordinates.

Finally, the motion control of underactuated marine (underwater, surface) vehicles and ships
has been treated in the past using various control design techniques, see for instance [Leo95,
PE99,PF00,AP02a,DJPN04]; however, to the best of our knowledge, none of the relevant work
considers any additional state (configuration) constraints on the system. �

1.2.3 Control of Leader-Follower formation in environment with obstacles

The control design proposed in Chapters 4, 5 can be applied to other applications as well. To
illustrate this, in Chapter 6 we consider the case of two mobile robots with unicycle kinematics
that have to operate in a leader-follower fashion in a known environment with obstacles, while
communication between them is not available. We assume that one of the robots (the leader
L) is given a high-level motion plan for moving from an initial to a goal state in the free
space, while the task for the second robot (the follower F) is to move while keeping a fixed
distance and orientation w.r.t. L, using the information from an onboard camera only, while
also avoiding collisions. Since explicit communication is absent, the robots can stay connected
if and only if L is always visible in the f.o.v. of F. The latter specification imposes a set
of visibility constraints, which should never be violated so that F always maintains visibility
with L. Furthermore, avoiding collisions with obstacles, as well as between robots should be
guaranteed.

Contribution

In Chapter 6 we propose a cooperative control scheme for the motion of the formation in a
known obstacle environment, so that both collision avoidance and maintaining visibility are
ensured. Following the approach described in Chapters 4, 5, visibility constraints are realized
as nonlinear inequalities in terms of the system states, that determine a closed subset K of the
state space, called the visibility set K. Maintaining visibility is thus translated into controlling
the robots so that system trajectories starting inK always remain inK. Thus, inspired by ideas
from viability theory and using the notion of dipolar vector fields, we provide the conditions
for visibility maintenance, as well as a control scheme that forces F to converge and remain
into a set of desired configurations w.r.t. L while maintaining visibility. Furthermore, based on
a tractor-trailer consideration, we propose a cooperative control scheme for the L−F motion
in a known obstacle environment, so that both collision avoidance and maintaining visibility

4The viability property has been introduced as “controlled invariance" for linear and smooth nonlinear
systems [Aub91].
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are ensured. The proposed control schemes are decentralized, in the sense that there is no
direct communication between the robots, nor global state feedback is available to them. The
follower is localized w.r.t. L, however is aware neither of the leader’s navigation plan, nor of
its velocities at each time instant. The leader is not aware of the follower’s state, but rather
moves in a way that indirectly ensures collision avoidance for both of them. The efficacy of
our algorithms is evaluated through simulations. �

Finally, in Chapter 7 we present a viability formulation which is based on optimal control, for
the control of an underactuated underwater vehicle under the influence of a known, constant
current and state constraints. The overall control problem is described by three problems in
terms of viability theory. We present a solution to the first problem which addresses the safety
of the system, i.e. guarantees that there exists a control law such that the vehicle always
remains into the safe set of state constraints. In particular, we have adopted the theoretical
results of [Lyg04], which connect viability with optimal control. Then, considering a safe set
of state constraints, resulting from the task specifications and the limited sensing capability of
the vehicle, we investigate whether there exists a control law that keeps the vehicle in this safe
set, despite the influence of the current. The resulting "bang-bang" control law guarantees
that the vehicle will remain in the safe set. In order to overcome the computational limitations
due to the high dimension of the system we develop a two-stage approach, based on forward
reachability and game theory. The control law is thus the safety controller when the system
viability is at stake, i.e. close to the boundary of the safe set. The viability kernel and the
control law are numerically computed.
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Chapter 2

Control Design using Dipole-like Vector Fields: Motivation and
Preliminary Results

Abstract

This chapter introduces a preliminary form of dipolar vector fields, which we call the dipole-
like vector fields, originally appeared in [PTK10]. We present the analytical construction of
the dipole-like vector fields, which is inspired by the form of the flow lines of the electric
point dipole. This preliminary form served as the basis for later introducing the family of
dipolar vector fields, presented in detail in Chapter 4. Moreover, a preliminary connection
between a dipole-like vector field and a single Pfaffian constraint is presented, which motivates
the introduction of a framework of formal guidelines, that guide the design of discontinuous
state feedback control laws for nonholonomic systems; this framework is described in detail
in Chapter 4. In this chapter, these preliminary guidelines are applied to the state feedback
control design for the unicycle and for the ndi. The efficacy of the derived control laws is
demonstrated through simulation results.

The chapter is organized as follows: Section 2.1 provides a brief introduction on Pfaffian
constraints. Section 2.2 describes the electric point dipole and the proposed dipole-like vector
field. In Section 2.3 the connection between a single nonholonomic Pfaffian constraint and
the dipole-like vector field is presented, and state feedback controllers for the unicycle and of
the nonholonomic double integrator are proposed. Preliminary conclusions and thoughts on
possible extensions are summarized in Section 2.4.

2.1 Pfaffian Constraints

Let us consider the class of nonlinear systems described by

q̇ = f(q,u), (2.1)

where q ∈ C is the configuration vector, C ⊆ R
n is the configuration space, u ∈ U is the vector

of m < n control inputs, U ⊂ R
m is the control space, f : Rn × R

m → R
n is a vector-valued

map describing the system dynamics. The configuration vector q =
[
q1 · · · qn

]⊤
is the

vector of generalized coordinates [Blo03].

Let us assume that (2.1) is subject to κ < n constraint equations. Each constraint i is of the
form

∑n
j=1 aij(q1, . . . , qn, t)q̇j + bi(q1, . . . , qn, t) = 0. (2.2)

The differential or Pfaffian form of (2.2) is

∑n
j=1 aij(q1, . . . , qn, t)dqj + bi(q1, . . . , qn, t)dt = 0, (2.3)
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and represents a restriction on the amount by which the generalized coordinates may change
in a time interval dt.

If a constraint equation (2.2) is integrable, i.e. if it can be expressed in terms of the generalized
coordinates only, i.e. as

hi(q1, . . . , qn, t) = 0,

it is called a holonomic constraint. Otherwise, the constraint is nonholonomic. Holonomic
constraints may explicitly depend on t (rheonomic), or may be time-independent (scleronomic).
A constraint equation (2.2) can be also classified according to the coefficient bi(q, t). If bi(q, t) =
0 then the constraint is catastatic, whereas bi(q, t) 6= 0 implies that the constraint is acatastatic
[Gin95].

In general, a constraint equation represents a restriction on the values that the configuration
vector q ∈ R

n may have. A holonomic constraint implies that the configuration vector q
must lie on the (n− 1) dimensional surface defined by the constraint equation. The constraint
also requires that any new point that results from a displacement in the configuration space
should also be on the constraint surface. The corresponding Pfaffian form (2.3) of the con-
straint equation implies that the infinitesimal displacement of the system must be along the
plane in the configuration space that is tangent to the constraint surface. Any other type of
displacement would move the point in the configuration space off the constraint surface.

However, when the constraint is nonholonomic, it is not possible to identify a constraint
surface of the form hi(q1, . . . , qn, t) = 0. Nevertheless, the effect of the Pfaffian constraint
equation is to restrict the infinitesimal displacements of the system to lie on a common tangent
plane that is dictated by the current state of motion. Such a plane may be considered to be a
local manifestation of a constraint surface [Gin95].

Nonholonomic constraints in mechanical systems typically arise due to the condition of rolling
without sliding, which results in first-order (also called kinematic or velocity) constraints, i.e.
constraints on the generalized velocities q̇, or due to underactuation, which results in second-
order (also called dynamic or acceleration) constraints, i.e. constraints on the generalized
accelerations q̈, see for instance the case of underactuated robotic manipulators [ON91] and
underactuated underwater vehicles [WSE95b].

In this chapter, we consider a class of nonlinear systems described by (2.1), which are subject to
κ = 1 kinematic nonholonomic, time-independent constraint of the form (2.2). We describe the
inspiration for and the construction of the family of 2-dimensional and 3-dimensional dipole-
like vector fields and their connection to systems with catastatic Pfaffian constraints, where
b(q) = 0.

2.2 The Dipole-like Vector Field

The analytical construction of the proposed 2-dimensional and 3-dimensional dipole-like vector
fields is inspired by the vector field of the point electric dipole in a Euclidean workspace W.
The characteristic property of the vector field of the point electric dipole, which serves as the
motivation for the construction of the dipole-like vector fields and the proposed control strategy,
is that all flow lines converge to a specific position in W, tangent to a specific direction.

10



2.2.1 The Electric Dipole

The physical electric dipole (Fig. 2.1) is a pair of point charges of equal magnitude but
opposite sign, Q1 = +Q, Q2 = −Q, separated by a distance 2a, where a > 0. Let us consider

an electric dipole in a workspace W ⊆ R
2, with the charges located at rQ1 =

[
a 0

]⊤
and

rQ2 =
[
−a 0

]⊤
respectively, where rQi

∈ R
2 is the position vector of the charge i with respect

to the origin. The dipole moment p of the physical dipole is defined as p = Q1rQ1 +Q2rQ2 =

Figure 2.1: Field lines and Equipotential lines of the Electric Dipole

Q(rQ1 − rQ2) = Qd, where d is the vector from the negative to the positive charge.

The point dipole is an idealization of the physical dipole, obtained as the distance between
the charges tends to zero, d→ 0, while the dipole moment p is kept constant.

Using polar coordinates, the (electrostatic) potential Vdip(r) at a point A in the workspace W,
due to a point electric dipole at the origin, is given as [Gri99]

Vdip(r) =
1

4πε0

p · r̂
r2

=
1

4πε0

p cos θ

r2
, (2.4)

where (r, θ) are the polar coordinates of the position vector r of the point A, r̂ is the unit
vector along the direction of r, and ε0 is a constant.

The electric vector field Edip(r) of the point dipole is defined as the negative gradient of the
electric potential Vdip(r), Edip = −∇Vdip. The intensity of this electric field at the point A is
written in polar coordinates as [Gri99]

Edip(r, θ) = Err̂ + Eθθ̂ =

(
2p cos θ

4πε0r3

)

r̂ +

(
p sin θ

4πε0r3

)

θ̂, (2.5)

where r̂, θ̂ are the unit vectors along the directions of the polar coordinates (r, θ), respectively.
The flow (or field) lines are curves that are tangent to the vector field Edip at each point of

11



Figure 2.2: Flow lines of the Electric Point Dipole.

the workspace; in other words, the tangent unit vector dl =
[
dr rdθ

]T
of a flow line at each

point of the workspace satisfies: dl×E = 0, where the symbol × stands for the cross product.
From the definition of a flow line one has

dr

rdθ
=
Er
Eθ
⇒ dr

rdθ
=

2cos θ

sin θ
⇒ 1

r
dr =

2cos θ

sin θ
dθ ⇒ ln r = 2 ln(sin θ) + constant⇒

ln r = ln(sin2 θ) + lnR⇒
ln r = ln(R sin2 θ)⇒ r = R sin2 θ,

where R > 0 is a constant associated with the particular flow line [dW01]. Thus, as the distance
to the origin tends to zero, r → 0, then sin θ → 0 ⇒ θ → 0 if x ≥ 0, or θ → π if x < 0, i.e.
the flow lines of the point dipole converge to the origin with direction parallel to x-axis, see
Fig. 2.2. Similarly one can show that the flow lines of a point dipole having a moment p of
polar coordinates (p, θ1) always converge to the origin with direction parallel to p, since they
are described by r = R sin2(θ − θ1).
In general, the field of the electric point dipole, defined by a dipole moment p ∈ R

3 in a
workspace W ⊂ R

3 is [Gri99]

Edip(r) =
1

4πε0r3
(
3(p · r̂)r̂ − p

)
− 1

3ε0
pδ3(r), (2.6)

where δ3(·) is a 3-dimensional Dirac function. Using spherical coordinates, one can show that if
the field is axial-symmetric, then the flow lines converge to the origin, parallel with the dipole
moment p.

Motivated by and following (2.6), we propose the class of dipole-like vector fields

F(q) =

F1(q)
︷ ︸︸ ︷

λ(p · q)q − p+

F2(q)
︷ ︸︸ ︷

p exp−‖q‖2 , (2.7)

where q ∈ R
n is a vector of generalized coordinates, p ∈ R

n is the dipole moment vector, ‖q‖
is the Euclidean norm of q and λ ≥ 2 is a constant.
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To illustrate the properties of the dipole-like vector fields (2.7), let us take q =
[
x y

]⊤ ∈ R
2,

where x, y are the position coordinates w.r.t. a cartesian frame G in a workspace W ⊂ R
2,

λ = 3 and p =
[
1 0

]⊤
. The analytical expression of (2.7) then reads F(x, y) = Fx x̂ + Fy ŷ,

where

Fx = 3x2 − 1 + e−(x2+y2), (2.8a)

Fy = 3xy. (2.8b)

The vector field (2.8) is illustrated in Fig. 2.3(b). Note that the dipole-like vector field (2.8)
vanishes only at the origin, i.e. F(q) = 0 if and only if q = 0. One can verify this by setting
Fx = Fy = 0, which holds if and only if x = y = 0. The origin is thus the unique critical (or
singular) point of the vector field.

Note also that it is the vector field F2(q) that actually establishes the desired convergence
properties near the origin (0, 0); to verify this, consider the Fig. 2.3(a), which depicts the
2-dimensional vector field F1(x, y). The flow lines of F1(x, y) are similar with those of the
physical electric dipole (Fig. 2.1). Thus, the influence of F2(x, y), when added to F1(x, y),
is what produces the flow lines of the desired convergence properties near the origin (0, 0), as
shown in Fig. 2.3(b). A more detailed analysis regarding on the type of the critical point and
the local behavior of the flow lines in a neighborhood around it is given in Chapter 4.
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Figure 2.3: The vector field F1(x, y) and the dipole-like vector field F(x, y)

The behavior of the flow lines of the dipole-like vector field (2.8) around the origin (0, 0) is
the motivation for the control strategy adopted for the unicycle, see Section 4.7. To get an
early grasp of the control design idea, assume that a dipole moment vector p =

[
px py

]
∈ R

2

is assigned at a goal position rG =
[
xG yG

]⊤
such that its direction φp = atan2(py, px)

coincides with a desired orientation θG. Then, the resulting flow lines converge to the goal
position rG with direction φp ± ξπ, ξ = 0, 1. Then, one could claim that the control objective
for the unicycle reduces into designing a state feedback control law such that the system reaches

the desired configuration qG =
[
xG yG θG

]⊤
by following the flow lines as reference

paths.
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Figure 2.4: The configuration of a unicycle-like mobile robot w.r.t. a global frame G.

2.3 Dipole-like Fields and Nonholonomic Systems

Given the n-dimensional dipole-like field (2.7), we would like to investigate whether there
exists a possible relevance between the convergence properties of its flow lines, and the (single)
Pfaffian constraint of a kinematic nonholonomic system. To do so, we first study the unicycle,
which is frequently used to model the kinematics of underactuated systems such as wheeled
mobile robots.

2.3.1 The Unicycle

Consider the motion of a robot in a workspace W ⊂ R
2, which is described by the unicycle

kinematics




ẋ
ẏ

θ̇



 =





cos θ
sin θ
0



u1 +





0
0
1



u2, (2.9)

where q =
[
x y θ

]⊤ ∈ C ⊂ R
3 is the configuration vector, C is a smooth manifold denoting

the configuration space of the robot, x, y are the position coordinates and θ is the orientation
of the robot with respect to a global cartesian coordinate frame G. The control inputs of
the system are the linear velocity u1 and the angular velocity u2 of the robot, expressed in

the body-fixed frame B. Denote u =
[
u1 u2

]⊤ ∈ U ⊂ R
2 the vector of control inputs, and

g1(q) =
[
cos θ sin θ 0

]⊤
, g2 =

[
0 0 1

]⊤
the control vector fields.

The system (2.9) is subject to κ = 1 nonholonomic catastatic constraint

[
sin θ − cos θ 0

]

︸ ︷︷ ︸

a⊤(q)





ẋ
ẏ

θ̇



 = 0⇒ a⊤(q)q̇ = 0, (2.10)

which essentially expresses that the linear velocity of the robot along the body-fixed yB axis,
i.e. perpendicular to the wheels, is always equal to zero. This results from the assumption
that the wheels are only rolling without slipping.
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The Pfaffian form of the constraint equation implies that the vector of infinitesimal displace-
ments dq should lie tangent to the local manifestation of the constraint surface, whose normal
is the constraint vector a⊤(q). Recall from Linear Algebra that the kernel (or null space) of
a k × n matrix A is the set of all x ∈ R

n such that Ax = 0. If the matrix A has linearly
independent rows and k ≤ n, then the dimension of the null space of A is dim(kerA) = n− k.
Thus, the constraint equation implies that the subspace of the infinitesimal displacements dq
at a fixed q is given as the kernel of a⊤(q).

Let us now assume that the goal configuration qG is the origin, qG = 0. The constraint
equation at qG reads

[
0 −1 0

]

︸ ︷︷ ︸

a⊤(qG)





ẋ
ẏ

θ̇



 = 0⇒ 〈a⊤(qG), q̇〉 = 0, (2.11)

where 〈·, ·〉 stands for the inner product. Then, the constraint equation (2.11) implies that
the vector of generalized velocities q̇ at the goal configuration qG is restricted to lie in the
n − κ = 2 dimensional subspace (hyperplane) V of the tangent space TqG(C) of C at qG. In

other words, the hyperplane V is the set of all q̇ =
[

ẋ 0 θ̇
]⊤

satisfying the constraint at
the goal configuration qG, see Fig. 2.5. Thus, only the n − κ components of q̇ can be chosen

Figure 2.5: The hyperplane V serves locally as the n− κ dimensional constraint surface at the
goal configuration qG, whose normal is the constraint vector a⊤(qG). The allowed generalized
velocities q̇ at qG lie tangent to V.

independently, whereas the remaining κ need to be set to satisfy the Pfaffian constraints
[LaV06].

Having a geometric interpretation of the Pfaffian constraint, one is interested in designing a
dipole-like field F(q), given by (2.7), such that its flow lines

• converge to the goal configuration qG,

• are consistent with the constrained dynamics.
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We call a flow line consistent if its tangent vector satisfies the Pfaffian constraint. For the
unicycle, one has that the flow lines of a dipole-like vector field, taken out of (2.7) as F(x, y, θ) =
Fxx̂+ Fyŷ + Fθθ̂, should satisfy

[
sin θ − cos θ 0

]

︸ ︷︷ ︸

a⊤(q)





Fx
Fy
Fθ



 = 0⇒ Fx sin θ − Fy cos θ = 0. (2.12)

Note that the Fθ component of the vector field does not affect whether the constraint is satisfied.
Therefore, in this case one can define an N = 2 dimensional dipole-like field, in terms of Fx,
Fy only, with Fθ = 0. (This decision is system-dependent.)

The vector field F(·) is generated by a dipole moment vector p ∈ R
N. The vector p is required

to lie on the (local manifestation of the) constraint surface at qG, in order to be consistent
with the Pfaffian constraint, which reads:

〈a⊤(qG),p〉 = 0⇒
[
− sin(0) cos(0) 0

]





px
py
pθ



 = 0, (2.13)

where we can directly set pθ = 0, for the same reason that Fθ can be set to zero. The condition
(4.9) is satisfied for any px ∈ R and for py = 0, but since p needs to be nonzero, we have to

set p ,
[
px 0

]⊤
with px 6= 0. Typically, one can set px = 1.

Thus, one can take a dipole-like vector field out of (2.6), for p =
[
1 0

]⊤
and by ignoring the

1
4πε0r3

factor, to get the following simple analytical expression in polar coordinates:

Fx = 2cos2 φ− sin2 φ, Fy = 3 sinφ cosφ, Fθ = 0, (2.14)

with (r, φ) being the polar representation of (x, y).1 The flow line equation is dr
dφ

= 2r cos φ
sinφ ,

and assuming that the unicycle vector field is initially aligned to the flow line tangent vector,
implying 3xy cos θ + (y2 − 2x2) sin θ = 0, we can verify that the flow line is consistent, by
computing the derivative of the above condition and verifying that the choice of inputs

u1 = −y[(y2 − 2x2) cos θ − 3xy sin θ − 4x sin θ cos θ],

u2 = 2x2 sin2 θ + y2 cos2 θ + 1 6= 0,

keeps the system on the flow line.

Having the dipole-like vector field (2.14) at hand, one would like to design a control law so that
the unicycle aligns with the dipole-like vector field, and follows the flow lines until converging
to (0, 0). To do so, let us first express the misalignment of the unicycle vector field q̇ ∈ Tq(C)
with the vector field F(q) via the projection of the vector field F(q) on the constraint vector
a(q), and define the system output:

h(q) , 〈a⊤,F〉 = 0.5[3 sin(2φ− θ)− sin θ].

1The representation in polar coordinates in this example was chosen just to simplify the expression of the
vector field F(·), and to offer a more intuitive treatment of the control problem. The same steps can be done
using cartesian coordinates as well, as shown in Chapter 4.
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Then, the control design reduces into seeking a control law that stabilizes h(q) to zero, which
implies that the system vector field q̇ is aligned with F(q), see Fig. 2.6. To do so, one can
require that the closed loop dynamics of h(q) are exponentially stable: ḣ = −kh. After some
algebra, one can verify that the choice of u2

u2 =
2kh(q)

3 cos(2φ− θ) + cos θ
− 6u1(x sin θ − y cos θ) cos(2φ− θ)

r2(3 cos(2φ − θ) + cos θ)
, (2.15)

with k > 0, yields ḣ = −kh. Note that in (2.15), the term 3 cos(2φ − θ) + cos θ appearing in

Figure 2.6: At each q ∈ C, the control design idea for the unicycle is to force the system vector
field q̇ ∈ TqC to align with the vector field F(q). When the system is aligned with F, the
output h(q) , 〈a⊤,F〉 is equal to zero.

the denominator may become zero. To avoid this singularity one may resort to switching and
set:

u2 =

{
2kh(q)−6u1r

−2(x sin θ−y cos θ) cos(2φ−θ)

r2(3 cos(2φ−θ)+cos θ)
, |3 cos(2φ−θ)+cos θ|>ǫ

k(θd−θ), |3 cos(2φ−θ)+cos θ|≤ǫ,
(2.16)

where θd denotes the direction of F, and ǫ is a small constant. Setting arbitrarily a constantly
positive forward speed for the unicycle, u1 = tanh r,2 one obtains a closed loop system that
converges to qG = 0 following the flow lines of F (see Fig. 2.7).

2.3.2 Brockett’s Nonholonomic Double Integrator

Given the class of n-dimensional dipole-like vector fields (2.7), the procedure of defining an
N = 2 dimensional dipole-like vector field for the unicycle, and the proposed control strategy
for the unicycle, we would like to investigate whether this control design idea can be applied
to other kinematic nonholonomic systems as well. Let us consider the nonholonomic double
integrator





ẋ1
ẋ2
ẋ3



 =





1
0
−x2



u1 +





0
1
x1



u2, (2.17)

2Although it is possible to set u1 as proportional to r2, to cancel the effect of r2 in the denominator of
(2.15), the choice made here yields faster convergence.
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Figure 2.7: Closed loop behavior of a unicycle, initialized at (x, y, θ) = (0.1, 0.5,−π
2 ), with a

control law forcing it to follow the flow lines of a dipole-like vector field.

where q =
[
x1 x2 x3

]⊤
is the state vector, g1(q) =

[
1 0 −x2

]⊤
and g2(q) =

[
0 1 x1

]⊤

are the control vector fields. The system is subject to κ = 1 nonholonomic constraint given as

[
x2 −x1 1

]

︸ ︷︷ ︸

a⊤(q)





ẋ1
ẋ2
ẋ3



 = 0⇒ 〈a⊤(q), q̇〉 = 0. (2.18)

The constraint vector at the origin qG = 0 reads a⊤(qG) =
[
0 0 1

]
. Thus, the generalized

velocities q̇ are restricted to lie in the n − κ = 2 dimensional hyperplane V of the tangent

space TqG(C) at qG, which is the set of all q̇ =
[
ẋ1 ẋ2 0

]⊤
that satisfies (2.18), see Fig. 2.8.

As done in the unicycle case, a dipole-like vector field F(q) = Fx1x̂1 + Fx2x̂2 + Fx3x̂3 should
satisfy the constraint equation

[
x2 −x1 1

]

︸ ︷︷ ︸

a⊤(q)





Fx1
Fx2
Fx3



 = 0⇒ Fx1x2 − Fx2x1 + Fx3 = 0. (2.19)

In this case, all the vector field components Fxj , j = 1, 2, 3, appear in (2.19). Thus, contrary
to the unicycle case, here we can not drop any of the vector field components, and need to
define an N = 3 dimensional dipole-like field in terms of Fx1 , Fx2 , Fx3 , dependent on the full
state vector q.

The vector field will be generated by a dipole moment vector p satisfying the nonholonomic
constraint at the goal configuration qG, which reads: 〈a⊤(qG),p〉 = 0. This condition holds

for p =
[
p1 p2 0

]⊤
, where p1, p2 ∈ R. Let us take p =

[
1 0 0

]⊤
and λ = 1, then one has
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Figure 2.8: The hyperplane V serves locally as the n− κ dimensional constraint surface at the
goal configuration qG, whose normal is the constraint vector a⊤(qG). The allowed generalized
velocities q̇ at qG lie tangent to V.

out of (2.7) that: Fx1 = x21 − 1 + exp−(x21+x
2
2+x

2
3), Fx2 = x1x2, Fx3 = x1x3. The condition

(2.19) can serve as an output to be regulated to zero, h(q)→ 0, so that the system vector field
is aligned with the dipole field. By substituting the field components Fx1 , Fx2 , Fx3 in (2.19)
one has

h(q) = x1x3 − x2[1− exp−(x21+x
2
2+x

2
3)].

This condition suggests that the system can be controlled with a strategy that brings first
x3 → 0 and then x2, x1 → 0, i.e. in a way such that x3 converges faster than x1, x2 to zero.
This is consistent with other relevant control designs for Brockett’s integrator [BD96,Ast97].

However, in this particular case the expression of ḣ(q) is quite complex and makes it difficult
to derive a control law so that ḣ(q) = −k h(q). For this reason, we consider a simplified vector
field of the form F(q) = λ(p · q)q, where λ = 1, Fx1 = x21, Fx2 = x1x2, Fx3 = x1x3, in order to
enable an easier controller design, since now the output to be regulated reads: h(q) = x1x3.

Following the strategy presented in the previous section, one would like to derive a control law
so that ḣ = −kh, k > 0, which reads

ẋ1x3 + x1ẋ3 = −kx1x3 ⇒ x3u1 + x1(−x2u1 + x1u2) = −kx1x3 ⇒
(x3 − x2x1)u1 + x21u2 = −kx1x3. (2.20)

Note that the condition (2.20) includes both control inputs u1, u2. Therefore, one can set the
control input u1 = −k1x1, k1 > 0, in order to directly regulate x1 → 0. The control input u2
is then given out of (2.20) as

u2 = −k
x3
x1
− x3 − x2x1

x21
u1 = −k

x3
x1

+ k1
x3 − x2x1

x1
= −(k − k1)

x3
x1
− k1x2,

where k > k1, x1 6= 0.

Consequently, the condition (2.20) suggests that one can choose u2 = −k x3x1 −
x3−x2x1

x21
u1, where

x1 6= 0, k > 0, and u1 = −k1x1, k1 > 0. Finally, since x1 = 0 results in F = 0, a switching
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strategy can be formulated as:

u1 =

{
−k1x1, if x1 6= 0
−k3x3, if x1 = 0

(2.21a)

u2 =

{

−k x3
x1
− x3−x2x1

x21
u1, if x1 6= 0

−k2x2, if x1 = 0
(2.21b)

where k2, k3 > 0.

2.4 Conclusions

The goal of this chapter is to present preliminary ideas on a framework for motion planning and
control of systems with kinematic nonholonomic Pfaffian constraints, in which guidelines for
the control design can be established in a uniform way across different dynamics. The control
law examples presented, therefore, are preliminary and may not claim performance but rather
demonstrate that the same design rules can be used for different systems. The basic idea is
that one can define a dipole-like vector field, which is used as a reference for the system, and
regulate to zero an output expressing the misalignment between the system vector field and
the dipole-like field. Preliminary work also suggests that this idea may be compatible with
artificial potential field methods used for robot navigation, in which case the development of a
new, unified framework for control under combined holonomic and nonholonomic constraints
may be feasible.

The systems studied in this chapter fall into the class of drift-less kinematic nonholonomic
systems with catastatic Pfaffian constraints. The proposed guidelines, however, can be as well
used for the control design of a class of kinematic nonholonomic systems with drift, which are
subject to acatastatic Pfaffian constraints. Such an example in presented in Chapter 3.
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Chapter 3

Practical Stabilization of a Unicycle with Drift via Switching
Control

Abstract

This chapter presents a state feedback solution for the problem of controlling a unicycle-like
robot that is subject to a non-vanishing drift vector field. The motivation for studying this
problem mainly comes from the dynamic positioning 1 problem for underactuated marine
vehicles (ships, surface vessels, underwater vehicles), under the influence of slowly-varying
environmental currents. Although the modeling in this chapter has been chosen to be simplified
and to rely on the system kinematics only, the applicability of the proposed feedback control
solution is not limited, in the sense that it can be used as a velocity reference to be tracked by
the system dynamics via standard techniques, like feedback linearization and backstepping.

In this chapter, we present a control solution for the dynamic positioning of a unicycle-like
marine vehicle under environmental disturbances by means of switching control. Switching and
hybrid control has seen an increasing amount of interest from many viewpoints, featuring thus
a solid framework in control theory [YMH98,Bra98, Lib03]. When it comes to nonholonomic
stabilization, hybrid controllers that combine a discrete event supervisor and a family of low-
level, time-invariant feedback controllers have been presented in [BRM92,OBNtdW95,KRM96],
whereas switching among time-varying feedback controllers has been presented in [SE95,KM95,
KM96]. In [Mor98, HM99], nonholonomic stabilization is addressed in terms of supervisory
control using logic-based switching, whereas [HLM99a,HLM02,HLM03] address the control of
uncertain nonholonomic systems in the aforementioned framework. A similar approach where
the switching strategy depends on the value of a Lyapunov function is given in [CAP08].

Typically, a switching control system consists of a family of candidate controllers and a switch-
ing signal (switching function) that specifies, at each time instant, the active controller that
is currently being followed. Thus, switching between the candidate controllers results in a
so-called switched system. From a control perspective, the term switched systems has been
established in the past few years to differentiate this class of continuous-time systems with
(isolated) discrete switching events from the wider class of hybrid systems, which are charac-
terized by an interaction between continuous and discrete dynamics [Lib03].

The proposed feedback solution involves a hysteresis-based switching control strategy, which
renders the system globally practically stable to a set G around a desired position. The control
scheme consists of three control laws; the first one is active out of the set G and drives the
system trajectories into G, based on a dipole-like vector field. The other two control laws are

1The term dynamic positioning refers to a computer controlled system in order to automatically maintain
a vessel’s position and heading by using its own propellers and thrusters. The dynamic positioning control
problem thus reduces into finding a feedback control law that asymptotically stabilizes both position and
orientation of the vessel to desired constant values.
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active in the set G and alternately regulate the position and the orientation of the vehicle, so
that the switched system is practically stable around the desired position. The overall system
is shown to be robust, in the sense that the vehicle enters and remains into G even if the
external current disturbance is unknown and only its maximum bound is given. The efficacy
of the proposed solution is demonstrated through simulation results.

The chapter is organized as follows: Section 3.1 gives the problem formulation and Section
3.2 presents the switching control strategy. The analytic construction of the control laws,
the stability analysis of the switched system and the robustness consideration are given in
Section 3.3. Section 3.4 includes the simulation results. The conclusions and thoughts on
future research are summarized in Section 3.5.

3.1 Problem Formulation

Modeling

Let us consider a marine vehicle which has two back thrusters for the motion on the horizontal
plane, but no thruster along the lateral degree-of-freedom (d.o.f.). In general, the modeling
and control of this class of marine vehicles does not rely on kinematic considerations only, since
the effect of the unactuated lateral d.o.f. is often not negligible, as it is in principle assumed
for wheeled mobile robots. Nevertheless, in order to get some first intuition and to simplify
the control design, we preliminarily model the vehicle as a unicycle.

Let us also assume that the vehicle moves under the influence of an non-rotational current v,
with components vx, vy w.r.t. a global cartesian coordinate frame G. Note that this is standard
modeling for current-induced effects [Fos02]. The equations of motion on the horizontal plane
are given as:

q̇ = v +G(q)u⇒





ẋ
ẏ

θ̇



 =





vx
vy
0



+





cos θ 0
sin θ 0
0 1





[
u1
u2

]

, (3.1)

where q =
[
x y θ

]⊤ ∈ R
n is the system configuration vector, x, y are the position coordinates

of the vehicle and θ is the orientation of the vehicle w.r.t. G, u =
[
u1 u2

]⊤
is the vector of

control inputs, u1, u2 are the linear and the angular velocity of the vehicle in the body-fixed

frame B respectively, and v =
[
vx vy 0

]⊤
is the drift (or perturbation) vector field, see Fig.

3.1.

The system (3.1) can be seen as a perturbation (or perturbed system [Kha02]) of the unicycle
(2.9), with v being the perturbation term, and the unicycle being the nominal system. Note
that the perturbation term is non-vanishing at the origin qG = 0, since v(t, qG) 6= 0 ∀t ∈
[0,∞).
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Figure 3.1: The considered scenario: The unicycle-like marine vehicle should be driven and
remain into a neighborhood of the origin qG = [0 0 0]⊤, despite the effect of the current
disturbance v

The perturbed system is nonholonomic

The κ = 1 Pfaffian constraint of the system reads:

[
− sin θ cos θ 0

]

︸ ︷︷ ︸

a⊤(q)





ẋ
ẏ

θ̇



 = −vx sin θ + vy cos θ ⇒ a⊤(q)q̇ = b(q), (3.2)

The constraint (3.2) is acatastatic, since b(q) 6= 0. One can verify that the constraint is
non-integrable by using the Frobenius theorem [BL05].

Theorem 1 (Frobenius) A non-singular smooth distribution2 is integrable if and only if it is
involutive3.

Corollary 1 The perturbed system (3.1) is nonholonomic.

Proof Consider the distribution of the k = 3 smooth system vector fields v,g1(q),g2, that
is ∆(q) = span {v,g1(q),g2}. The dimension of ∆(q) is the rank of H(q) =

[
v g1(q) g2

]
.

The rank of the matrix H(q) is rank (H(q)) = 3,∀q ∈ C. Since dim(∆) = k,∀q ∈ C, the
distribution ∆ is non-singular. To determine whether ∆ is involutive, one has to calculate the

Lie brackets for v,g1,g2: [g1,g2] =
[
sin θ − cos θ 0

]⊤
, [v,g1] = [v,g2] =

[
0 0 0

]⊤
. Since

[g1,g2] /∈ ∆, the distribution ∆ is not involutive and thus (3.1) is nonholonomic. �

The drift vector field violates the catastatic constraint of the unicycle

Furthermore, the term b(q) 6= 0 can be seen as a violation of the catastatic constraint (2.10)
of the unicycle. To illustrate this, let us consider the constraint equation evaluated at the goal

2Consider a distribution ∆ of k smooth vector fields wi(q), 1 ≤ i ≤ k, over a smooth manifold C ⊂ R
n,

∆(q) = span{w1(q), . . . ,wk(q)}. The distribution is said to be non-singular (or regular) if dim (∆(q)) =
dim(∆) = k, ∀q ∈ C.

3A non-singular distribution ∆ of k smooth vector fields w, ∆ = span {w1, . . . ,wk}, is said to be involutive
if for all wi, wj ∈ ∆, 1 ≤ i, j ≤ k, it follows that [wi,wj ] ∈ ∆, where [wi,wj ] is the Lie bracket of wi,wj .
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Figure 3.2: The hyperplane that lies tangent to the subspace V serves locally as the n − κ =
2 dimensional constraint surface at the goal configuration qG, whose normal is the constraint
vector a⊤(qG). The allowed generalized velocities q̇ form the affine subspace V1 of TqG(C) and
do not lie tangent to the constraint surface.

configuration qG = 0, that reads

[
− sin(0) cos(0) 0

]

︸ ︷︷ ︸

a⊤(0)





ẋ
ẏ

θ̇



 = vy ⇒ a⊤(0)q̇ = vy,

which is satisfied for all q̇ =
[

ẋ vy θ̇
]⊤

. The generalized velocities q̇ at the origin form an
affine subspace V1 of the tangent space TqG(C) at the goal configuration qG, see Fig. 3.2. Note
that the subspace V1 is obtained by translating the null space V of the constraint vector a⊤(qG),

given as V =
{
q̇ ∈ TqG(C)

∣
∣ 〈a⊤(qG), q̇〉 = 0

}
, by the fixed vector x1 =

[
0 vy 0

]⊤ ∈ V1.
Note also that V is the subspace of the generalized velocities q̇ that satisfy the corresponding
catastatic constraint (i.e. for b(0) = 0) at qG. Equivalently, V1 is the set of all x1 + v, where
v ∈ V, and has the same dimension with V, dimV1 = dimV, where dimV = n− κ = 2.

Recall that, in general, a nonholonomic constraint implies that it is not possible to identify
a constraint surface. However, for a system subject to a catastatic nonholonomic constraint
(b(q) = 0), the kinematically admissible virtual displacement δq should satisfy a⊤(q) · δq = 0
[Blo03]. This is a statement that at each q, the virtual displacement vector must lie in a
plane whose normal is the constraint vector a⊤(q). This plane can be interpreted as the
local manifestation of a constraint surface at fixed q [Gin07]. Note also that the subspace V =
{
q̇ ∈ TqG(C)

∣
∣ 〈a⊤(qG), q̇〉 = 0

}
of the allowed generalized velocities is by definition tangent to

the hyperplane that is normal to a⊤(qG); thus, this hyperplane serves as the local constraint
surface at qG. Then, the condition 〈a⊤(qG), q̇〉 = b(qG) 6= 0 implies that the vector of
generalized velocities q̇ at the goal configuration qG is not tangent to the (local manifestation
of the) constraint surface, see Fig. 3.2. This remark actually verifies the characterization of
the term b(qG) as a violation of the catastatic constraint.
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Equilibrium Point, Stability and Ultimate Boundedness

The constraint equation (3.2) implies that a configuration qe =
[
xe ye θe

]⊤
is an equilibrium

point of (3.1), i.e. that q̇e = 0 if and only if

b(qe) = 0⇒ −vx sin θe + vy cos θe = 0.

This condition is consistent with what one would expected from physical intuition, i.e. that

the orientation θe at the equilibrium is dictated by the external disturbance v =
[
vx vy

]⊤
.

Furthermore, the origin qG =
[
0 0 0

]⊤
is an equilibrium point of (3.1) if and only if vy = 0.

In other words, if vy 6= 0 the origin qG is no longer an equilibrium point of (3.1), and therefore
the trajectories of the closed-loop system can only be uniformly ultimately bounded in a
neighborhood of the origin [Kha02].

Nevertheless, allowing the desired orientation to be ruled by external disturbances is in general
not acceptable for various applications, e.g. for inspection tasks (Fig. 3.1), in the following
sense: assume that the marine vehicle is equipped with an onboard camera and is used to
inspect a stationary target. For the inspection task to be effective, the vehicle is required to

converge to the origin qG =
[
0 0 0

]⊤
w.r.t. the global frame G. However, the perturba-

tion induced by the current is non-vanishing at qG, and thus the origin is not an equilibrium
point. Consequently, it is meaningless to search for control laws that yield the system asymp-
totically stable at qG. Instead, one can aim at rendering the system uniformly ultimately
bounded within a set that contains the origin, addressing thus the practical stabilization prob-
lem. Therefore, the control problem can be formulated as follows:

Problem Statement: Given the nonholonomic system (3.1), which is subject to a non-
vanishing perturbation v, design a switching signal σ(·) : R

n → I = {1, 2, . . . , χ} and χ
feedback control laws u = ψσ(t, q), so that the closed-loop system is ε-practically asymptoti-
cally stable around the origin, in the sense that for given ε > 0 and any initial q0 the solution
q(t) = q(t, q0,u) exists ∀t ≥ 0, and furthermore q(t) ∈ B(0, ε), ∀t ≥ T , where T = T (q0) > 0.

3.2 Switching Control Strategy

Dipole-like Vector Fields for the Nominal and the Perturbed System

The control design employs the concept of dipole-like vector fields (2.7). Recall from Chapter
2 that one can define a 2-dimensional dipole-like vector field Fn for the unicycle, and control
the system so that it follows the flow lines as reference paths, which converge to (x, y) = (0, 0)
with orientation φn → 0. The vector field Fn = Fnx x̂+ Fny ŷ is shown in Fig. 3.3(a) and its
analytical expression is given by:

Fnx = λp1x
2 − p1 + p1e

−(x2+y2), Fny = λp1xy. (3.3)

Following the ideas presented in Chapter 2, one can construct a dipole-like vector field Fp for
the perturbed system (3.1), so that the flow lines converge to the equilibrium point qe. The
vector field Fp is generated by a dipole moment vector pp ∈ R

2 that satisfies the constraint
equation (3.2) at the desired configuration qG = 0, which reads:

[
0 1

]
pp = vy. This condition
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(a) The nominal field Fn (b) The perturbed field Fp

Figure 3.3: The fields Fn(x, y) and Fp(x, y) for λ = 3, pn =
[
p1 0

]⊤
, pp =

[
p1 vy

]⊤
,

p1 = vx = 1 m/sec, vy = 1 m/sec. The flow lines converge to (x, y) = (0, 0) with the direction
φn and φp of the vectors pn and pp, respectively. In the case of the perturbed system, the flow
lines can not converge to (0, 0) with φp = 0, since vy 6= 0.

holds for pp =
[
p1 vy

]⊤
, where p1 ∈ R. Furthermore, note that for p1 = vx, the direction of

the dipole moment is θp = arctan(
vy
vx
) = θe.

Consequently, taking pp =
[
vx vy

]⊤
results in a vector field Fp whose flow lines converge to

the equilibrium of the perturbed system (3.1). The vector field Fp is shown in Fig. 3.3(b) and
the analytic form of Fpx, Fpy are given by (2.7) as:

Fpx = λ(vxx+ vyy)x− vx + vxe
−(x2+y2), (3.4a)

Fpy = λ(vxx+ vyy)y − vy + vye
−(x2+y2). (3.4b)

Following the Vector Field Fp

Given the vector field Fp (3.4), one can design a state feedback control law u = ψ1(q) that
forces (3.1) to follow the flow lines. Let us denote the closed-loop system (3.1) under the control
law ψ1(q) as the subsystem q̇ = f1(q,ψ1). Note that by forcing the system to follow the flow

lines of Fp the position r =
[
x y

]⊤
converges to the origin (0, 0), however the orientation θ

converges to the orientation φp of the vector field Fp.

Let us denote q =
[
r⊤ θ

]⊤
. Inspired by [AHP07b], we say that the subsystem f1(q,ψ1)

is stable w.r.t. r and unstable w.r.t. θ, in the sense that θ does not converge to the desired
value θd = 0. In fact, since qG = 0 is not an equilibrium point of (3.1), it follows that forcing
θ → 0 via a (different) control law u = ψ2(q) will result in a subsystem q̇ = f2(q,ψ2) of
stable θ, but unstable r. In other words, one needs to make a trade-off between regulating
the position r to a desired value rd and regulating the orientation θ to a desired value θd. In
this sense, one may resort to a switching control strategy between the subsystems f1(q,ψ1),
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Figure 3.4: Operating regions and system description w.r.t. frame G

f2(q,ψ2), to alternately force either the position r, or the orientation θ to the corresponding
desired values, to eventually get an ε-practically stable system. For a thorough introduction
to switching control, the reader is referred to [Lib03].

Switching Control Strategy

In order to design a (state-dependent) switching control strategy, and under the assumption

that the disturbance v =
[
vx vy

]⊤
is known4, we partition the configuration space C ⊆

R
2×[0, 2π) into the operating regions K and G, such that K =

{[
r⊤ θ

]⊤ ∈ C
∣
∣ ‖r‖ > r0

}

and G = C \K, see Fig. 3.4.5

The region K is divided into A =
{
q ∈ K

∣
∣ 〈r,v〉 ≥ 0

}
and B =

{
q ∈ K

∣
∣ 〈r,v〉 < 0

}
, with

K = (A ∪B).

The regionG is divided into G1 andG2, where G1 = {q ∈ G | 〈r,v〉 ≥ 0}, G2 = {q ∈ G | 〈r,v〉 < 0}
and G = (G1∪G2). The division of G is inspired by the following consideration: When q ∈ G1,
the disturbance v forces the position trajectories r(t) of the (uncontrolled) system (3.1) away
from the desired value (0, 0), whereas when q ∈ G2, the disturbance forces the position trajec-
tories r(t) towards the desired value (0, 0).

The main idea for the control design is that if q ∈ K, then a control law based on the dipole-
like field (3.4) drives the system trajectories into the set G that contains the origin qG. Then,
while q ∈ G, the system switches to a control law that regulates the orientation θ → 0.

However, since the regulation of θ may yield instability w.r.t. the position r, it is preferable to
control θ when v forces r towards the origin, i.e. when q ∈ G2. Thus, if the system trajectory
q(t) enters G1 after leaving K, an additional control law is needed to drive q(t) into G2. This
consideration results into switching among χ = 3 candidate controllers ψσ(q), σ ∈ {1, 2, 3}.
Briefly,

4This assumption is later dropped, and only the maximum bound of v is considered to be known.
5The radius r0 > 0 needs to satisfy the conditions (3.6) and (3.7), which guarantee that the system

trajectories r(t) starting in K enter the ball B(0, r0) around the origin, i.e. enter in the set G; the detailed
analysis is given in Section 3.3.1.
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1. the control law ψ1(q) forces the system into G, yielding stable position r and unstable
orientation that converges to the orientation of the vector field Fp, i.e. θ → φ,

2. the control law ψ2(q) forces the system into G2, in the case that r has reached G1,
yielding unstable both r and θ → θp, where θp = arctan(

vy
vx
),

3. the control law ψ3(q) regulates θ → 0, in the case that r has reached G2, yielding
unstable r and stable θ.

More specifically, we propose the following hysteresis-based switching logic.

• If q(0) ∈ K, then σ(q(0)) = 1, else σ(q(0)) = 3.
For all t > 0,

• If q(t) ∈ K and σ(q(t−)) = 1, then σ(q(t)) = 1.

• If q(t) ∈ G1 and σ(q(t−)) = 1, then σ(q(t)) = 2.

• If q(t) ∈ G2 and σ(q(t−)) = 1, then σ(q(t)) = 3.

• If q(t) ∈ G and σ(q(t−)) = 2, then σ(q(t)) = 2.

• If q(t) ∈ B and σ(q(t−)) = 2, then σ(q(t)) = 3.

• If q(t) ∈ B and σ(q(t−)) = 3, then σ(q(t)) = 3.

• If q(t) ∈ G and σ(q(t−)) = 3, then σ(q(t)) = 3.

• If q(t) ∈ A and σ(q(t−)) = 3, then σ(q(t)) = 1.

This switching logic results in a hybrid closed-loop control system, with σ being the discrete
state, since the value of σ is not determined by the current value of q(t) alone, but is also
depended on its previous value, σ = φ(q, σ−) [Lib03]. The hysteresis-based logic prevents the
appearance of chattering when the state crosses the switching surfaces.

3.3 Control Design

After having defined the switching strategy, we now need to design the candidate state feedback
controllers ψσ(·), σ ∈ {1, 2, 3}.

3.3.1 Design of the control law u = ψ1(q)

The control law ψ1(q) forces the system to align with the vector field (3.4) while converging

to the desired position (0, 0). Define the dipole moment vector pp = p =
[
p1 p2

]⊤
. Note

that we would like the direction of the flow lines at (0, 0) to be θp ∈ [−π/2, π/2], so that the
vehicle faces to a target of interest as shown in Fig. 3.1. Thus, we need a vector p such that

p⊤x̂G > 0 ⇒ p1 > 0. Therefore, we take p =
[
vx sgn(vx) vy sgn(vx)

]⊤
, which implies that if

vx ≥ 0, then p = v, whereas if vx < 0, then p = −v.
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Theorem 1 The position r =
[
x y

]⊤
of the perturbed system (3.1) enters a ball B(0, r0) of

the origin for any r(0) /∈ B(0, r0), under the control input ψ1 =
[
u1 u2

]⊤
,

u1 = −k1 sgn
(

r⊤
[
cos θ
sin θ

])

‖r‖ − sgn(r⊤v) sgn(p⊤r)‖v‖, (3.5a)

u2 = −k2(θ − ϕ) + ϕ̇, (3.5b)

where k1, k2 > 0, ϕ = atan2(Fpy,Fpx) is the orientation of the vector field (3.4) at (x, y), sgn(·)
is defined as

sgn(a) =

{
1, if a ≥ 0,
−1, if a < 0,

and r0 is chosen to satisfy the conditions (3.6) and (3.7).

Proof Define the orientation error η = θ − ϕ, where ϕ is the orientation of the field (3.4) at
(x, y), and consider the error dynamics η̇ = θ̇ − ϕ̇⇒ η̇ = u2 − ϕ̇. Substituting the control law
(3.5b) yields η̇ = −k2(θ−ϕ)+ ϕ̇− ϕ̇⇒ η̇ = −k2η, which implies that θ converges exponentially
to ϕ.

To study the convergence of the trajectories r(t) into a ball B(0, r0), consider the Lyapunov
function V = 1

2(x
2 + y2), which is positive definite, radially unbounded and of class C1 and

take the derivative of V along the trajectories of (3.1),

V̇ = ∇V
[
ẋ
ẏ

]
= [ x y ]

[
u1 cos θ+vx
u1 sin θ+vy

]

= r⊤
[
cos θ
sin θ

]
u1 + r

⊤ [ vxvy ] .

Substituting the control law (3.5a) yields

V̇ =− k1
(

r⊤
[
cos θ
sin θ

])

sgn
(

r⊤
[
cos θ
sin θ

])

‖r‖ −
(

r⊤
[
cos θ
sin θ

])

sgn(r⊤v) sgn(p⊤r)‖v‖+ r⊤v ⇒

V̇ =− k1
∣
∣
∣r⊤

[
cos θ
sin θ

]
∣
∣
∣ ‖r‖+ sgn(r⊤v)

∣
∣
∣r⊤v

∣
∣
∣−

(

r⊤
[
cos θ
sin θ

])

sgn(r⊤v) sgn(p⊤r)‖v‖.

Check the sign of V̇ by considering the following cases.
C1. sgn(p⊤r) = −1 and sgn(r⊤v) = 1, see Fig. 3.5. Then,

V̇ = −k1
∣
∣
∣r⊤

[
cos θ
sin θ

]
∣
∣
∣ ‖r‖+

∣
∣
∣r⊤v

∣
∣
∣+

(

r⊤
[
cos θ
sin θ

])

‖v‖.

Moreover, since under (3.5b) one has η̇ = −k2η, one can argue that by choosing k2 > 0 large
enough, the orientation error η → 0 ⇒ θ → ϕ fast enough, compared to the rest (slow)
dynamics. In this case, r⊤

[ cosϕ
sinϕ

]
≤ 0. Thus,

V̇ = −k1
∣
∣
∣r⊤

[ cosϕ
sinϕ

]
∣
∣
∣ ‖r‖+

∣
∣
∣r⊤v

∣
∣
∣−

∣
∣
∣r⊤

[ cosϕ
sinϕ

]
∣
∣
∣ ‖v‖ = −

∣
∣
∣r⊤

[ cosϕ
sinϕ

]
∣
∣
∣ (k1‖r‖+ ‖v‖) +

∣
∣
∣r⊤v

∣
∣
∣ .

After some algebra one can verify that

∣
∣
∣r

⊤ [ cosϕ
sinϕ

]
∣
∣
∣ = ‖F‖−1

∣
∣
∣r

⊤
[
Fpx

Fpy

]∣
∣
∣ = ‖F‖−1 |r⊤v| γ1(‖r‖),
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Figure 3.5: System configuration w.r.t. the dipole-like field (3.4)

where γ1(‖r‖) = λ‖r‖2 − 1 + e−‖r‖2 is of class K∞ for λ ≥ 2, the norm ‖F‖ = ‖Fp‖ of the
field is zero only at (x, y) = (0, 0) and

‖F‖ =
√

λ(r⊤v)2
(

λ‖r‖2−2(1−e−‖r‖2)
)

+‖v‖2
(

1−e−‖r‖2
)2
.

Then,

V̇ =
∣
∣
∣r⊤v

∣
∣
∣

(
1− ‖F‖−1γ1(‖r‖) (k1‖r‖+ ‖v‖)

)
,

where the second factor is negative for

‖F‖−1γ1(‖r‖) (k1‖r‖+ ‖v‖) > 1. (3.6)

C2. sgn(p⊤r) = −1 and sgn(r⊤v) = −1. Then,

V̇ = −k1
∣
∣
∣r⊤

[
cos θ
sin θ

]
∣
∣
∣ ‖r‖ −

∣
∣
∣r⊤v

∣
∣
∣−

(

r⊤
[
cos θ
sin θ

])

‖v‖.

Considering θ = ϕ, in this case r⊤
[ cosϕ
sinϕ

]
≤ 0. Then,

V̇ =− k1
∣
∣
∣r⊤

[ cosϕ
sinϕ

]
∣
∣
∣ ‖r‖ −

∣
∣
∣r⊤v

∣
∣
∣+

∣
∣
∣r⊤

[ cosϕ
sinϕ

]
∣
∣
∣ ‖v‖ = −

∣
∣
∣r⊤

[ cosϕ
sinϕ

]
∣
∣
∣ (k1‖r‖ − ‖v‖)−

∣
∣
∣r⊤v

∣
∣
∣ .

Following the same analysis as above,

V̇ = −
∣
∣
∣r⊤v

∣
∣
∣

(
1 + ‖F‖−1γ1(‖r‖) (k1‖r‖ − ‖v‖)

)
,

where the second factor is positive for

‖F‖−1γ1(‖r‖) (k1‖r‖ − ‖v‖) > −1. (3.7)

C3. sgn(p⊤r) = 1 and sgn(r⊤v) = 1. Then,

V̇ = −k1
∣
∣
∣r⊤

[
cos θ
sin θ

]
∣
∣
∣ ‖r‖+

∣
∣
∣r⊤v

∣
∣
∣−

(

r⊤
[
cos θ
sin θ

])

‖v‖.

30



Considering θ = ϕ, in this case r⊤
[ cosϕ
sinϕ

]
≥ 0. Then,

V̇ =− k1
∣
∣
∣r

⊤ [ cosϕ
sinϕ

]
∣
∣
∣ ‖r‖+

∣
∣
∣r

⊤v
∣
∣
∣−

∣
∣
∣r

⊤ [ cosϕ
sinϕ

]
∣
∣
∣ ‖v‖ = −

∣
∣
∣r

⊤ [ cosϕ
sinϕ

]
∣
∣
∣ (k1‖r‖+ ‖v‖) +

∣
∣
∣r

⊤v
∣
∣
∣ ,

i.e. V̇ is the same as in C1, thus it is ≤ 0 if (3.6) holds.
C4. sgn(p⊤r) = 1 and sgn(r⊤v) = −1. Then,

V̇ = −k1
∣
∣
∣r⊤

[
cos θ
sin θ

]
∣
∣
∣ ‖r‖ −

∣
∣
∣r⊤v

∣
∣
∣+

(

r⊤
[
cos θ
sin θ

])

‖v‖.

Considering θ = ϕ, in this case r⊤
[ cosϕ
sinϕ

]
≥ 0. Then,

V̇ =− k1
∣
∣
∣r⊤

[ cosϕ
sinϕ

]
∣
∣
∣ ‖r‖ −

∣
∣
∣r⊤v

∣
∣
∣+

∣
∣
∣r⊤

[ cosϕ
sinϕ

]
∣
∣
∣ ‖v‖ = −

∣
∣
∣r⊤

[ cosϕ
sinϕ

]
∣
∣
∣ (k1‖r‖ − ‖v‖)−

∣
∣
∣r⊤v

∣
∣
∣ ,

i.e. V̇ is the same as in C2, thus it is ≤ 0 if (3.7) holds.

In summary, one has that V̇ ≤ 0 for any r that satisfies (3.6) and (3.7), and that V̇ = 0 if and
only if r⊤v = 0. Thus, for r⊤v 6= 0, any initial r(0) and any 0 < r0 < ‖r(0)‖ that satisfy (3.6)
and (3.7), V̇ is negative in the set {r

∣
∣ 1

2r0
2 ≤ V (‖r‖) ≤ 1

2‖r(0)‖2}, which verifies that r(t)
enters the set {r

∣
∣ V (r) ≤ 1

2r0
2}, or equivalently, r(t) enters the ball B(0, r0). Equivalently, if

r0 is chosen to satisfy both (3.6) and (3.7), the system trajectory enters a ball B(0, r0) starting
from any initial condition r(0) /∈ B(0, r0), under the control law (3.5a), as long as θ converges
exponentially to ϕ under the control law (3.5b). Note that the case r⊤v = 0 does not affect
the convergence of the system into B(0, r0). �

3.3.2 Design of the control laws u = ψ2(q),u = ψ3(q)

Denote ∂XY the boundary of a set X w.r.t. a neighbor set Y . Once q(t) has entered G = {q =
[
r⊤ θ

]⊤ ∈ B(0, r0)× [0, 2π)}, consider the following two cases:

1. Assume that q ∈ G1 = {G | 〈r,v〉 ≥ 0}, i.e. that q(t) has entered G1, where the external
disturbance v drives the system away from the origin.

Theorem 2 The system trajectory q(t) enters G2, where 〈r,v〉 < 0, under the control
law ψ2 = [u1 u2]

⊤,

u1 = −k3 sgn(vx)‖v‖, u2 = −k4(θ − θp), (3.8)

with k3 > 1, k4 > 0.

Proof Under the control law (3.8) the system trajectory hits the boundary ∂G1G2
and

then the boundary ∂G2B .

To verify the first argument, i.e. that the system trajectory hits the boundary ∂G1G2
,

consider

V21 = r
⊤v +

1

2
(θ − θp)2 = xvx + yvy +

1

2
(θ − θp)2,
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which is positive for r ∈ G1 and zero on ∂G1G2
with θ = θp, and take its time derivative

along the system trajectories:

V̇21 = [ vx vy ]
[
cos θ
sin θ

]
u1 + [ vx vy ] [ vxvy ] + (θ − θp)u2 =

= −v⊤
[
cos θ
sin θ

]
k3 sgn(vx)‖v‖ + ‖v‖2 − k4(θ − θp)2.

Take sgn(vx) = −1 and assume that the system has reached G1 with v⊤
[
cos θ
sin θ

]
< 0.

Then,

V̇21 = −k3
∣
∣
∣v⊤

[
cos θ
sin θ

]
∣
∣
∣ ‖v‖+ ‖v‖2 − k4(θ − θp)2 =

= ‖v‖
(

‖v‖ − k3
∣
∣
∣v⊤

[
cos θ
sin θ

]
∣
∣
∣

)

− k4(θ − θp)2,

where the first term is < 0 for ‖v‖ < k3
∣
∣v⊤

[
cos θ
sin θ

]∣
∣ ⇒ k3 > 1. Moreover, one has

V̇21 = 0⇔ {k3 = 1 and θ = θp}. Therefore, for k3 > 1 the system trajectory starting in
G1 enters the region G2. Similarly one can verify the case sgn(vx) = 1, for v⊤

[
cos θ
sin θ

]
> 0.

For the second argument, i.e. that the system trajectory hits the boundary ∂G2B , con-
sider:

V22 = r0
2 − ‖r‖2 = r0

2 − (x2 + y2),

which is positive for r ∈ G2 and zero on ∂G2B . The time derivative of V22 along the
system trajectories is

V̇22 = −2r⊤
[
cos θ
sin θ

]
u1 − 2r⊤v.

For sgn(vx) = −1: r⊤v < 0 and r⊤
[
cos θ
sin θ

]
> 0. Then,

V̇22 = −2k3r⊤
[
cos θ
sin θ

]
‖v‖ − 2r⊤v = −2k3

∣
∣
∣r⊤

[
cos θ
sin θ

]
∣
∣
∣ ‖v‖+ 2

∣
∣
∣r⊤v

∣
∣
∣ ≤

≤ −2k3
∣
∣
∣r

⊤ [
cos θ
sin θ

]
∣
∣
∣ ‖v‖+ 2‖r‖‖v‖ = 2‖v‖

(

‖r‖ − k3
∣
∣
∣r

⊤ [
cos θ
sin θ

]
∣
∣
∣

)

,

which is < 0 for ‖r‖ < k3
∣
∣r⊤

[
cos θ
sin θ

]∣
∣ ≤ ‖r‖ ⇒ k3 > 1. Thus, for k3 > 1, the system

trajectory hits the boundary ∂G2B and enters B.
For sgn(vx) = 1: r⊤v < 0 and r⊤

[
cos θ
sin θ

]
< 0. Following the same procedure, one has

that V̇22 < 0⇒ k3 > 1. �

2. Assume that q ∈ G2 = {G | 〈r,v〉 < 0}, i.e. that q(t) has entered G2, where the external
disturbance v drives the system towards the origin. Then r(t) enters G1 under the control
law

ψ3 = [0 u23]
⊤ , where u23 = −k5θ, k5 > 0. (3.9)

Proof To verify so, consider the function V31 = −r⊤v, which is positive for r ∈ G2 and
zero on ∂G2G1

. The time derivative along the system trajectories is

V̇31 = −vx(u1 cos θ + vx)− vy(u1 sin θ + vy) = −vx2 − vy2 < 0,

which verifies that the system trajectory enters G1. �
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3.3.3 Stability of the switched system q̇ = fσ(q,ψσ)

Stability analysis in the case of state-dependent switching is often facilitated by the fact that
properties of each subsystem fσ(q) are of concern only in the regions where this system is
active, and that the behavior of fσ(q) in other parts of the state space has no influence on the
switched system. [Lib03]

Following [Bra98], let us consider a strictly increasing sequence of times

⊤ = {t0, t1, . . . , tn, . . . , },

the interval completion I(⊤) = ⋃

n∈N[t2n, t2n+1] of ⊤, and the switching sequence

Σ = {q0; (ι0, t0), (ι1, t1), . . . , (ιn, tn), . . . | ιn ∈ I, n ∈ N},

where t0 is the initial time, q0 is the initial state and N is the set of nonnegative integers.

For t ∈ [tk, tk+1), one has σ(t) = ιk, that is the ιk-th subsystem is active. For any j ∈ I ,
denote

Σ | j = {tj1 , tj1+1, tj2 , tj2+1, . . . , tjν , tjν+1, . . .}

the sequence of switching times when the j-th subsystem is "switched on" or "switched off",
with

E | j = {tj1 , tj2 , . . . , tjν , . . .}

being the "switched on" times of the j-th subsystem.

Theorem 2 [ZH08, Thm 3.9] Assume that for each j ∈ I, there exists a positive definite
generalized Lyapunov-like function6 Vj(q) with respect to fj(q, 0) and the associated trajectory
q(t). Then the origin of the system q̇ = fσ(q,uσ), with uσ ≡ 0, is stable if and only if there
exist class GK7 functions αj satisfying

Vj
(
q(tjk+1

)
)
− Vj (q(tj1)) ≤ αj(‖q0‖), k ≥ 1, j = 1, 2, . . . , χ. (3.10)

This theorem states that stability is ensured as long as Vj
(
q(tjk+1

)
)
− Vj (q(tj1)), i.e. the

change of Vj between any "switched on" time tjk+1
and the first active time tj1 , is bounded by

a class GK function, regardless of the initial value Vj (q(tj1)) at the first active time.

Collorary 2 The position r of the switched system q̇ = fσ(q,ψσ), where σ ∈ I = {1, 2, 3},
under the proposed switching logic, is Lyapunov stable.

6A continuous function V : Rn → [0,∞) is called a generalized Lyapunov-like function for the vector field
f and the associated trajectory q(t) over a strictly increasing sequence of times ⊤, if there exists a continuous
function φ : [0,∞) → [0,∞) with φ(0) = 0, such that V (q(t)) ≤ φ(V (q(t2n))), for all t ∈ (t2n, t2n+1) and all
n ∈ N [ZH08]

7A function a : [0,∞) → [0,∞) is called a class GK function if it is increasing and right continuous at the
origin with a(0) = 0 [ZH08]
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Proof The correctness of the proposed lemma can be verified by a direct application of The-
orem 2. Note that the initial condition r(0) may either be in K or in G, and that all the
switchings occur when the state q crosses the switching surface S : ‖r‖ = r0.

For each subsystem σ ∈ {1, 2, 3}, consider the generalized Lyapunov-like function Vσ(r) = ‖r‖.
Note that Vσ serves as a generalized Lyapunov-like function even when σ = 2 or σ = 3
is the active subsystem, i.e. when r(t) ∈ G, since its value is bounded in the sense that
Vσ(r(t)) ≤ φ (Vσ(r(tk))) = φ(r0), where t ∈ [tk, tk+1) and φ(·) = ‖r‖.
At any "switched on" time instant tσn with n > 1, (that is, for any "switched on" time instant
after the first switch has occurred at tσ1), one has that Vσ(r(tσn)) ≤ rσ, where rσ = r0 + ǫσ
and ǫσ > 0 can be chosen arbitrarily small. Then, for any first active time tσ1, where clearly
Vσ(r(tσ1)) ≥ 0, one has Vσ(r(tσn))− Vσ(r(tσ1)) ≤ rσ, that is, any growth of each Vσ is always
bounded. �

In summary, the proposed switching control strategy guarantees that the trajectory r(t) of the
perturbed system (3.1) is ε-practically asymptotically stable around the origin, with ε = r1,
in the sense that r(t) converges into a ball B(0, r1) around the origin, where r1 = r0 + ǫ, and
ǫ > 0 is arbitrarily small, and remains into the ball for t > T , whereas the orientation θ is
regulated to zero, θ → 0, during the time intervals that the subsystem f3(q,ψ3) is active.

3.3.4 Robustness consideration

The control design and stability analysis has been based on the assumption that the current
disturbance v is known. However, this is quite unrealistic in general, since on-line measure-
ments of the current velocity can not be easily acquired. An estimation of the current velocity

v̂ =
[
v̂x v̂y

]⊤
is usually obtained using nonlinear observers, see for example in [AP07,RSP07],

and then employed into the control design. However, this approach complicates the design and
analysis of the overall closed-loop system, since both the estimation error ṽ = v̂ − v and the
state vector q are required to be stable at zero.

Therefore, guaranteeing the robustness of the switched system in the case that the current
disturbance is unknown is meaningful for the class of problems considered here. Robustness
reduces into guaranteeing that the system trajectories enter and remain into a ball B(0, ε) of
the origin.

Let us assume that only a maximum bound ‖v‖max on the disturbance is known, i.e. that the
magnitude of the current velocity ‖v‖ =

√

vx2 + vy2 ≤ ‖v‖max, while the current direction
θc = atan2(vy, vx) is unknown. In this case, the vector pp which generates the vector field
can not be a priori determined; let us therefore consider the nominal vector field Fn = F,

generated by a vector pn = p =
[
p 0

]⊤
, where p > 0. Then, applying the proposed switching

control strategy is not straightforward, since the terms sgn(r⊤v) and sgn(vx) are unknown.

Nevertheless, regarding the control law u = ψ1(q), one can verify that by following the same
analysis as in Section 3.3.1, still gets the four cases in terms of sgn(r⊤v) and sgn(p⊤r), which
end up in the conditions (3.6) and (3.7). These conditions can be combined to yield

∣
∣
∣
∣
‖v‖ − ‖F‖

γ1(‖r‖)

∣
∣
∣
∣
< k1‖r‖, (3.11)
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which effectively means that whatever the term sgn(r⊤v) might be, if the radius r0 is chosen
to satisfy (3.11), the system trajectories enter B(0, r0). In other words, the position r of
the system robustly converges into B(0, r0) under any current disturbance v such that ‖v‖ ≤
‖vmax‖, as long as r0 satisfies (3.11).

However, controlling the switched system while being in B(0, r0) depends on both the sgn(r⊤v)
and the sgn(vx), which is included in u = ψ2(q). Still, the same idea on the control design
while into B(0, r0) can be used, where now the linear velocity controller depends on the sign of
the coordinate xin where the vehicle enters B(0, r0): while in B(0, r0), the vehicle is controlled
with linear velocity u1 = − sgn(xin)k3‖v‖max > 0 and angular velocity u2 = −k4θ, k4 > 0,
until it reaches the boundary of B(0, r0). In both cases, a high gain k3 > 1 on the linear velocity
u1 is needed to counteract the destabilizing effect of the unknown lateral velocity induced by
the current. At any case, even if the vehicle exits B(0, r0), the control law u = ψ1 guarantees
that it will re-enter.

3.4 Simulation Results

The efficacy of the switching control strategy has been verified through computer simulations.
Consider the red triangle in Fig. 3.6(b), 3.7(b) as a unicycle-like underwater or surface vehicle
(e.g. an underactuated Remotely Operated Vehicle or a hovercraft), that is moving on the
horizontal plane under the influence of an environmental disturbance v. The goal configuration
qG is the origin and the black line centered at (0.5, 0) is a point of interest, e.g. a target that
the vehicle has to inspect through an onboard camera.

Two cases are considered; in the first one, the disturbance is known, equal to v =
[
−0.1 0.2

]⊤

m/sec; thus p =
[
0.1 −0.2

]⊤
. In the second one, the same disturbance v is used for the

simulation, which is assumed to be unknown; the only information which is available to the
switching controller is the bound ‖v‖max. The region G is defined as the ball B(0, r0), where
r0 = 0.1 m satisfies the conditions (3.6) and (3.7). In both cases, the trajectories x(t), y(t)
converge into B(0, r0) and remain bounded into the ball B(0, r1), where r1 = r0 + ǫ, with ǫ
being a small positive number, see Fig. 3.6(a), 3.6(c), 3.7(a), 3.7(c).

The main difference between the two cases is the evolution of the orientation θ(t); when the
current disturbance is known, and the system has entered the set G, θ is alternately regulated
between zero (when the control law ψ3 is active) and the direction θp of the vector p, which
coincides with the orientation θe at the equilibrium (when the control law ψ2 is active). Clearly,
the smaller the component |vy| is compared to |vx|, the less oscillation occurs for θ. On the
contrary, when the current disturbance is unknown, the orientation θ is still regulated to zero
when the system has reached G, but oscillates with higher frequency. This behavior is due
to the fact that the system switches more frequently between the control laws 1 and 3, since
the destabilizing effect of the current-induced motion along the unactuated d.o.f. drives the
vehicle faster out of the set G, compared to the first case. Still, the hysteresis-based switching
prevents the appearance of chattering when crossing the switching surface.

A drawback of state-dependent switching control is that it is sensitive to measurement noise.
Figure 3.8 depicts a scenario where the sensed state variables are subject to zero-mean, uniform
random noise. The system still converges into B(0, r0), however chattering occurs during
some time intervals around the switching surface. The measurement noise also affects the
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angular velocity u2, which depends on the vector field orientation ϕ(x, y); for these reasons,
the evolution of θ is quite oscillatory compared to the noise-free cases. Still, using some
additional control logic, for instance to sample and hold each value of the controls for a long
enough period of time, in order to move sufficiently away from the switching surface, may also
offer robustness w.r.t. measurement errors.

The difference in the trajectories r(t) near the set G is due to the second term of the control
law ψ1, that is − sgn(r⊤v) sgn(p⊤r)‖v‖. More specifically, in the first case the vehicle moves
with linear velocity u1 > 0 and has to counteract the current effect at the origin with u1 = ‖v‖,
whereas in the second case, the vehicle moves with u1 > 0 and has to counteract the current
effect at the origin with u1 = −‖v‖. Furthermore, the smaller the component |vy| is compared
to |vx|, the less oscillation occurs for θ. Then, it remains a trade-off for the control designer to
choose r0, in order to at least specify a smaller or larger region in which θ is close to zero.

3.5 Conclusions

This chapter presented a switching control approach for the practical stabilization of a unicycle-
like marine vehicle, under non-vanishing, current-induced perturbations. The control scheme
is a hysteresis-based switching among three control laws.

The first control law employs a dipole-like vector field and drives the system trajectories into
a set G around the origin. The other two control laws are active in G; switching between
them renders the position of the vehicle practically stable, while the orientation is regulated to
zero during some time intervals. The switched system is robust in the sense that the system
trajectories converge and remain into the set G, even if only a bound ‖vmax‖ on the current
velocity is given.

This work is extended to the state feedback control design for a class of nonholonomic systems
under the consideration of input constraints (i.e. thrust saturation) and state constraints
(induced by limited sensing, i.e. limited camera field-of-view), using concepts and tools from
viability theory, see Chapter 5.

36



0 1 2 3 4 5 6
−1

0

1

t

x

0 1 2 3 4 5 6
−1

0

1

t

y

0 1 2 3 4 5 6
−2

0

2

t

θ

(a) The system trajectories x(t), y(t), θ(t)

−1 −0.5 0 0.5 1
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

x axis [m]

y
 a

x
is

 [
m

]

υ

p

(b) The path x(t), y(t) followed by the closed loop system

0 1 2 3 4 5 6
0

0.2

0.4

0.6

0.8

1

1.2

1.4

t

P
o

s
it
io

n
 e

rr
o

r 
[m

]

(c) The position error e(t) =
√

x(t)2 + y(t)2

Figure 3.6: System response for known v =
[
−0.1 0.2

]⊤
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Chapter 4

Nonholonomic Control Design via Reference Vector Fields and

Output Regulation

Abstract

This chapter presents a control strategy comprising formal guidelines for the construction of
state feedback controllers for driftless, kinematic nonholonomic systems, as well as dynamic
nonholonomic systems with drift.

The main idea is that, given an n-dimensional kinematic nonholonomic system subject to κ
Pfaffian constraints, one can define an N-dimensional (N ≤ n) reference vector field F(·) on a
subset L of the configuration space C. The vector field F(·) is taken out of the family of vector
fields

F(x) = λ
(

p⊤x
)

x− p
(

x⊤x
)

,

where N ≤ n, x ∈ R
N is a sub-vector of the configuration vector q ∈ R

n, p ∈ R
N is the dipole

moment vector, and λ ≥ 2, see Section 4.2. The vector field F(·) is by construction nonsingular
everywhere on L except for the origin x = 0 of the local coordinate frame on L; the origin
x = 0 is thus the unique, isolated critical point of the vector field F(·), and is by construction
of dipole type. This further implies that all integral curves of the vector field F(·) begin and
end at the critical point; in this sense, any of the integral curves offers a path to x = 0.

The subspace L ⊆ C on which the vector field F(·) is defined is dictated by the structure of
the constraint matrix A(q). In particular, the zero columns of A(q) induce a trivial foliation
of the configuration space C into the leaf space L and the fiber space T , and characterize
the configuration variables q ∈ R

n into leafwise coordinates x ∈ R
n−n0 , and transverse

coordinates t ∈ R
n0 . The vector field F(·) is then defined on the leaf space L, in terms of the

leafwise coordinates x only.

Having the vector field F(·) at hand, the idea for the control design is that, at each q ∈ C, the
system vector field q̇ ∈ TqC is controlled to "align with" the vector field F(·), i.e. is forced into
the tangent space of the integral curve of F(·) at q ∈ C.
For a nonholonomic system subject to a single Pfaffian constraint, the "misalignment" between
the system vector field q̇ and the reference vector field F(·) is codified via the output h(q) =
〈a(q),F(·)〉, where 〈·, ·〉 is the inner product. Then, forcing the system vector field q̇ ∈ TqC to
align with F(·) is codified by requiring that h→ 0. This condition offers a way of choosing at
least one of the control inputs ui, as long as the system has relative degree 1 for the output h.

Similarly, for κ > 1 Pfaffian constraints, the misalignment of the system vector field with
the vector field F(·) is codified via the (vector) output h(q) = A(q)F(·), and the condition
h(q) → 0 is enforced, by requiring that all κ elements of the output vector h(q) vanish as
t→∞.
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In other words, the vector field F(·) provides a reference direction q̇ref for the system vector
field at each q ∈ C; this condition, along with the foliation of the configuration space into L
and T suggests a choice of Lyapunov-like functions, which are further used into the control
design to formally establish convergence of system trajectories q(t) to the origin q = 0.

In this sense, the proposed approach recasts the original nonholonomic control problem into
an output regulation problem, which although nontrivial, can more easily be tackled with
existing design and analysis tools. Furthermore, the new perspective brings forth an interde-
pendence between the convergence of the state variables and exposes a potential time-scale
decomposition.

The methodology is also extended to the control design for a class of underactuated mechanical
systems with drift, subject to dynamic Pfaffian nonholonomic constraints.

Organization and Notation

The chapter is organized as follows: Section 4.1 gives a brief introduction on vector fields and
isolated critical points. In Sections 4.2 and 4.3 we consider the control design for kinematic
nonholonomic systems with κ Pfaffian constraints, which fall into the class of n-dimensional,
drift-free systems

q̇ =

m∑

i=1

gi(q)ui, (4.1)

where q ∈ C is the configuration vector, or the vector of generalized coordinates, C is the
configuration space, and for i ∈ {1, . . . ,m} we have the control inputs ui, and the control
vector fields gi(q). The considered nonholonomic constraints are of the form

A(q)q̇ = 0, (4.2)

with A(q) ∈ R
κ×n, and q̇ ∈ TqC is the vector of generalized velocities.1

In particular, in Section 4.2 we present the construction of the N-dimensional vector field F(·)
and the control design for the cases of the unicycle and Brockett’s ndi, which are examples
of kinematic systems subject to a single Pfaffian constraint equation, whereas Section 4.3
illustrates how the proposed framework extends to n-dimensional chained systems, where κ ≥ 1
constraints apply. Numerical simulation examples are given alongside the technical discussion,
both for the single constraint examples as well as the multiple constraint cases.

Finally, in Section 4.4 it is shown how the proposed methodology for kinematic n-dimensional
nonholonomic systems can be extended to the control design of control affine underactuated
mechanical systems with drift:

ẋ = f(x) +
m∑

i=1

gi(x)ui, (4.3)

1In general, kinematic nonholonomic constraints can be written in Pfaffian form as A(q)q̇ = b(q), where
q ∈ R

n is the vector of generalized coordinates, A(q) ∈ R
κ×n and b(q) ∈ R

κ. If b(q) = 0 the constraints are
called catastatic, otherwise they are called acatastatic.
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where x =
[
q⊤ v⊤

]⊤ ∈ R
2n is the state vector including the generalized coordinates q ∈ R

n

and the system velocities v ∈ R
n, f(x) is the drift vector field and ui, gi(·) are the i-th control

input and control vector field, respectively. This class of systems is subject to second-order
nonholonomic constraints, which essentially refer to non-integrable acceleration constraints of
the form a(v)v̇ = b(v). As a case study we treat the control design for the motion of an
underactuated marine vehicle on the horizontal plane.

Our conclusions and our plans for future extensions are summarized in Section 4.5.

Overview of the Approach

The main idea of the approach is that, given an n-dimensional, kinematic nonholonomic system,
one can define a smooth N-dimensional reference vector field F : L → TL on a subset L of
the configuration space C, chosen from the family of vector fields (4.6), which are non-singular
everywhere on L except for the origin x = 0, which serves as the unique, isolated critical point
of dipole type (see also Section 4.1).

The vector field F(·) serves as a velocity reference for (5.1). This means that, at each q ∈ C,
the system vector field q̇ ∈ TqC is controlled to be made parallel to F(·), i.e. is forced into the
tangent space of the integral curve of F(·) at q.

This in turn implies that the constraint equations (4.2) (for the closed-loop system) take the
formA(q)F(q) = 0; we say in this case that F(q) satisfies, or is consistent with, the constraints
at q ∈ C.

Definition 1 A vector field2 F : C → TC will be said to be consistent with the nonholonomic
constraints (4.2) at a point q ∈ C, (or that it satisfies the consistency condition at q) if

A(q)F(q) = 0. (4.4)

In fact, the explicit form of the condition (4.4) dictates the subset L of the configuration space
C on which the vector field F(·) is defined, and affects the analytic form of F(·). To see how,

consider the vector field F =
∑n

j=1 Fj
∂
∂qj

, where
{

∂
∂q1
, . . . , ∂

∂qn

}

are the unit basis vectors of

the tangent space TqC, and the resulting linear (in terms of Fj) system:

a11 F1 +a12 F2+ . . .+ a1n Fn = 0,
a21 F1 +a22 F2+ . . .+ a2n Fn = 0,

...
aκ1 F1 +aκ2 F2 + . . .+ aκn Fn = 0;

then, if for example A(q) contains one zero column, i.e. if
[
a1j(q) . . . aκj(q)

]⊤
= 0 for some

j ∈ {1, . . . , n}, the corresponding component Fj of the vector field does not affect whether the
consistency condition (4.4) is satisfied or not, because the linear map always sends Fj to zero.

2Given an n-dimensional smooth manifold N , a smooth vector field F : N → TN is a function which,
at each x ∈ N , assigns a vector F(x) that is tangent to N , F(x) ∈ TxN , whose components in the frames
of any local coordinates (U,ϕ) are smooth functions on the domain U of the coordinates. A point x ∈ N at
which F(x) = 0 is called a singular point of the vector field, otherwise it is referred to as regular [Boo86]. The
consistency condition (4.4) is trivially satisfied at singular points.
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One could therefore define a vector field F in which Fj = 0. Since reference vector field F has
no component along qj, may just as well be independent of this variable.

In this sense, if A(q) has 0 ≤ n0 < n zero columns, the dimension of the vector field F can
be set equal to N = n − n0. We refer to the n − n0 coordinates qi, i ∈ {1, . . . , n}, whose
generalized velocities q̇i are associated with the non-zero columns of A(q) as leafwise states
x, and to the remaining n0 states whose generalized velocities are associated with the zero
columns of A(q) as transverse states t. The configuration space C is then trivially foliated
as C = L×T , where L is the submanifold of the leafwise states x, T is the submanifold of the
transverse states t, dimL = n− n0, dimT = n0.

The vector field F(·) is then defined on the N-dimensional leaf space L, in terms of the leafwise
variables x, and is non-vanishing everywhere on L except for the origin x = 0 of the local
coordinate system. The singularity x = 0 is the unique, isolated critical point of the vector
field F(·), and is by construction a rose, i.e. all integral curves begin and end at the critical
point; in that sense, any of the integral curves of F(·) offers a path to x = 0.

Thus, in the case that the constraint matrix A(q) has no zero columns, one takes N = n and
x , q, i.e. the leaf space L coincides with the whole configuration space C. Then, the vector
field F(·) is defined on the whole configuration space C and vanishes only at the origin q = 0,
see the case of ndi in Section 4.2.2.

On the other hand, if A(q) has n0 zero columns, one can pick N = n−n0, F(·) is defined on the
leaf space L ⊂ C in terms of the n− n0 leafwise variables x, and is singular on a submanifold
A = {q ∈ C | x = 0} that contains the origin q = 0. Note, however, that this simplification
comes at a cost: since dropping some of the configuration variables from the definition of F
permits the latter to vanish on a whole submanifold A which contains the origin q = 0, one
may be forced to use switching control for the cases where the system is initiated on this
submanifold, see the case of the unicycle in Section 4.2.1.

Input discontinuities are assumed to yield a closed loop vector field in (5.1) which is piecewise
continuous. Solutions are then understood in the Filippov sense, i.e. q̇ ∈ F(q), where F is a
set valued map given by

F(q) , co

{

lim
j→∞

m∑

i=1

gi(qj)ui : qj → q, qj /∈ Sq
}

,

and Sq is any set of measure zero.

In this sense, the main idea of the approach is that instead of trying to stabilize (5.1) to the
origin, one can use the available control authority to steer the system vector field onto the
tangent bundle of the integral curves of F(·), and "flow" along the reference vector field on its
way to the origin q = 0. In the sections that follow we show that these two objectives suggest
the choice of particular Lyapunov-like functions in terms of the leafwise states x ∈ R

N and
the transverse states t ∈ R

n−N, and enable one to establish convergence to the origin based on
standard techniques.

Thus, the control strategy we consider involves two steps:

1. find an N-dimensional vector field F(·) : L → TL, the integral curves of which contain
the origin x = 0 of the local coordinate system on L;
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2. design a feedback control scheme to first align the system’s vector field q̇ ∈ TqC with
F(·), and "flow" along F(·) ensuring that q̇ is non-vanishing everywhere but the origin
q = 0.

Guidelines for Control Design

For kinematic nonholonomic systems in particular, the above process can be described in more
detail as follows: Given (5.1) subject to (4.2),

• Consider the constraint matrix A(q) ∈ R
κ×n, which has 0 ≤ n0 < n zero columns, where

n is the number of generalized velocities q̇. Refer to the n − n0 states (coordinates) qi,
i ∈ {1, . . . , n}, whose generalized velocities q̇i are associated with the non-zero columns
of A(q) as leafwise states x, and to the remaining n0 states whose generalized velocities
are associated with the zero columns of A(q) as transverse states t.

• Foliate3 the configuration space C as F = L × T , where L is the submanifold of the
leafwise states x, T is the submanifold of the transverse states t, and dimL = n − n0,
dim T = n0.

• Pick a reference vector field F(·) from the family of vector fields given by (4.6), dependent
only on the leafwise states x, so that its tangent vectors are tangent to L ⊆ C.

• Verify that all integral curves of F(·) contain the origin x = 0 of the local coordinate
system of the leafwise submanifold L.

• Define a κ-dimensional system output as h(·) = A(q) F and force the right hand side of
(5.1) to align with F by selecting control inputs to make all elements of h(·) converge to
zero. To do this, you may want to define a number of "consistency error"’ variables sj ,
that measure how far away the components of h are from zero.

• Establish formally convergence of the trajectories of (5.1) to the origin by selecting
a Lyapunov-like function V of the form V = 1

2(
∑κ

j=1 sj
2 + . . . + ‖x‖2), or employ a

singular perturbation analysis considering the dynamics of t as part of the boundary
layer subsystem.

4.1 Vector Fields and Isolated Critical Points

As already mentioned in Chapter 2, our inspiration for addressing the steering problem of the
unicycle to the origin using a reference vector field comes from the form of the integral curves
of the electric point dipole.

3An m-dimensional foliation F of an n-dimensional manifold N is a collection of disjoint, connected,
immersed m-dimensional submanifolds of N (called the leaves of the foliation), whose union is N , with the
following property: Every point in N has a neighborhood U and a system of local coordinates x = (x1, . . . , xn) :
U → R

n such that each leaf of the foliation intersects U in either the empty set, or a countable union of m-
dimensional slices of the form xm+1 = constant, . . . , xn = constant [Lee02]. Intuitively, an m-dimensional
foliation F of N looks locally like a decomposition N = B × F , where B ⊆ R

m and F ⊆ R
n−m. The set B is

spanned by all "leafwise" directions while the set F is spanned by the "transverse" directions.
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In order to formally describe the behavior of the integral curves of a vector field, let us first
briefly mention some related notions. For more information please refer to [Boo86, Hen94,
Lee02].

4.1.1 Critical Points of Vector Fields

Definition 1 A vector field on an open subset U ⊂ R
n is a function which assigns to each

point p ∈ U a vector Xp ∈ Tp(Rn). A vector field on R
n is C∞ (smooth) if its components

relative to the canonical basis are C∞ functions on U .

Definition 2 Given a (smooth) vector field X on R
n, we say that a curve t → F (t) defined

on an open interval J of R is an integral curve of X if dF
dt

= XF (t) on J .4 By definition, an
integral curve is connected.

Remark 1 A point p of U at which Xp = 0 is called a singular, or critical point of the
vector field, and any other point is referred to as regular.

In the neighborhood of a regular point the integral curves are - within diffeomorphism - the
family of parallel lines x2 = c2, . . . , xn = cn in R

n, where (x1, x2, . . . , xn) is a (local) coordinate
frame in U [Boo86]. On the other hand, the pattern of integral curves at an isolated singularity
can take many forms, even in the two-dimensional case.

Singular points are typically distinguished to those that are reached by no integral curve (called
center type) and those that are reached by at least one integral curve (called non-center
type).

In the case of a center type singularity, one can find a neighborhood of the singular point
where all integral curves are closed, inside one another, and contain the singular point into
their interior. A focus is an example of a center-type singular point.

In the case of non-center type singularities, one actually has that at least two integral curves
converge to the singular point. To analyze the local structure of non-center type singularities,
one has to consider the behavior of all the integral curves that pass through the neighborhood
of the critical point [TSH00]. This neighborhood is typically made of several curvilinear sectors;
a curvilinear sector is defined as the region bounded by a circle C with arbitrary small radius,
and two integral curves, S and S′, which both converge (for either t → +∞, or t → −∞)
towards the critical point O (Fig. 4.1(a)). Then, one considers the integral curves passing
through the open sector g, in order to distinguish between the following three possible types
of curvilinear sectors.

1. S tends to O for t → +∞ and S′ tends to O for t → −∞, and every integral curve
through the open sector g leaves g for both t → +∞ and t → −∞. Then, the sector is
called a hyperbolic sector (Fig. 4.1(b)).

2. S and S′ both tend to O for t→ +∞ (resp. t→ −∞), and every integral curve through
the open sector g tends to O for t→∞ (resp. t→ −∞) without leaving g, and leaves g
for t→ −∞ (resp. t→∞): Then, the sector is called a parabolic sector (Fig. 4.2(a)).

4The same definition holds in general for a vector field X on a manifold M .
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(a) A curvilinear sector (b) A hyperbolic sector

Figure 4.1: A curvilinear sector (left) and a hyperbolic sector (right). Images are taken from
[TSH00].

3. S and S′ are two semi-integral curves on the same integral curve: All the paths through
a point inside this loop form nested loops tending to O for both t → ∞ and t → −∞:
Then, the sector is called an elliptic sector (Fig. 4.2(b)).

(a) A parabolic sector (b) An elliptic sector

Figure 4.2: A parabolic sector (left) and an elliptic sector (right). Images are taken from
[TSH00].

In other words, a critical point of non-center type may be made up of either:

• elliptic sectors, where all paths begin and end at the critical point,

• parabolic sectors, where just one end of the path is at the critical point, and

• hyperbolic sectors, where the paths do not reach the critical point at all.

A typical (non-center) critical point might have sectors of all three types (Fig. 4.3). The paths
that separate each sector from the next are called separatrixes. It may happen that a critical
point has only one type of sector.
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Figure 4.3: A typical isolated critical point. Image taken from [Hen94].

• A critical point with only parabolic sectors is called a node.

• A critical point with only elliptic sectors is called a rose; an example is the dipole.

• A critical point with only hyperbolic sectors is called a cross point; saddle points are
cross points with four sectors.

4.1.2 The critical point of the 2-dimensional dipolar vector field

As mentioned in Chapter 2, the point electric dipole in a 2-dimensional Euclidean space is
realized as a physical electric dipole of two opposite charges of equal magnitude, which lie at
an infinitesimal distance between them. The vector field of the physical electric dipole has two
critical points (nodes); one stable (the negative charge) and one unstable (the positive charge).
As the distance between the charges tends to zero, the nodes of the original vector field join to
form a single critical point, which is a dipole [Hen94]. Since the critical point of the resulting
vector field is of elliptic type, all integral curves begin at, and end at, the critical point. In
this sense, any of the integral curves offers a path to the critical point.

Inspired by the expression of the vector field of the point electric dipole in a 2-dimensional
Euclidean space, we introduce the dipolar vector field:

F(r) = λ(p⊤r)r − p(r⊤r), (4.5)

where r =
[
x y

]⊤
is the vector of position coordinates w.r.t. to a frame G in R

2, and p stands
for the dipole moment vector, which can be thought as the quantity that generates the field.

The vector field components Fx, Fy of F = Fx
∂
∂x

+ Fy
∂
∂y

for p =
[
1 0

]⊤
read:

Fx = (λ− 1)x2 − y2,
Fy = λxy.

For λ 6= 1 the vector field F(·) is non-vanishing everywhere but the origin r = 0, which is the
unique, isolated critical point of the vector field, while for λ > 1 the critical point r = 0 is a
dipole, see Fig. 4.4(a).
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Figure 4.4: Vector Field F(·) for (a) p = [1 0] (left) and (b) p = 1√
2
[1 1] (right).

Furthermore, the integral curves are symmetric with respect to the axis of the vector p, see

Fig. 4.4(b) the vector field F(·) given by (4.5), for λ = 2, p = 1√
2

[
1 1

]⊤
. In that sense, any

of the integral curves of F(·) offers a path to r = 0, while p dictates the orientation of the
integral curves w.r.t. the global frame G.
Thus, the idea for the control design of the unicycle is, at each q ∈ C, to force the system
vector field q̇ ∈ TqC to "align with" the dipolar vector field F(·), which by construction offers
a path to the critical point r = 0. Furthermore, note that by picking a (unit) dipole moment
vector p that satisfies the constraint equations at the origin, i.e. such that A(0)p = 0, one gets
a dipolar vector field F(·) whose integral curves can serve to indirectly control the orientation
of the unicycle as well, since they converge to x = 0 parallel to the xG axis.

Inspired by this, we propose the following general class of N-dimensional vector fields

F(x) = λ
(

p⊤x
)

x− p
(

x⊤x
)

, (4.6)

where N ≤ n, x ∈ R
N is the vector of the leafwise states, p ∈ R

N such that A(0)p = 0, and
λ ≥ 2. In the following sections, we show that (4.6) can be used to design controllers for a
wide class of nonholonomic systems.

4.2 Systems with a single Pfaffian constraint

In this section we present the construction of the reference vector field and the proposed control
strategy for two systems that are subject to a single Pfaffian constraint, namely the unicycle
and the ndi.

Although the unicycle and the ndi are globally diffeomorphic, we use both examples to demon-
strate how the approach applies in any given coordinates, without the need of finding trans-
formations into new, convenient coordinates, as often encountered in the literature. Moreover,
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the ndi case is indicative of how the approach applies to a system where the constraint matrix
A(q) in the given coordinates has no zero columns.

4.2.1 The unicycle: a first example

To illustrate the proposed control strategy, let us first consider the unicycle, given by




ẋ
ẏ

θ̇



 =





cos θ
sin θ
0



u1 +





0
0
1



u2, (4.7)

where q =
[
x y θ

]⊤ ∈ C is the configuration vector, C is a 3-dimensional smooth manifold
denoting the configuration space, x, y, θ are the generalized coordinates with x and y being
the position coordinates and θ the orientation with respect to some global cartesian coordinate
frame G, and u1, u2 are the control inputs. The κ = 1 nonholonomic constraint for (4.7) is
written in Pfaffian form as

[
− sin θ cos θ 0

]

︸ ︷︷ ︸

a⊤(q)





ẋ
ẏ

θ̇



 = 0 ⇔ 〈a⊤(q), q̇〉 = 0,

where 〈·, ·〉 stands for the inner product.5

For a vector field F = Fx
∂
∂x

+ Fy
∂
∂y

+ Fθ
∂
∂θ

to satisfy the consistency condition (4.4) at a
point q, it needs to be orthogonal to a(q):

[
− sin θ cos θ 0

]

︸ ︷︷ ︸

a⊤(q)





Fx
Fy
Fθ



 = 0⇒ Fy cos θ − Fx sin θ = 0. (4.8)

In this case, the constraint matrix (vector) a⊤(q) contains n0 = 1 zero column (element) and
thus the component Fθ does not affect whether the consistency condition (4.8) is satisfied.
Thus, one can define Fθ = 0, and search for an N = n−n0 = 2 dimensional vector field F(·), in
terms of Fx, Fy only. The position coordinates x, y are the leafwise states, and the orientation
θ is the transverse state.

From a geometric point of view, setting Fθ = 0 implies that, for each q ∈ C, the vector field

F(·) should lie in the subspaceW =
{

w ∈ TqC | w =
[
wx wy 0

]⊤}
of the tangent space TqC

of C. The vector field F(·) should be tangent to the submanifold6 S = R
2 at q, (Fig. 4.5).7

5The notation 〈w,v〉 := w(v), where w(·) ∈ W ⋆, v ∈ W and W ⋆ is the dual space of the vector space
W , stands for the duality pairing, that is a bilinear map 〈·, ·〉 : W ⋆ ×W → F, where F is a (real or complex)
field. Nevertheless, it often occurs in the literature that the "value" of the linear functional w(·) at v ∈ W is
represented by an inner product [Isi95]. Here we adopt this notation and treat w(·) as co-vectors rather than
linear maps.

6A subset M ⊂ N , where N is a smooth manifold of dimension n, is said to have the submanifold property
if there exists an integer 0 ≤ m ≤ n such that for each p ∈ M there is a coordinate neighborhood U and a
(local) coordinate function ϕ : U → R

n of N such that ϕ(p) = (0, 0, 0, . . . , 0), ϕ(U ∩M) = {x ∈ ϕ(U) | xm+1 =
xm+2 = . . . = xn = 0} if m < n, or (U ∩M) = U if m = n [Boo86]. A subset M ⊂ N with the submanifold
property for some m ≤ n is a (regular or embedded) submanifold of N of dimension m and of codimension
n−m [Lee02].

7 A vector field X on N is said to be tangent to S if Xp ∈ TpS ⊂ TpN , for each p ∈ S [Lee02].
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Figure 4.5: The vector field F(q) is by definition restricted to lie in the tangent space TqS ⊂
TqC, for each q ∈ S.

Figure 4.6: The foliation F of the 3-dimensional configuration space C of the unicycle into
C = R

2×S1.

The submanifold S is a 2-dimensional leaf of a codimension-1 foliation F = L × T of the
configuration space into C = R

2×S1 (Fig. 4.6). Consequently, as expected, the vector field
F(·) is tangent to the leafwise directions L = R

2 of F . Its analytic form is given out of (4.5),
where the vector p is selected based on the structure of a(q) at the origin: p is required to lie
on the (local manifestation of the) constraint surface at the origin, in order to be consistent
with the constraints:

〈a⊤(0),p〉 = 0⇒
[
− sin(0) cos(0) 0

]





px
py
pθ



 = 0, (4.9)

where pθ = 0, for the same reason that Fθ can be set to zero. Condition (4.9) is satisfied for

any px ∈ R and for py = 0, but since p needs to be nonzero we have to set p ,
[
px 0

]⊤
with

px 6= 0. For px = 1 and λ = 3, the vector field components Fx, Fy in (4.5) take the form

Fx = 2x2 − y2 = 3x2 − (x2 + y2), Fy = 3xy. (4.10)

The resulting field is shown in Fig. 4.7(a). Since Fθ = 0, the vector field (4.10) on C does not
vary along the transverse direction of the foliation F , see Fig. 4.7(b).

Given the decomposition F = L×T and the vector field F(·) : L → TL, the control objective is
thus to find a control law u = γ(q) such that, starting from any initial configuration qi ∈ C, the
system trajectories q(t) evolve along both the transverse direction and the leafwise direction,
until they converge to the origin q = 0. We refer to the evolution along the transverse direction
as motion from leaf to leaf, and the evolution on the leafwise direction as motion on the leaf.
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Figure 4.7: The vector field F(r) in the case of the unicycle.

At this point, note also that for each θ ∈ S
1, the condition (4.8) is a linear equation in Fx and

Fy. We can set Fx = ‖F‖ cos φ and Fy = ‖F‖ sinφ, where ‖F‖ is the Euclidean norm of the
vector field at q ∈ C, and φ is the direction of the vector F(q) with respect to a global frame
G. The consistency condition (4.8) then becomes

〈a⊤(q),F〉 = ‖F‖ sin(φ− θ) = 0. (4.11)

For a nonsingular vector field F, the consistency condition (4.11) holds as long as sin(φ− θ) =
0⇒ φ− θ = ξπ, with ξ ∈ Z, i.e. as long as the system vector field q̇ w.r.t. the global frame G
is collinear (or aligns) with the vector field F(·).
To enable the alignment of the system’s vector field with (4.10), we define the map h(·) : C → R

h(q) = 〈a⊤(q),F〉. (4.12)

When h(q) = 0, F(q) is in the null space of the constraint co-vector a⊤(q) at q, and can be
locally realized as a linear combination of the control vector fields gi(q). We treat h(q) 6= 0 as
an error variable, or output which should be regulated to zero. For a nonsingular vector field

F, h(q) = 0
(4.11)⇔ {θ − φ = 0 or θ− φ = ±π}. In this case, the orientation θ of the unicycle is

tangent to the integral line of the vector field (4.10).

Getting h(q)→ 0 in the case of the unicycle is realized by making θ → φ+ ξπ, ξ ∈ Z. Let us
define the consistency error s = θ − φ and force the dynamics ṡ = −ks, k > 0, by choosing u2

θ̇−φ̇ = −k(θ − φ)⇒ u2 = −k(θ − φ) + φ̇. (4.13)

With this choice of u2, the dynamics of the reference vector field F orientation angle, φ become

φ̇
(4.7)
=

(3y Fx−4xFy) cos θ + (3xFx+2y Fy) sin θ

Fx
2 + Fy

2 u1.
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The quantity φ̇ is not defined when ‖F‖ = 0, i.e., at the singular points of F on the submanifold

A =
{

q ∈ C | q =
[
0 0 θ

]⊤}
, θ ∈ S

1.

Thus, if q(0) ∈ A, a different control law should be applied; for instance, one can set u1 = 0,
u2 = −k θ. Note that this choice renders A positively invariant and forces the system to
approach the origin exponentially while staying in A. No control switching is needed.

The conditions (4.12), (4.13) determine the motion of the system in the transverse direction.
With the choice of (4.13), the unicycle aligns itself with F as it moves from leaf to leaf. Along
the leaves, on the other hand, the system should be driven to the origin of each local (x, y)
coordinate system. In order to analyze the dynamics on the leaves, we consider a smooth,
positive definite function V in terms of the leafwise states x, y and the consistency error s

V =
1

2
(x2 + y2 + s2) =

1

2

(
x2 + y2 + (θ − φ)2

)
,

and take its time derivative along the system trajectories,

V̇ = (x cos θ + y sin θ)u1 + (θ − φ)(u2 − φ̇) = (x cos θ + y sin θ)u1 − k(θ − φ)2.
Then, choosing the control input u1 as

u1 = −k1 sgn(x cos θ + y sin θ)‖r‖, k1 > 0, (4.14)

where sgn(a) = 1 for a ≥ 0, and sgn(a) = −1 for a < 0. This choice of input renders the right
hand side of (4.7) piecewise continuous, and solutions are considered in the Filippov sense:

q̇ ∈ co






lim





cos θi
sin θi
0



u1(qi) +





0
0
1



u2(qi) : qi → q, qi /∈ Sq







If we now define the set-valued (time) derivative of V as [BC99]

˙̄V ,
{
a ∈ R | ∃v ∈ F(q) : vT · ∇V = a

}
,

we can invoke the nonsmooth version of the invariance principle of [BC99, Thm 3] to conclude
that q(t)→ 0 as t→∞.

To this end, note first that away from the discontinuity one has V̇ = −k1(x cos θ+y sin θ) sgn(x cos θ+
y sin θ)‖r‖−k(θ−φ)2 ≤ 0. The set Ω = {q ∈ C | V̇ (q) = 0} is given as the union Ω1∪Ω2, where
Ω1 = {q ∈ C | {x cos θ + y sin θ = 0} ∧ {θ = φ}} and Ω2 = {q ∈ C | {x = y = 0} ∧ {θ = φ}}.
After some algebra, and since φ

∣
∣
x=0,y=0

= 0, one gets Ω1 = {q ∈ C | {x = 0} ∧ {θ = π}}, and

Ω2 = {q = 0}. One can easily verify that Ω1 is not an invariant set, since for qi =
[
0 y π

]⊤

the system has u1 6= 0 and thus escapes Ω1, whereas Ω2 is an invariant set.

On the other hand, at the discontinuity we can write u1 = −k1‖r‖ ζ, for some ζ ∈ [−1, 1].
Then, since x cos θ+ y sin θ = 0 there, we can verify that ˙̄V remains a singleton and is equal to
−k(θ−φ)2 for any ζ ∈ [−1, 1].8 Note now that when θ = φ, and therefore at the discontinuity, it
should be x cosφ+y sinφ = 0. It can be verified that F satisfies this only along the hyperplane
x = 0, and that the largest invariant set there is the origin. Recall now that V is positive

definite, which implies that its level sets are compact, and with ˙̄V ≤ 0 they are also positively
invariant. This completes the convergence proof. The closed-loop trajectories are depicted in
Fig. 4.8(a).

8This is because it is the same ζ that appears in all the terms when ˙̄V is expanded.
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Figure 4.8: Closed-loop system response for the unicycle and the ndi.

4.2.2 Brockett’s Nonholonomic Double Integrator

In this section we implement the strategy to the case of the ndi. Although the unicycle and the
ndi are globally diffeomorphic, we use this example to demonstrate how the approach applies
in any given coordinates, without the need of finding transformations into new, convenient
system, as often encountered in the literature. Moreover, this case is indicative of how the
methodology applies to a system where the constraint matrix A(q) in the given coordinates
has no zero columns. The dynamics of the integrator is





ẋ1
ẋ2
ẋ3



 =





1
0
−x2



u1 +





0
1
x1



u2 , (4.15)

where q =
[
x1 x2 x3

]⊤ ∈ R
3 is the state vector and u1, u2 are the controls. The nonholo-

nomic constraint (κ = 1) is

[
x2 −x1 1

]

︸ ︷︷ ︸

a⊤(q)





ẋ1
ẋ2
ẋ3



 = 0 ⇔ 〈a⊤(q), q̇〉 = 0 .

In this case, for a reference vector field F(·) to satisfy the consistency condition (4.4) the
following equation should hold

[
x2 −x1 1

]

︸ ︷︷ ︸

a⊤(q)





Fx1
Fx2
Fx3



 = 0⇒ Fx1 x2 − Fx2 x1 +Fx3 = 0.

The constraint vector a⊤(q) contains no zero elements and consequently, all the components
of an N = 3 dimensional vector field F(·) = Fx1

∂
∂x1

+ Fx2
∂
∂x2

+ Fx3
∂
∂x3

affect the consistency
condition and all the system states are leafwise.
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To select F from the family of vector fields defined by (4.6), one needs to first pick p so that

〈a⊤(0),p〉 = 0⇒
[
0 0 1

]





p1
p2
p3



 = 0⇒ p =
[
p1 p2 0

]⊤
,

where p1, p2 ∈ R. Take p =
[
1 0 0

]⊤
and let λ = 3. Then,

Fx1 = 2x1
2 − x22 − x32, Fx2 = 3x1x2, Fx3 = 3x1x3. (4.16)

The vector field F(q) on R
3 is shown in Fig. 4.9, and is axial-symmetric with respect to the

x1 axis. For x3 = 0, F(q) is as shown in Fig. 4.7(a), with x1 = x and x2 = y.
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Figure 4.9: The vector field F(q) on R
3 for the ndi, given by (4.16).

To align the system’s vector field with the reference field F, let us consider the map h(·) :
R
3 → R, given as

h(q) = 〈a⊤(q),F〉 = 3x1x3 − x2
(
x1

2 + x2
2 + x3

2
)

(4.17)

where h(q) 6= 0 is an error which should be regulated to zero, so that the consistency condition
is satisfied. By an appropriate choice of one of the control inputs, it is possible to set the
dynamics of h to ḣ(q) = −k h(q); however, in this particular case, ḣ(q) is quite complex and
makes it difficult to derive the control law for the other input.

Alternatively, one can still guarantee that h(q)→ 0 by making first x3 → 0, and then let x2, x1
tend to zero. To do this, define the consistency errors s1 = x3 and s2 = x2, since if s1 = s2 = 0
then automatically h(q) = 0, which means that the consistency condition is satisfied. Now
choose u1, so that s1 → 0 exponentially: ṡ1 = −k1s1, for k1 > 0. This is achieved by solving
the following equation for u1:

−x2u1 + x1u2 = −k1x3 ⇔ u1 = k1
x3
x2

+
x1
x2
u2. (4.18)
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To design the other control input u2 so that both s2 and the the remaining (leafwise) states
converge to zero, consider a smooth function V , similar in form to the one used in the case of
the unicycle,

V =
1

2

(
x1

2 + s1
2 + s2

2
)
=

1

2

(
x1

2 + x3
2 + x2

2
)
.

The time derivative of V along the system trajectories is

V̇ = ∇V q̇ (4.15),(4.18)⇒ V̇ = k1
x3
x2
x1 +

x1
2

x2
u2 + x2u2 − k1x32.

Then, choosing

u2 = −k2x2 − k1
x3x1

x12 + x22
(4.19)

results in

u1
(4.19)
= −k2x1 + k1

x3x2
x12 + x22

(4.20)

and yields V̇ = −k2x12 − k2x2
2 − k1x3

2. Control law (4.19)-(4.20) is not defined on the

submanifold A = {q ∈ R
3 | q =

[
0 0 x3

]⊤
. With this noted, the closed loop system reads

ẋ1 = −k2x1 + k1
x3x2

x12 + x22
, ẋ2 = −k2x2 − k1

x3x1
x12 + x22

, ẋ3 = −k1x3,

verifying that x3 is exponentially stable to zero, irrespectively of x1, x2. For initial conditions
qi /∈ A, one can invoke once more the invariance principle to establish that the system trajec-
tories converge to the largest invariant set contained in the set Ω = {q ∈ C | V̇ = 0}, which is
the origin q = 0.9

For initial conditions qi ∈ A one needs to use a different strategy to steer the system away
from A, and then switch to the control law given by (4.20), (4.19) [Lib03]; one option is
u1(t) = u2(t) = −kx3(t) 6= 0 for t < T , T > 0. Chattering does not occur, since once q /∈ A,
the system is guaranteed to converge to the origin. Note also that the second consistency error
converges exponentially once the first one settles, since once x3 = 0, (4.19) yields u2 = −k2x2.
The closed-loop trajectories are depicted in Fig. 4.8(b).

Is also of interest that this system can be decomposed into two subsystems with different
time scales, with the x3 , z dynamics in the role of the boundary-layer (fast) system, and
[
x1 x2

]⊤
, w in that of the reduced (slow) system. Assuming that k1 > k2 and defining

ε = 1
k1

, we can rewrite the closed-loop dynamics as

ẋ1 = −k2x1 + k1
x3x2

x12 + x22
, ẋ2 = −k2x2 − k1

x3x1
x12 + x22

, εẋ3 = −x3 .

The equilibria of the boundary layer system are given for ε = 0; thus, the unique equilibrium
of the fast system is x3 = 0. The reduced system then reads ẋ1 = −k2x1, ẋ2 = −k2x2, which
is exponentially stable as well.

9Lyapunov’s second method should not be used because the origin is not stable in the sense of Lyapunov.
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4.3 Chained Systems

Consider the n-dimensional chained system









ẋ1
ẋ2
ẋ3
...
ẋn










=










1
0
x2
...

xn−1










u1 +










0
1
0
...
0










u2, (4.21)

where q =
[
x1 x2 x3 . . . xn

]⊤ ∈ R
n is the state vector and u1, u2 are the control inputs.

The system is subject to κ = n− 2 nonholonomic constraints, written in Pfaffian form







−x2 0 1 0 . . . 0
−x3 0 0 1 . . . 0

...
...

...
...

. . .
...

−xn−1 0 0 0 . . . 1








︸ ︷︷ ︸

A(q)








ẋ1
ẋ2
...
ẋn







=








0
0
...
0







, (4.22)

where A(q) ∈ R
(n−2)×n. This constraint matrix has n0 = 1 zero column, associated with the

generalized coordinate x2. In this case, one can define Fx2 = 0, and look for an N = (n − 1)
dimensional vector field F(·), in terms of Fxj , where j ∈ {1, 3, . . . , n}. The configuration space

of (4.21) will then be foliated into R
N×R, where

[
x1 x3 . . . xn

]⊤ ∈ R
N are the leafwise

states and x2 ∈ R is the transverse state (Fig. 4.10).

Figure 4.10: The trivial R2×R foliation F for a 3-dimensional chained system.

For p ∈ R
N to satisfy the constraints at the origin,








0 0 1 0 . . . 0
0 0 0 1 . . . 0
...

...
...

...
. . .

...
0 0 0 0 . . . 1








︸ ︷︷ ︸

A(0)∈Rκ×n










p1
0
p3
...
pn










=








0
0
...
0







⇒ p1 6= 0, p3 = . . . = pn = 0,
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where by definition p2 = 0. Take p =
[
1 0 . . . 0

]⊤
and λ = 3; then (4.6) yields

Fx1 = 2x1
2 − x32 − x42 − . . .− xn2,

Fx3 = 3x1x3,

... (4.23)

Fxn = 3x1xn.

Define the κ = (n− 2) maps hk(·) : Rn → R as hk(q) = 〈a⊤k (q),F〉, where a⊤k (q), k = 1, . . . , κ
are the constraint vectors. This results to

h1(q) = −x2 Fx1 +Fx3 , . . . , hκ(q) = −xn−1 Fx1 +Fxn .

Each hk(q) 6= 0 is an output which should be regulated to zero. This can be achieved if
xn−1 → Fxn

Fx1
, ∀n ≥ 3.

4.3.1 Example: The case n = 3

The derivation of the control laws u1, u2 can be simplified if one considers the analytic expres-
sions of the outputs hk(q). Take for instance the n = 3 dimensional chained system, and the
corresponding κ = n− 2 = 1 map

h1(q) = −3x1(x1x2 − x3) + x2(x1
2 + x3

2) . (4.24)

As in the case of the nonholonomic double integrator, one can require that each one of the terms
of h1 converges to zero. This occurs if, for instance, s1 , x1x2−x3 → 0 and s2 , x1

2+x3
2 → 0.

Then, one can define a continuously differentiable function of the errors s1, s2 and the leafwise
states10 x1, x3 as

V =
1

2
(x1x2 − x3)2 +

1

2

(
x1

2 + x3
2
)
.

The time derivative of V along the system trajectories is

V̇ = (x1x2 − x3)(ẋ1x2 + x1ẋ2 − ẋ3) + x1ẋ1 + x3ẋ3
(4.21)
= x1(x1x2 − x3)u2 + (x1 + x3x2)u1.

We would like to render V̇ negative semidefinite, and render the origin the largest invariant
set contained in the set Ω = {q ∈ R

3 | V̇ = 0}. Then convergence of the system trajectories
to the origin can be established via LaSalle’s invariance principle [Kha02], with the following
caveat: the use of the invariance principle requires that system trajectories evolve in a compact
invariant set. In this case this condition is not automatically satisfied, since the level surfaces
of V are not compact sets: for x1 = x3 = 0, |x2| → ∞ ⇒ V = 0.

However, V is in indeed radially unbounded so long as x1 remains nonzero. Thus, if x1(0) 6= 0,
and the system is controlled so that x1 maintains its sign and varies at a much slower time
scale compared to x2, x3, then the negative definiteness of V̇ ensures the inclusion of the
trajectories in some compact set (i.e. a level set of V for x1 6= 0). Note that the requirement
for a slowly-convergent x1 is frequently used in the literature of chained systems [LOS98,MA03].

10Here the error s2 directly includes the quadratic terms of the leafwise states x1, x3.
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With x1 assumed nonzero along the trajectories of (4.21), the following positive definite func-
tion V1 on R

3 \ {q : x1 = 0} can be used instead

V1 =
1

2
(x1x2 − x3)2 +

1

2
x3

2, (4.25)

whose time derivative along the system trajectories is

V̇1 = (x1x2 − x3)(ẋ1x2 + x1ẋ2 − ẋ3) + x3ẋ3
(4.21)
= x1(x1x2 − x3)u2 + x3x2u1. (4.26)

Then, if the control inputs u1, u2 are chosen so that the state x1 converges to zero slowly and

V̇1 = −k2(x1x2 − x3)2 − k3x32, (4.27)

for x1 6= 0 and k2, k3 > 0, then the set where V̇1 vanishes is

Ω1 = {q|x1x2 = x3 ∧ x3 = 0} ⇔ Ω1 = {q | x2 = x3 = 0} .

To this end, one can first choose u1 = −k1x1, where k1 is a small positive scalar, and then pick
u2 by combining (4.26) and (4.27):

x1(x1x2 − x3)u2 + x3x2u1 = −k2(x1x2 − x3)2 − k3x32 ⇒

u2 = −k2(x2 −
x3
x1

) +
k1x3(x1x2 − k3

k1
x3)

x1(x1x2 − x3)
. (4.28)

With k3 = k1, (4.28) further simplifies to

u2 = −k2x2 + (k2 + k1)
x3
x1
, for x1 6= 0. (4.29)

Given x1(0) 6= 0, and with x1 converging to zero slower than x2, one can show that q(t)
converges to Ω1. To pick the gains k1, k2 so that this condition applies, consider that the
derivative (4.27) for the closed loop system (k3 = k1) reads

V̇1 = −k2(x2x1 − x3)2 − k1x32 ≤ −2min{k2, k1}V1,

while the dynamics of x1 read ẋ1 = −k1x1. Thus picking k2 > k1 ensures that V1 vanishes at
least twice faster than x1.

If x1(0) = 0, then one needs to switch to a different control strategy to drive the system away
from the x1 = 0 surface; for instance use u1 = const, u2 = 0 for some time t < T just as
in the case of the ndi, and then apply the scheme described above. The closed-loop system
trajectories of the three-dimensional chained system are shown in Fig. 4.11.

4.3.2 Chained systems with more than 3 states

The same guidelines can be followed for systems with κ > 1 constraint equations. Consider
the n = 4 dimensional chained system, and the N = n − 1 = 3 dimensional vector field
F(·) = Fx1

∂
∂x1

+ Fx3
∂
∂x3

+ Fx4
∂
∂x4

,

Fx1 = 2x1
2 − x32 − x42, Fx3 = 3x1x3, Fx4 = 3x1x4.
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Figure 4.11: The state trajectories of a 3-d chained system for k1 = 1, k2 = 2.5.

Then, the corresponding κ = n− 2 = 2 maps are

h1(q) = −3x1(x1x2 − x3) + x2(x1
2 + x3

2 + x4
2),

h2(q) = −3x1(x1x3 − x4) + x3(x1
2 + x3

2 + x4
2).

Recalling the (simpler) structure of the outputs hk in the n = 3 dimensional case, one could
try to design a stabilizing control law by exploiting the existing lower dimensional solution.
Note that for x4 = 0, h1(q) reduces to (4.24), while h2(q) becomes −x3(2x12 − x3

2); then
x3 → 0 implies that h2 → 0. Consequently, one could resort to finding a way to force x4 → 0,
while keeping the same structure of the control law as in the n = 3 case.

For the convergence of x4 to zero, one can require that ẋ4 = −k4x4, k4 > 0. Then (4.21) implies
x3u1 = −k4x4, which for the control input u1 = −k1x1 reads k1x3x1 = k4x4. Assuming x1 6= 0
just as in n = 3 case, one gets k1

x3
x1

= k4
x4
x12

; if this condition holds, then x4 → 0.

The objective of the control can then be to bring the "error” s = k1
x3
x1
− k4 x4

x12
to zero, while

letting x1 converge slowly using u1 = −k1x1 with a small k1 > 0. Let us use the same control
architecture as in the three-dimensional case, and take u2|n=4 = u2|n=3 + s:

u2 = −k2x2 + (k2 + k1)
x3
x1

+ k1
x3
x1
− k4

x4
x12
⇒

u2 = −k2x2 + k3
x3
x1
− k4

x4
x12

, for x1 6= 0, (4.30)

where k4 > k3 > k2. Then one has the lower dimensional chained system, perturbed by
−k4 x4

x12
.

In order to study the convergence of the overall system to the origin one can employ a singular
perturbation argument, and think of the system as decomposed into two subsystems with

different time scales, where the states z ,
[
x2 x3 x4

]⊤
constitute the boundary-layer (fast)

system, and the state x , x1 constitutes the reduced (slow) system. Then, the closed-loop
dynamics of the overall system can be written as a singular perturbation model by considering
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the (small) parameter ε = 1
k4

as

εẋ2 = −(1− a1ε)x2 + (1− a2ε)
x3
x1
− x4
x12

εẋ3 = −εk1x1x2
εẋ4 = −εk1x1x3
ẋ1 = −k1x1,

where k2 = k4−a1, k3 = k4−a2, and a1, a2 are positive constants. The boundary-layer system
has one isolated root, given for ε = 0 as x2 = x3

x1
− x4

x12
. Taking y = x2 − (x3

x1
− x4

x12
), one

can easily verify that dy
dτ

= −y, which implies that x2 converges exponentially and at a very
fast time scale (significantly faster than x3, x4), to x3

x1
− x4

x12
. The remaining dynamics of the

boundary layer system then read

ẋ3 = −k1x1x2 = −k1x1
(
x3
x1
− x4
x12

)

= −k1x3 + k1
x4
x1
, ẋ4 = −k1x1x3;

for x1 6= 0 a "frozen" parameter, the resulting linear subsystem of x3, x4 has eigenvalues
of negative real part, which are independent of x1. Thus, with an appropriate choice of the
control gains where k4 sufficiently large so that ε → 0, one has that the (reduced) boundary
layer system states converge to zero. To tune the control gains, one can write the dynamics of
the boundary-layer states in matrix form





ẋ2
ẋ3
ẋ4



 =





−k2 k3
x1

− k4
x12

−k1x1 0 0
0 −k1x1 0









x2
x3
x4



⇒ ż = A1(x1)z,

and choose k1, k2, k3, k4 so that A1(x1) is a Hurwitz matrix, and its eigenvalues are sufficiently
small compared to the eigenvalue of the slow subsystem.11 The closed-loop system trajectories
are shown in Fig. 4.12. Note that the same procedure applies for ∀ n > 4 as well.

4.4 Nonholonomic systems with drift

This section demonstrates how the proposed methodology for kinematic nonholonomic systems
can be extended to the control design of a class of dynamic nonholonomic systems with drift.
As an example, we consider the motion control on the horizontal plane for an underactuated
marine vehicle, which has two back thrusters for moving along the surge and the yaw degree
of freedom, but no side (lateral) thruster for moving along the sway degree of freedom.

Following [Fos02], the kinematic and dynamic equations of motion are analytically written as:

11Note that a direct application of slowly-varying system approach [Kha02] is not possible due to the un-
boundedness of the slowly varying term in the neighborhood of the origin.

60



0 2 4 6
−2

−1.5

−1

−0.5

0

t

x
1

0 2 4 6
−2

0

2

4

t

x
2

0 2 4 6
−0.5

0

0.5

1

1.5

t

x
3

0 2 4 6
−1.5

−1

−0.5

0

0.5

t

x
4

Figure 4.12: The state trajectories of a 4-d chained system for k1 = 1, k2 = 10, k3 = 42,
k4 = 75. The eigenvalues of the matrix A1(x1) are −4.2819, −2.8591 ± 3.0564i.

ẋ = u cosψ − v sinψ (4.31a)

ẏ = u sinψ + v cosψ (4.31b)

ψ̇ = r (4.31c)

u̇ =
m22

m11
vr +

Xu

m11
u+

Xu|u|
m11

|u|u+
1

m11
τu (4.31d)

v̇ = −m11

m22
ur +

Yv
m22

v +
Yv|v|
m22

|v| v (4.31e)

ṙ =
m11 −m22

m33
uv +

Nr

m33
r +

Nr|r|
m33

|r| r + 1

m33
τr, (4.31f)

where q =
[
x y ψ

]⊤
is the pose vector of the vehicle with respect to a global frame G,

ν =
[
u v r

]⊤
is the vector of linear and angular velocities in the body-fixed coordinate

frame B, m11, m22, m33 are the inertia matrix terms (including the "added mass" effect) along
the axes of the body-fixed frame, Xu, Yv, Nr are the linear drag terms, Xu|u|, Yv|v|, Nr|r| are
the nonlinear drag terms, and τu, τr are the control inputs along the surge and yaw degree of
freedom.

The system (4.31) falls into the class (4.3) of control affine underactuated mechanical systems
with drift:

ẋ = f(x) +
m∑

i=1

gi(x)ui,

where here x =
[
x y ψ u v r

]⊤
is the state vector, including the generalized coordinates

q and the body-fixed velocities ν. The dynamics (4.31e) along the sway degree of freedom
serve as a second-order (dynamic) nonholonomic constraint, which involves the velocities ν of
the vehicle, but not the generalized coordinates q. Since the constraint equation is not of the
form a⊤(q)q̇ = 0, the approach presented so far can not be directly applied.
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However, if we only consider the kinematic subsystem for a moment, we see that (4.31a),
(4.31b) are combined into

[
− sinψ cosψ 0

]

︸ ︷︷ ︸

a⊤(q)





ẋ
ẏ

ψ̇



 = v ⇒ a⊤(q)q̇ = v, (4.32)

which for v 6= 0 can be seen as a non-catastatic Pfaffian constraint on the unicycle. Equation
(4.32) implies that q = 0 is an equilibrium point if and only v |q=0 = 0 , i.e., when (4.32) turns
into catastatic constraint at q = 0.

With this insight, one can try to steer the kinematic subsystem augmented with the constraint
(4.31e) to q = 0 using the velocities u, r as virtual control inputs, while ensuring that the
velocity v along the sway degree of freedom vanishes at q = 0. The constraint equation (4.32)
can now be used to apply the steps of the methodology presented in Section 4.2: similarly to
the unicycle case, the structure of the vector a⊤(q) implies that x, y are the leafwise states
and ψ is the transverse state. Thus, an N = 2 dimensional reference vector field given by (4.6)

can be defined, where x =
[
x y

]⊤
, λ = 2 and p =

[
1 0

]⊤
; the vector field components Fx,

Fy read

Fx = x2 − y2, Fy = 2xy. (4.33)

To enable the alignment of the system’s vector field with (4.10), we define the output

h(q) = 〈a⊤(q),F〉 = − sinψ Fx+cosψ Fy

and require that h(q) 6= 0 should be regulated to zero, which for a non-vanishing vector field

F(·) reads h(q) = 0 ⇒ ψ = arctan
Fy

Fx
, φ, where φ is the orientation of the vector field F(·)

with respect to the global frame G.
In order to design a feedback control law r = γ2(·) for stabilizing the consistency error s = ψ−φ
to zero, one can require that ṡ = −k2s, where k2 > 0, that reads

ψ̇ − φ̇ = −k2(ψ − φ)
(4.31c)⇒ r = −k2(ψ − φ) + φ̇. (4.34)

Then, one can take a function V in terms of the leafwise states x, y and the consistency error
s = ψ − φ as

V =
1

2
(x2 + y2 + s2) =

1

2

(
x2 + y2 + (ψ − φ)2

)
,

which is positive definite with respect to
[
x y s

]⊤
and radially unbounded, and take its time

derivative as

V̇
(4.34)
=

[
x y

]
[
cosψ
sinψ

]

u+
[
x y

]
[
− sinψ
cosψ

]

v − k2s2. (4.35)

The behavior of V̇ depends on the velocity v. If v is seen as a bounded perturbation that

vanishes at
[
x y s

]⊤
= 0, then this point is an equilibrium of the kinematic subsystem (in

the sense that, at x = y = 0, one has s = 0⇒ ψ = φ|x=y=0 = 0).
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With this insight, consider in isolation the subsystem (4.31e) with ur in the role of input, and
apply the following ISS argument: take Vv = 1

2v
2 as an ISS-Lyapunov function, and expand

its time derivative

V̇v = −
m11

m22
v(ur)−

( |Yv|
m22

v2 +
|Yv|v||
m22

|v| v2
)

where by definition Yv, Yv|v| < 0, and w(v) = |Yv|
m22

v2 +
|Yv|v||
m22

|v| v2 is a continuous, positive

definite function. Take 0 < θ < 1, then V̇v = −m11
m22

v(ur)− (1− θ)w(v)− θw(v)⇒

V̇v ≤ −(1− θ)w(v), ∀v : −m11

m22
v(ur)− θw(v) < 0.

If the control input ζ = ur is bounded, |ζ| ≤ ζb, then

V̇v ≤ −(1− θ)w(v), ∀|v| : |Yv||v| + |Yv|v|||v|2 ≥
m11

θ
ζb.

Then, the subsystem (4.31e) is ISS [Kha02, Thm 4.19]. Thus, for any bounded input ζ = ur,
the linear velocity v(t) will be ultimately bounded by a class K function of supt>0 |ζ(t)|. If
furthermore ζ(t) = u(t)r(t) converges to zero as t → ∞, then v(t) converges to zero as
well [Kha02].

Consequently, if the control inputs u = γ1(·), r = γ2(·) are bounded functions which converge
to zero as t→∞, then one has that v(t) is bounded and furthermore, v(t)→ 0 as t→∞.

For analyzing the behavior of the kinematic trajectories x(t), y(t), ψ(t), let us define the
metric [Tan04]

Vµ =
1

2

x2 + y2

cos2(arctan( y
x
))

+
1

2
s2, (4.36)

and take its time derivative as

V̇µ =
x2 + y2

x4
(
(x3 − xy2)ẋ+ 2x2yẏ

)
+ sṡ =

x2 + y2

x4
[
x3 − xy2 2x2y

] [ cosψ
sinψ

]

u+

+
x2 + y2

x4
[
x3 − xy2 2x2y

] [− sinψ
cosψ

]

v − k2s2. (4.37)

Then, one can pick the control law u = γ1(·) as

u = −k1 sgn(x)
(
(x2 − y2) cosψ + 2xy sinψ

)
, (4.38)

which basically projects the vector field F(·) on the vehicle’s direction, and assigns the sign
based on the side of the x axis: if the vehicle is on the right, it goes to zero in reverse; otherwise
it goes forward. Then, the time derivative of Vµ reads:

V̇µ = −k1
x2 + y2

|x|3
([
x2 − y2 2xy

] [ cosψ
sinψ

])2
− k2s2 +

x2 + y2

x4
[
x3 − xy2 2x2y

] [− sinψ
cosψ

]

v.

(4.39)
Take θ ∈ (0, 1), then one has

V̇µ ≤ −k2(1− θ)s2 − k2θ sin2 s− k1
x2 + y2

|x|3
([
x2 − y2 2xy

] [ cosψ
sinψ

])2
+

+
x2 + y2

x4
[
x3 − xy2 2x2y

] [− sinψ
cosψ

]

v.
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Substitute s = ψ − φ, cosφ = Fx

‖F‖ = x2−y2
x2+y2

, sinφ =
Fy

‖F‖ = 2xy
x2+y2

, then one has:

V̇µ ≤ −k2(1− θ)s2 −
k2θ

(x2 + y2)2

([
x2 − y2 2xy

] [− sinψ
cosψ

])2
−

− k1
x2 + y2

|x|3
([
x2 − y2 2xy

] [ cosψ
sinψ

])2
+
x2 + y2

x4
[
x3 − xy2 2x2y

] [− sinψ
cosψ

]

v

≤ −k2(1− θ)s2 −min

{
k2θ

(x2 + y2)2
, k1

x2 + y2

|x|3
}

‖(Fx,Fy)‖2+

+
x2 + y2

x4
[
x3 − xy2 2x2y

] [− sinψ
cosψ

]

v

= −k2(1− θ)s2 −min

{
k2θ

(x2 + y2)2
, k1

x2 + y2

|x|3
}

x6

(x2 + y2)2

∥
∥
∥
∥

(
∂Vµ
∂x

,
∂Vµ
∂y

)∥
∥
∥
∥

2

+

+
x2 + y2

x4
[
x3 − xy2 2x2y

] [− sinψ
cosψ

]

v

= −k2(1− θ)s2 −min

{
k2θx

6

(x2 + y2)4
,
k1|x|3
x2 + y2

}∥
∥
∥
∥

(
∂Vµ
∂x

,
∂Vµ
∂y

)∥
∥
∥
∥

2

+

+
x2 + y2

x4
[
x3 − xy2 2x2y

] [− sinψ
cosψ

]

v

= −k2(1− θ)s2 −min

{
k2θx

6

(x2 + y2)4
,
k1|x|3
x2 + y2

}
x2 + y2

cos2
(
arctan( y

x
)
)+

+
x2 + y2

x4
[
x3 − xy2 2x2y

] [− sinψ
cosψ

]

v ⇒

V̇µ ≤ −2min

{

k2(1− θ),
θk2x

6

(x2 + y2)4
,
k1|x|3
x2 + y2

}

Vµ+
x2 + y2

x4
[
x3 − xy2 2x2y

] [− sinψ
cosψ

]

v
︸ ︷︷ ︸

A

,

where A ≤ x2+y2

x4
|x|‖F‖|vb| =

(
x2+y2

x2

)2
|x||vb|. Then, the trajectories of the kinematic subsys-

tem are ISS with respect to the metric Vµ and the input v(t) [Tan04].

Consequently, the system (4.31a)-(4.31c), (4.31e) can be seen as an interconnection of the
kinematic subsystem (4.31a)-(4.31c) and the subsystem (4.31e) (Fig. 4.13), where each one
of the subsystems is ISS. This suggests that the coupled system is ISS. Then, applying

Closed-loop 

kinematic 
subsystem

Un-actuated 
d.o.f.

( )

( )

( )

x t

y t

t�

( )v t

Figure 4.13: The system (4.31a)-(4.31c), (4.31e) as an interconnection of two ISS subsystems.

[HW07, Thm IV.1] one can conclude that for suitable gain selection (see Appendix 4.6), the
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interconnected system is globally asymptotically stable with respect to the metric Vµ, i.e. the
trajectories x(t), y(t), ψ(t), v(t) globally asymptotically converge to zero. Note that the choice
of the metric Vµ is critical, since a typical one equivalent to the Euclidean would not work.

Finally, for the design of the control inputs τu, τr, one can use a feedback linearization trans-
formation for the dynamic subsystems (4.31d), (4.31f) given as

τu = m11α−m22vr −Xuu−Xu|u||u|u, (4.40a)

τr = m33β − (m11 −m22)ur −Nrr −Nr|r||r|r, (4.40b)

that yields u̇ = α, ṙ = β, where α, β are the new control inputs. Thus, the system should be
controlled so that the velocities u, r track the virtual control inputs γ1(·), γ2(·). To design the
control laws α(·), β(·), consider the candidate Lyapunov function

Vτ =
1

2
(u− γ1(·))2 +

1

2
(r − γ2(·))2

and take its time derivative as

V̇τ = (u− γ1(·))
(

u̇− ∂γ1
∂η
η̇

)

+ (r − γ2(·))
(

ṙ − ∂γ2
∂η
η̇

)

.

Then, under the control inputs

α = −ku(u− γ1(·)) +
∂γ1
∂η
η̇, β = −kr(r − γ2(·)) +

∂γ2
∂η
η̇,

where ku, kr > 0, one gets V̇τ = −ku(u − γ1(·))2 − kr(r − γ2(·))2, which verifies that the
velocities u, r are globally asymptotically stable to γ1(·), γ2(·), respectively.

The system trajectories x(t), y(t), ψ(t), u(t), v(t), r(t) under the control laws (4.38), (4.34),
(5.21) are shown in Fig. 4.14. The inertia and hydrodynamic parameters of the system’s
dynamic model were taken from [WC06].

4.5 Conclusions

This chapter addressed the control design for a class of n-dimensional nonholonomic systems,
subject to κ ≥ 1 constraints in Pfaffian form, within a unified framework.

In this framework, one designs an N-dimensional vector field F(·) of the general form (4.6), and
then aligns the system vector field with F(·). In this way the problem of steering the states to
the origin is reduced into an output regulation problem, in which the outputs are functions that
quantify the "misalignment" between F and the system’s vector field. The outputs can directly
suggest Lyapunov-like functions V that are employed into the control design and analysis.

The control laws derived unavoidably have singularities, which necessitate switching to alter-
native control functions when the system is initialized on the singularity manifolds, but away
from the latter there is no need for switching. The proposed methodology offers a uniform logic
into the control design of n-dimensional nonholonomic systems, by providing guidelines for the
construction of state feedback controllers, and leads to control designs which may be prelim-
inary, but form a good basis for further refinement. The unicycle, the nonholonomic double
integrator, the n-dimensional chained systems and an underactuated marine vehicle have been
considered as illustrative examples, and feedback control laws have been constructed following
the same guidelines.
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Figure 4.14: The system trajectories x(t) under the control laws (4.38), (4.34), (5.21).

4.6 Appendix

The subsystem (4.31e) describing the dynamics of v is ISS from input ζ = u(x, y, ψ) r(x, y, ψ)
to state v with ultimate bound γ1(|ζ|) = m11

θ
|ζ|. For the subsystem describing the evolution

of the kinematic states x, y, ψ, consider (4.40a): given a θ1 ∈ (0, 1) and that k1 << k2, one

has that V̇µ ≤ −2(1− θ1) k1|x|
3

x2+y2Vµ as long as

−2θ1k1|x|3
x2 + y2

Vµ ≤ −
(
x2 + y2

x2

)2

|x||v| ⇒ Vµ ≥
(x2 + y2)3

2θ1k1x6
|v| = 1

2k1θ1

1

cos6(atan( y
x
))
|v|.

Note that as (x, y)→ (0, 0) one has cos(arctan( y
x
))→ 1. Thus the kinematic subsystem is ISS

from input v to the metric Vµ with ultimate bound γ2(|v|) = 1
2k1θ1

1
cos6(atan( y

x
))
|v|.

Consequently, the interconnected system is asymptotically stable with respect to the metric
Vµ for γ2(γ1(r)) < r, ∀r > 0, which yields 1

2θ1
1

cos6(atan( y
x
))
m11
θ
< k1.
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Chapter 5

Viable Control Design for Nonholonomic Systems

Abstract

This chapter addresses the feedback control design for a class of nonholonomic systems which
are subject to inequality state constraints defining a constrained (viability) set K. Based
on concepts from viability theory, the necessary conditions for selecting viable controls for a
nonholonomic system are given, so that system trajectories starting in K always remain in K.
Furthermore, a class of state feedback control solutions for a class of nonholonomic systems are
redesigned by means of switching control, so that system trajectories starting in K converge
to a goal set G in K, without ever leaving K. The proposed approach can be applied in
various problems, whose objective can be recast as controlling a nonholonomic system so that
the resulting trajectories remain for ever in a subset K of the state space, until they converge
into a goal (target) set G in K. The motion control for an underactuated marine vehicle in a
constrained configuration set K is treated as a case study; the set K essentially describes the
limited sensing area of a vision-based sensor system, and viable control laws which establish
convergence to a goal set G in K are constructed. The robustness of the proposed control
approach under a class of bounded external perturbations is also considered. The efficacy of
the methodology is demonstrated through simulation results.

Contributions

Control of systems which are subject to both nonholonomic and state (configuration) con-
straints is a challenging problem, often encountered within the fields of robotics and multia-
gent systems, ranging from the classical motion planning problem [CLH+05] to maintaining
connectivity in robotic networks [BCM09].

This chapter proposes a control design methodology for a class of nonholonomic systems which
are subject to hard state constraints. The state constraints are realized as nonlinear inequalities
w.r.t. the state variables, which constitute a closed subset K of the state space Q. The set K
is thus the subset of state space in which the system trajectories should evolve ∀t ≥ 0. System
trajectories which either start out of K, or escape K for some t > 0 immediately violate the
state constraints and thus are not acceptable. Therefore, the control objective reduces into
finding a (possibly switching) state feedback control law, so that system trajectories starting
in K converge to a goal set G in K without ever leaving K.

The proposed approach combines concepts from viability theory1 and results from our earlier
work on the state feedback control of n-dimensional nonholonomic systems with Pfaffian con-

1Viability theory describes the evolution of systems under the consideration that for different reasons, not
all system evolutions are acceptable or possible. The system must obey state (viability) constraints, and system
solutions should be viable in the sense that they must satisfy, at each time instant, these constraints [Aub91].
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straints [PTK11] (Section 5.1). In the sequel, following [Aub91], state constraints are called
viability constraints, the set K is called the viability set of the system, and system trajectories
that remain in K ∀t ≥ 0 are called viable (Section 5.2).

In particular, we adopt the concept of tangency to a set K defined by inequality constraints
[Aub91], and provide the necessary conditions under which the admissible velocities of a kine-
matic nonholonomic system are viable in K, as well as the necessary conditions for selecting
viable controls (Section 5.3). In addition, given the control solutions in [PTK11], we propose
a way of redesigning them by means of switching control, so that the resulting trajectories
are viable in K and furthermore converge to a goal set G ⊂ K. As a case study, we consider
the motion planning for an underactuated marine vehicle which is subject to configuration
constraints because of limited sensing (Section 5.4); the onboard sensor system consists of a
camera with limited angle-of-view and two laser pointers of limited range. The task is defined
as to control the vehicle so that it converges to a desired configuration w.r.t. a target of inter-
est, while the target is always visible in the camera f.o.v.; in that sense, this is also a problem
of maintaining visibility. The visibility maintenance requirement, along with limited sensing,
impose a set of configuration constraints that define a viability set K. The robustness of the
proposed control approach under a class of bounded perturbations is studied in Section 5.5.
Our conclusions and plans for future extensions are summarized in Section 4.5.

The problem formulation is similar to the characterization of viable capture basins of a target
set C in a constrained set K [Aub01], which is based on the Frankowska method that charac-
terizes the backward invariance and (local) forward viability of subsets by means of the value
function of an optimal control problem. However, in this paper we rather address the problem
in terms of set invariance [Bla99,BM08], where the objective is to render the viability set K
a positively invariant (or controlled invariant) set, and the goal set G the largest invariant set
of the system by means of state feedback control.2

The notion of controlled invariance for linear systems has been utilized for the control design of
systems with first-order (kinematic) nonholonomic constraints, after linearizing the nonlinear
system equations around the equilibrium [MBP11]; compared to this work, here we present
a method which addresses a wider class of constrained underactuated systems, including the
class of nonholonomic systems with second-order (dynamic) nonholonomic constraints, without
the need for linearizing the system equations, but rather working in the initial coordinates.

The motion control of underactuated marine (underwater, surface) vehicles and ships has been
treated in the past using various control design techniques, see for instance [Leo95, PE99,
PF00, AP02a, DJPN04]; however, to the best of our knowledge, none of the relevant work
considers any additional state (configuration) constraints on the system. Furthermore, in this
paper we present a novel motion control scheme for the considered class of underactuated
marine vehicles, based on our methodology for the state feedback control for n-dimensional
nonholonomic systems [PTK11].

In relation to our prior work in [PMS+09], here we do not adopt an optimal control formulation,
and propose control solutions that not only remain in K, but also converge to a goal set G ⊂ K.
Compared to [PK11], we consider a wider class of viability constraints, while we further address
the viable robust control design of underactuated systems w.r.t. a class of bounded external
perturbations.

2The viability property has been introduced as “controlled invariance" for linear and smooth nonlinear
systems [Aub91].
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Overview

We consider the class of nonlinear systems described by

q̇ = f(q,u), u ∈ U(q), (5.1)

where q ∈ Q is the state vector, Q ⊂ R
n is the state space (a normed space), u ∈ U is the vector

of m < n control inputs, U ⊂ R
m is the control space, U : Q  U is a feedback set-valued

map associating with any state q the (possibly empty) subset U(q) of feasible controls at q
and f : Graph(U) 7→ Q is a continuous single-valued map, which assigns to each state-control
pair (q,u) ∈ Graph(U) the velocity f(q,u) of the state, i.e. the (tangent) vector q̇ ∈ Q.

Nonholonomic constraints

The system (5.1) is subject to κ < n nonholonomic constraint equations.3 Each constraint
i ∈ {1, . . . , κ} is written in Pfaffian form as

∑n
j=1 aij(q)q̇j = 0⇒ 〈ai, q̇〉 = 0, (5.2)

where 〈·, ·〉 stands for the duality pairing, a bilinear map (w,v) ∈ Q⋆ ×Q 7→ 〈w,v〉 := w(v),
where Q⋆ is the dual space of Q, w ∈ Q⋆ is a linear functional w : Q 7→ R and v ∈ Q [AF90].
Since any element w ∈ Q⋆ is a linear map from the n-dimensional space Q to the 1-dimensional
space R, it can be represented by means of a row vector [Isi95]. In this sense, the value 〈ai, q̇〉
of the functional ai(·) at q̇ is given by the dot product aiq̇ =

∑n
j=1 aij(q)q̇j = a

⊤
i (q)q̇, where

a⊤i (q) =
[
ai1(q) ai2(q) . . . ain(q)

]
is called the constraint vector. Thus, a nonholonomic

constraint (5.2) can be written as

[ ai1(q) ... ain(q) ]
︸ ︷︷ ︸

a⊤
i
(q)

[
q̇1
...
q̇n

]

= 0⇒ a⊤i (q)q̇ = 0,

while κ > 1 constraints are written in matrix form as

A(q)q̇ = 0, (5.3)

where A(q) ∈ R
κ×n. Each row i of the constraint matrix A(q) is a constraint vector a⊤i (q).

State (viability) constraints

The system (5.1) is additionally subject to µ nonlinear inequalities w.r.t. the state variables.
Consider the continuous map c = (c1, c2, . . . , cµ) : Q → R

µ; then, the subset K of Q defined
by the inequality constraints

K := {q ∈ Q | cj(q) ≤ 0, j = 1, 2, . . . , µ}, (5.4)

is the viability set of the system, where J (q) = {j = 1, 2, . . . , µ | cj(q) = 0} is the subset of
active constraints.

3Typically, kinematic nonholonomic constraints can be written in Pfaffian form as A(q)q̇ = b(q), where
q ∈ R

n is the vector of generalized coordinates, A(q) ∈ R
κ×n and b(q) ∈ R

κ. If b(q) = 0 the constraints are
called catastatic, otherwise they are called acatastatic.
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5.1 Nonholonomic Control Design

The control design is based on our methodology [PTK11] (Chapter 4) on the state feedback
control for drift-free, kinematic nonholonomic systems of the form

q̇ =

m∑

i=1

gi(q)ui, (5.5)

which are subject to kinematic Pfaffian constraints (5.3), where the state vector q ∈ R
n

includes the system generalized coordinates, gi(q) are the control vector fields and ui are the
control inputs.4 Recall that the main idea of our approach is to define a smooth N-dimensional
reference vector field F(·) for (5.5), given by

F(x) = λ
(

p⊤x
)

x− p
(

x⊤x
)

, (5.6)

where N ≤ n, λ ≥ 2, x ∈ R
N is a (particular) subvector of the configuration vector q ∈ R

n

and p ∈ R
N is a vector that "generates" the vector field F(·), defined such that A(0)p = 0.

The dimension N of the vector field F(·) is specified by the explicit form of the constraint
equations, in the following sense: depending on the structure of A(q), the state space Q is
trivially decomposed into L×T , where L is the “leaf" space, T is the “fiber" space, dimL = N,
n = dimL + dim T . The local coordinates x ∈ R

N on the leaf are called leafwise states and
the local coordinates t ∈ R

n−N on the fiber are called transverse states. The vector field F(·)
is defined tangent to L in terms of the leafwise states x, and is non-vanishing everywhere on
L except for the origin x = 0, which is of dipole type by construction; thus, all integral curves
of F(x) begin and end at the origin x = 0.

In the case that A(q) has at least one zero column, i.e. in the case that N < n, the vector
field F(·) is singular (vanishes) on the subset A = {q ∈ R

n | x = 0}; this singularity may
necessitate switching for initial conditions q0 ∈ A.Input discontinuities are assumed to yield a
closed loop vector field in (5.5) which is piecewise continuous. Solutions are then understood
in the Filippov sense, i.e. q̇ ∈ F(q), where F is a set valued map given by

F(q) , co

{

lim
j→∞

m∑

i=1

gi(qj)ui : qj → q, qj /∈ Sq
}

and Sq is any set of measure zero.

Away from the singularity subset A, F(·) serves as a velocity reference for (5.5). This means
that, at each q ∈ Q, the system vector field q̇ ∈ TqQ is controlled to "align with" F(·), i.e. is
forced into the tangent space TqL of the integral curve of F(·) at q ∈ Q.

In this sense, one can use the available control authority to steer the system vector field into
the tangent bundle of the integral curves of F, and "flow" in the direction of the vector field
on its way to the origin. In [PTK11] we show that these two objectives suggest the choice of
particular Lyapunov-like functions V , and enable one to establish convergence of the system
trajectories q(t) to the origin based on standard design and analysis techniques. In particular,

4The method can be extended to the control of underactuated systems with dynamic Pfaffian constraints
as well, see Section 5.4.
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one can find a smooth function V (q) : Rn → R of compact level sets, and a state feedback
control law γ(·) = (γ1(·), . . . , γm(·)) : Rn → R

m such that

V̇ ≤ 0 ⇔ ∇V q̇ = ∇V
m∑

i=1

gi(q)γi(·) ≤ 0, (5.7)

where ∇V ,
[
∂V
∂q1

. . . ∂V
∂qn

]

the gradient of V at q. Then, using standard tools, one can

formally establish the convergence of the system trajectories q(t) to the origin.5

5.2 Tools from Viability Theory

This section gives a brief description of concepts from viability theory [Aub91,AF90] that are
used in the chapter.

Consider the dynamics of a system described by a (single-valued) map f from some open subset
Ω of X to X, f : Ω 7→ X, where X is a finite dimensional vector space, and the initial value
problem associated with the differential equation:

∀t ∈ [0, T ], ẋ (t) = f
(
x(t)

)
, x(0) = x0. (5.8)

Definition 1 (Viable Functions) Let K be a subset of X. A function x(·) from [0, T ] to X is
viable in K on [0, T ], if x(t) ∈ K ∀t ∈ [0, T ].

Definition 2 (Viability Property) Let K be a subset of Ω. K is said to be locally viable
under f if, for any initial state x0 ∈ K, there exist T > 0 and a viable solution on [0, T ] to the
differential equation (5.8) starting at x0. It is said to be (globally) viable under f if T =∞.

The characterization of viable sets K under f is based on the concept of tangency: A subset K
is viable under f if at each state x of K the velocity f(x) is “tangent" to K at x, for bringing
back a solution to the differential equation inside K. An adequate concept of tangency is
realized via the concept of the contingent cone.

Definition 3 (Contingent Cone) Let X be a normed space, K be a nonempty subset of X
and x belong to K. The contingent cone to K at x is the set

TK(x) =

{

υ ∈ X | lim inf
h→0+

dK(x+ hυ)

h
= 0

}

,

where dK(y) denotes the distance of y to K, dK(y) := infz∈K ‖y − z‖. Note that ∀ x ∈
Int(K), TK(x) = X. Thus, if K is an open set, the contingent cone TK(x) to K at any x ∈ K,
is always equal to the whole space.

5The convergence to the origin under the control law γ(q) holds for “almost all" initial conditions, in the
sense that γ(q) is undefined on particular singularity subsets A.
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(Contingent Cone at a Fréchet differentiable point) Consider the continuous real-valued map
g = (g1, g2, . . . , gp) : X → R

p and the subset K of X defined as

K = {x ∈ X | gi(x) ≥ 0, i = 1, 2, . . . , p}, (5.9)

where gi(·) are Fréchet differentiable at x. For x ∈ K, denote

I(x) = {i = 1, 2, . . . , p | gi(x) = 0} (5.10)

the subset of active constraints. The contingent cone TK(x) to K is TK(x) = X whenever
I(x) = ∅, otherwise

TK(x) =
{
υ ∈ X | ∀i ∈ I(x), 〈g′i(x), υ〉 ≥ 0

}
,

where g′i(x) ∈ X⋆ is the gradient of gi at x, and 〈·, ·〉 stands for the duality pairing.

Definition 4 (Viability Domain) Let K be a subset of Ω, then K is a viability domain of the
map f : Ω 7→ X if ∀ x ∈ K, f(x) ∈ TK(x).

Definition 5 Consider a control system (U, f), defined by a feedback set-valued map U : X  
Z, where X the state space and Z the control space, and a map f : Graph(U)→ X, describing
the dynamics of the system:

ẋ(t) = f(x(t), u(t)), where u(t) ∈ U(x(t)).

We associate with any subset K ⊂ Dom(U) the regulation map RK := K  Z defined by

∀x ∈ K, RK(x) := {u ∈ U(x) | f(x, u) ∈ TK(x)}.

Controls u belonging to RK(x) are called viable, and K is a viability domain if and only if the
regulation map RK(x) has nonempty values.

If the subset K is given by (5.9), the set of active constraints is as in (5.10), and for every
x ∈ K, ∃υ0 ∈ X such that ∀i ∈ I(x), 〈g′i(x), υ0〉 ≥ 0, then the regulation map RK(x) is

RK(x) := {u ∈ U(x) | ∀i ∈ I(x), 〈g′i(x), f(x, u)〉 ≥ 0}.

5.3 Viable Nonholonomic Controls

Consider a nonholonomic system of the form (5.5) subject to µ inequality state constraints
determining a viability set K of the form (5.4), where cj(·) : Q→ R are continuously differen-
tiable maps, j ∈ J = {1, . . . , µ}.
Assume that at some q ∈ K one has that J (q) = ∅, i.e. none of the constraints is active; then
obviously q ∈ Int(K), and the contingent cone of K at q coincides with the state space Q,
TK(q) = Q.6 This implies that the system can evolve along any direction q̇ ∈ TqQ without
violating the viability constraints. For a nonholonomic system (5.5) with Pfaffian constraints

6If K is a differentiable manifold, then the contingent cone TK(q) coincides with the tangent space to K

at q.
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(5.3), the admissible velocities q̇ ∈ TqQ belong into the null space of the constraint matrix
A(q), which is an (n − κ) dimensional subspace of the tangent space TqQ. Thus, at each
q ∈ Int(K), the viable admissible velocities q̇ for a nonholonomic system are tangent to an
(n− κ) dimensional subspace of the contingent cone TK(q).

Assume now that the j-th constraint becomes active at some point z ∈ ∂K: cj(z) = 0, j ∈ J .
The viable system velocities belong into the contingent cone of K at z, ż ∈ TK(z), which now
is a subset (not necessarily a vector space but rather a cone) of the tangent space TzQ. Thus,
an admissible velocity for a nonholonomic system (5.5) is viable at z if and only if

ż ∈
(

Null(A(z))
⋂

TK(z)
)

6= ∅.

Based on these, we are able to characterize the conditions for selecting viable controls (if any)
for the system (5.5).

For q ∈ Int(K), an admissible control u = (u1, . . . , um) : R
n → R

m for (5.5) is viable at q if
and only if

u ∈ U(q), q̇ =

m∑

i=1

gi(q)ui ∈ TK(q) , TqQ,

which essentially implies that a control law u(·) is viable at q as long as the control inputs ui
belong into the subset U(q) of feasible controls.

Assume now that z ∈ ∂K so that a single constraint is active: cj(z) = 0 for some j ∈ J . The
map of viable controls for a system (5.1) at z is:

RK(z) = {u ∈ U(z) | 〈c′j(z),f(z,u)〉 ≤ 0},

where c′j is the gradient of cj(·) at z, and 〈·, ·〉 is the duality pairing. Following [Isi95], the
value of the duality pairing at z can be essentially expressed by the dot product ∇cj f(z,u),
where ∇cj =

[
∂cj
∂q1

. . .
∂cj
∂qn

]

at z ∈ ∂K. The regulation map then reads:

RK(z) = {u ∈ U(z) | ∇cjf(z,u) ≤ 0}.

Thus, an admissible control u = (u1, . . . , um) : R
n → R

m for (5.5) is viable at z ∈ ∂K if and
only if

u(z) ∈ U(z),
[
∂cj
∂q1

. . .
∂cj
∂qn

] m∑

i=1

gi(z)ui ≤ 0. (5.11)

It immediately follows that if more than one constraints cj(·) : Q→ R are simultaneously active
at some z ∈ ∂K, then a control law u(·) is viable at z if the condition (5.11) is satisfied for
each one of the active constraints. If all µ constraints are active at z, the viability conditions
are written in matrix form as

u(z) ∈ U(z), Jc(z)

m∑

i=1

gi(z)ui ≤ 0, (5.12)

where Jc(z) is the Jacobian matrix of the map c = (c1(·), . . . , cµ(·)) : Q → R
µ, evaluated at

z ∈ ∂K.
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Figure 5.1: Any control law γ(·) = (γ1(·), . . . , γm(·)) : Rn → R
m such that γ(z) ∈ U(z),

ż =
∑m

i=1 gi(z)γi(·) ∈ (C⋂TK(z)) is also viable at z ∈ ∂K, bringing the system trajectories
into the interior of K.

Consequently, a control law γ(·) = (γ1(·), . . . , γm(·)) : Rn → R
m is viable at z ∈ ∂K if and

only if

γ(z) ∈ U(z),
[
∂cj
∂q1

. . .
∂cj
∂qn

] m∑

i=1

gi(z)γi(z) ≤ 0, (5.13)

for each one of the active constraints cj(z) = 0, where U(z) ⊆ R
m is the subset of feasible

controls at z.

To illustrate the viability condition (5.11) let us consider the case when a single constraint
is active: cj(z) = 0, z ∈ ∂K (Fig. 5.1). The viable system velocities ż belong into the
contingent cone TK(z) at z; thus, any control u = (u1, . . . , um) ∈ U(z) such that ż =
∑m

i=1 gi(z)ui ∈ TK(z) is viable. Furthermore, following [PTK11], the system velocities that
establish asymptotic convergence to the origin define the subset C = {ż ∈ TzQ | ∇V ż ≤ 0}.
Thus, a convergent control law γ(·) is also viable at z ∈ ∂K if and only if γ(z) ∈ U(z) and
furthermore the system velocity ż =

∑m
i=1 gi(z)γi(z) belongs into the intersection (C⋂TK(z));

if this intersection is empty, then any convergent solution γ(·) steers the system trajectories
out of K.

Therefore, given the state feedback control solutions in [PTK11], the idea for designing viable
feedback control laws for the class of nonholonomic systems (5.1) reduces into redesigning (if
necessary) the convergent control laws γ(·) : Rn → R

m by means of switching control, so that
they yield viable control inputs u(z), ∀z ∈ ∂K. The proposed control design is illustrated via
the following example.

5.4 An underactuated marine vehicle with limited sensing

We consider the motion control on the horizontal plane for an underactuated marine vehicle
subject to configuration constraints, which mainly arise because of the onboard vision-based
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sensor system. The sensor suite consists of a camera and two laser pointers mounted on the

vehicle, and provides the vehicle’s position and orientation (pose) vector η =
[
x y ψ

]⊤
w.r.t.

a global coordinate frame G, which lies on the center of a target on a vertical surface (Fig.
5.2). The target and the two laser dots projected on the surface are tracked using computer

Figure 5.2: Modeling of the state constraints

vision algorithms and this information is used to estimate the pose vector η [KPK06]. Thus,
the target and the laser dots should always be visible in the camera f.o.v., for the sensor system
to be effective.

These requirements impose a set of nonlinear inequality constraints w.r.t. η, which are treated
as viability constraints that define a viability set K for the system. The control objective
is thus defined as to control the vehicle so that it converges into a set G ⊂ K of desired
configurations ηd ∈ G, while the system trajectories η(t) never escape K.

5.4.1 Mathematical Modeling

The marine vehicle has two back thrusters for moving along the surge and the yaw d.o.f., but
no side (lateral) thruster for moving along the sway d.o.f.. Typically, the motion along roll and
pitch d.o.f. is negligible for this class of vehicles, since roll and pitch angles are stable because
of the mass configuration. The vehicle is assumed to move on the horizontal plane; thus the
heave d.o.f. is not taken into account. Following [Fos02] the kinematic and dynamic equations
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of motion are analytically written as:

ẋ = u cosψ − v sinψ (5.14a)

ẏ = u sinψ + v cosψ (5.14b)

ψ̇ = r (5.14c)

u̇ =
m22

m11
vr +

Xu

m11
u+

Xu|u|
m11

|u|u+
τu
m11

(5.14d)

v̇ = −m11

m22
ur +

Yv
m22

v +
Yv|v|
m22

|v| v (5.14e)

ṙ =
m11 −m22

m33
uv +

Nr

m33
r +

Nr|r|
m33

|r| r + τr
m33

, (5.14f)

where η =
[
r⊤ ψ

]⊤
=

[
x y ψ

]⊤
is the pose vector of the vehicle w.r.t. the global frame

G, r =
[
x y

]⊤
is the position vector and ψ is the orientation of the vehicle w.r.t. G, ν =

[
u v r

]⊤
is the vector of linear and angular velocities in the body-fixed coordinate frame

B, m11, m22, m33 are the inertia matrix terms (including the "added mass" effect) along the
axes of frame B, Xu, Yv, Nr are the linear drag terms, Xu|u|, Yv|v|, Nr|r| are the nonlinear
drag terms, and τu, τr are the control inputs along the surge and yaw d.o.f.. Furthermore, the
thrust allocation implies that

τu = Fp + Fst and τr = l (Fp − Fst) ,
where Fp ∈ [−fp, fp], Fst ∈ [−fst, fst] are the port and starboard thrust forces, respectively,
fp, fst > 0 are the bounds of the thrust forces and 2l is the distance between the two thrusters.

5.4.2 Nonholonomic control design

The system (5.14) falls into the class of control affine underactuated systems with drift:

ẋ = f(x) +
m∑

i=1

gi(x)ui,

where x =
[
x y ψ u v r

]⊤
is the state vector, including the generalized coordinates η

and the body-fixed velocities ν, and u1 = τu, u2 = τr are the control inputs, respectively.

The dynamics of the sway d.o.f. (5.14e) serve as a second-order (dynamic) nonholonomic con-
straint, which involves the velocities ν, but not the generalized coordinates η. Since the
constraint equation is not of the form a⊤(η)η̇ = 0, the approach in [PTK11] on the control
design for kinematic systems can not be directly applied.

System decomposition into subsystems Σ1, Σ2

Nevertheless, if we only consider the kinematic subsystem for a moment, we see that (5.14a),
(5.14b) are combined into −ẋ sinψ + ẏ cosψ = v ⇒

[
− sinψ cosψ 0

]

︸ ︷︷ ︸

a⊤(η)





ẋ
ẏ

ψ̇



 = v ⇒ a⊤(η)η̇ = v, (5.15)
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which for v 6= 0 can be seen as a non-catastatic Pfaffian constraint on the unicycle. The
constraint equation (5.15) implies that η = 0 is an equilibrium point if and only if v |η=0 = 0 ,
i.e. if and only if (5.15) turns into catastatic at the origin η = 0.

With this insight, one can try to steer the kinematic subsystem augmented with the second
order constraint (5.14e) to the origin η = 0, using the velocities u, r as virtual control inputs,
while ensuring that the velocity v vanishes at η = 0.

Thus, the system (5.14) can be divided into two subsystems Σ1, Σ2, where Σ1 consists of
the kinematic equations (5.14a)-(5.14c) and the sway dynamics (5.14e), while the dynamic
equations (5.14d), (5.14f) constitute the subsystem Σ2. The velocities u, r are considered as
virtual control inputs for Σ1, while the actual control inputs τu, τr are used to control Σ2.

The constraint (5.15) can now be used to apply the steps presented in Chapter 4, in order to
design the virtual control inputs for Σ1: based on the structure of the constraint vector a⊤(η),

the states r =
[
x y

]⊤
, x are the leafwise states while ψ is the transverse state. Thus, an

N = 2 dimensional reference vector field F(·) = Fx
∂
∂x

+ Fy
∂
∂y

can be picked out of (4.6), in

terms of the leafwise states x, y. For λ = 3 and p =
[
1 0

]⊤
, the vector field components read:

Fx = 2x2 − y2, Fy = 3xy. (5.16)

The vector field (5.16) is non-vanishing everywhere in R
2 except for the origin r = 0 and

has integral curves that all converge to r = 0 with direction φ → 0. Thus, the idea for
the kinematic control design is that the vehicle can be controlled so that it "aligns with" the
direction and flows along the integral curves of the vector field F(·), until it converges to η = 0.

Finally, since in the considered scenario the desired configuration ηd =
[
xd yd 0

]⊤
does not

coincide with the origin η = 0, the reference vector field F(·) is defined out of (4.6) in terms of

the position error r1 = r−rd; thus, the integral curves converge to rd. Then, for p =
[
1 0

]⊤

and λ = 3 the vector field components read:

Fx = 2x1
2 − y12, Fy = 3x1y1, (5.17)

where r1 =
[
x1 y1

]⊤
, x1 = x− xd, y1 = y − yd.

We are now ready to state the following theorems, which establish the asymptotic convergence

of system trajectories x(t) to the desired state xd =
[
xd yd 0 0 0 0

]⊤
.

Control design for the subsystem Σ1

Theorem 1 The trajectories η(t) =
[
x(t) y(t) ψ(t)

]⊤
of the subsystem Σ1 globally asymp-

totically converge to the desired configuration ηd =
[
xd yd 0

]⊤
under the control laws

u = γ1(·), r = γ2(·) given as

γ1(·) = −k1 sgn
(

r⊤1
[
cosψ
sinψ

])

tanh (µ‖r1‖) , (5.18a)

γ2(·) = −k2(ψ − φ) + φ̇, (5.18b)

where k1, k2 > 0, φ = atan2(Fy,Fx) is the orientation of the vector field (4.33) at (x, y) and

the function sgn(·) : R→ {−1, 1} is defined as: sgn(a) =

{
1, if a ≥ 0,
−1, if a < 0.

.
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Proof of Theorem 1

Let us first prove the following lemma:

Lemma 1 The orientation error e = ψ − φ is exponentially stable to zero under the control
law (5.18b).

Proof Take the positive definite, radially unbounded function Ve =
1
2e

2, then its time deriva-
tive reads

V̇e = e ė
(4.31c)
= (ψ − φ)(r − φ̇) (5.18b)

= −k2(ψ − φ)2 = −2k2Ve.
Thus, the ψ is globally exponentially stable to the orientation φ(x, y) , atan2(Fy,Fx) of the
vector field F(·), where Fy, Fx are given by (5.17). �

In order to study the convergence of the trajectories η(t) to ηd, one can take a function V in
terms of the position errors x1 = x− xd, y1 = y − yd and the orientation error e = ψ − φ as

V =
1

2
(x1

2 + y1
2) +

1

2
e2 = V1 +

1

2
e2,

which is positive definite w.r.t.
[
x1 y1 e

]⊤
and radially unbounded, and take its time deriva-

tive as

V̇ = V̇1 + e ė
(5.14),(5.18b)

= −k2e2 +
[
x1 y1

] [ cosψ
sinψ

]

u+
[
x1 y1

] [− sinψ
cosψ

]

v. (5.19)

The behavior of V̇ depends on the velocity v. If v can be seen as a bounded perturbation that

vanishes at
[
x1 y1 e

]⊤
= 0, then this point is an equilibrium of the kinematic subsystem

Σ1, (in the sense that, for x1 = y1 = 0, one has e = 0⇒ ψ = φ|x1=y1=0 = 0) and therefore it is
meaningful to analyze its (asymptotic) stability. Since v comes from the control input ζ = ur,
one should study its evolution in an ISS framework.

With this insight, consider the candidate ISS-Lyapunov function

Vv =
1

2
v2

and take its time derivative:

V̇v = −
m11

m22
v(ur)−

( |Yv|
m22

v2 +
|Yv|v||
m22

|v| v2
)

,

where by definition Yv, Yv|v| < 0 and w(v) = |Yv|
m22

v2 +
|Yv|v||
m22

|v| v2 is a continuous, positive
definite function. Take 0 < θ < 1, then:

V̇v = −
m11

m22
v(ur)− (1 − θ)w(v) − θw(v)⇒

V̇v ≤ −(1− θ)w(v), ∀v : −m11

m22
v(ur)− θw(v) < 0.

If the control input ζ = ur is bounded, |ζ| ≤ ζb, then

V̇v ≤ −(1− θ)w(v), ∀|v| : |Yv||v| + |Yv|v|||v|2 >
m11

θ
ζb.
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Then, the subsystem (5.14e) is ISS [Kha02, Thm 4.19]. Thus, for any bounded input ζ = ur,
the linear velocity v(t) will be ultimately bounded by a class K function of supt>0 |ζ(t)|. If
furthermore ζ(t) = u(t)r(t) converges to zero as t → ∞, then v(t) converges to zero as
well [Kha02].

Consequently, if the control inputs u = γ1(·), r = γ2(·) are bounded functions which converge
to zero as t → ∞, then one has that v(t) is bounded and furthermore, v(t) → 0 as t → ∞.
Therefore, first note that the control input u(t) is bounded by construction. Furthermore, one
has out of (5.18b) that the control input r(t) is bounded as well, since e, φ̇ are bounded. Thus,
v(t) is bounded: |v(t)| ≤ vb.
Going back to (5.19), substituting u = γ1(x, y) by (5.18a) yields:

V̇ = V̇1 − k2e2 = −k1
∣
∣
∣

[
x1 y1

] [ cosψ
sinψ

]∣
∣
∣ tanh(µ‖r1‖) +

[
x1 y1

] [ cos(π
2
−ψ)

sin(π
2
−ψ)

]

v(t)− k2e2.

Since |v(t)| ≤ vb, the derivative V̇ reads:

V̇ ≤ −k1
∣
∣
∣

[
x1 y1

] [ cosψ
sinψ

]∣
∣
∣ tanh(µ‖r1‖) + ‖r1‖vb − k2e2.

Thus, a sufficient condition for V̇1 ≤ 0 can be taken as:

‖r1‖vb ≤ k1
∣
∣
∣r⊤1

[
cosψ
sinψ

]∣
∣
∣ tanh (µ‖r1‖) ≤ k1‖r1‖ tanh (µ‖r1‖)⇒

vb ≤ k1 tanh (µ‖r1‖)⇒ ‖r1‖ ≥
1

µ
artanh(

vb
k1

), (5.20)

where artanh(·) is the inverse hyperbolic tangent function. This condition essentially expresses

that V̇1 ≤ 0 for any position vector r1 =
[
x1 y1

]⊤
that satisfies (5.20).

Consequently, for any initial position r1(0) and for any 0 ≤ r0 ≤ ‖r1(0)‖ that satisfies (5.20), V̇1
is negative in the set {r1

∣
∣ 1

2r0
2 ≤ V1(‖r1‖) ≤ 1

2‖r1(0)‖2}, which verifies that the trajectories
r1(t) enter and remain bounded in the set {r1

∣
∣ V1(r1) ≤ 1

2r0
2}, i.e. that r1(t) enters and

remains into the ball B(0, r0); equivalently, the trajectories r(t) enter and remain into the ball
B(rd, r0).
Note also that within the ball B(rd, r0) the solution r(t) is bounded and belongs into B(rd, r0)
∀t > t1. Then, it follows that its positive limit set L+ is a non-empty, compact invariant set;
furthermore, r(t) approaches L+ as t→∞ [Kha02, Lemma 4.1].

Lemma 2 The trajectories ψ(t) of the kinematic subsystem Σ1 globally asymptotically converge
to the equilibrium ψe = 0 under the control law (5.18b).

Proof Consider the time derivative V̇e = −k2e2 ≤ 0, and denote

Ω = {e | V̇e = 0} ⇒ Ω = {e | ψ = φ(x, y)}.

Then, the trajectories e(t) converge to the largest invariant set M included in Ω.

To identify the largest invariant set M in Ω, note first that the control input r = γ2(·), given
by (5.18b), vanishes for φ̇ = 0, given that the tracking error e = ψ − φ(x, y) is globally
exponentially stable to zero.
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The dynamics of φ = arctan
(
Fy

Fx

)

is φ̇ = ∂φ
∂x

(x, y)ẋ + ∂φ
∂y

(x, y)ẏ. One can verify out of the

analytic expressions of ∂φ
∂x

, ∂φ
∂y

that φ̇ vanishes at the set M = (M1 ∨M2 ∨M3), where:

M1 = {x | x1 = y1 = 0 ∧ ψ = φ
∣
∣
x1=0,y1=0

= 0},
M2 = {x | x1 6= 0 ∧ y1 = 0 ∧ ẏ = 0},
M3 = {x | y1 6= 0 ∧ x1 = 0 ∧ ẋ = 0}.

For angular velocity r = 0, the sets further read:

M1 = {x | x1 = y1 = ψ = 0 ∧ u = v = 0},
M2 = {x | x1 6= 0 ∧ y1 = 0 ∧ ψ = 0 ∧ v = 0},
M3 = {x | y1 6= 0 ∧ x1 = 0 ∧ ψ = π ∧ u = 0}.

However, if the system trajectories start on or enter the set M3, one has u = γ1(·) 6= 0, which
implies that the trajectories escape M3. On the other hand, it is easy to verify that the sets
M1, M2 are invariant w.r.t. the trajectories ψ(t); the set M1 corresponds to the trivial solution
x(t) = 0, whereas M2 corresponds to the system moving along the xG axis with u 6= 0, r = 0.

Thus, φ̇ vanishes at the set (M1 ∨M2). Consequently, the largest invariant set M in Ω reduces
to (M1 ∨M2), where the orientation ψ = 0, since in any other case the control input (5.18b)
yields r 6= 0, which implies that ψ = φ(x, y) does not identically stay in Ω. Consequently, the
orientation trajectories ψ(t) globally asymptotically converge to ψe = 0. �

Going back to the evolution of the position trajectories r(t), note that, within the ball B(rd, r0),
the control input ζ = ur vanishes as r → 0. According to the above analysis, the control input
r(t) vanishes as (ψ → φ(x, y)) ∧ (ψ → 0). Since the dynamics of the linear velocity v are ISS,
one has out of ζ(t)→ 0 that v(t)→ 0 as well.

Consequently, one gets out of (5.20) that the system trajectories r(t) approach the ball B(rd, rb)
of radius:

rb =
1

µ
artanh

(
v(t)

k1

)

,

where rb is the ultimate bound of the system, rb < r0.

Then, as v(t) → 0, one also gets that the ultimate bound rb → 0, i.e. that the trajectories
r(t)→ rd. �

Control design for the subsystem Σ2

Finally, the control inputs τu, τr of the subsystem Σ2 should be designed so that the actual
velocities u(t), r(t) track the virtual control inputs γ1(·), γ2(·).

Theorem 2 The actual velocities u(t), r(t) globally exponentially track the virtual control
inputs γ1(·), γ2(·), respectively, under the control laws τu = ξ1(·), τr = ξ2(·) given as:

τu = m11α−m22vr −Xuu−Xu|u||u|u, (5.21a)

τr = m33β − (m11 −m22)uv −Nrr −Nr|r||r|r, (5.21b)
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where

α = −ku(u− γ1(·)) + (∇γ1)η̇, ku > 0, (5.22a)

β = −kr(r − γ2(·)) + (∇γ2)η̇, kr > 0, (5.22b)

and ∇γk =
[
∂γk
∂x

∂γk
∂y

∂γk
∂ψ

]

is the gradient of γk, k = 1, 2.

Proof of Theorem 2

Proof Under the feedback linearization transformation (5.21) the dynamic subsystem (5.14d),
(5.14f) reads u̇ = α, ṙ = β, where α, β are the new control inputs. Consider the candidate
Lyapunov function:

Vτ =
1

2
(u− γ1(η))2 +

1

2
(r − γ2(η))2 ,

and take its time derivative as

V̇τ = (u− γ1(η)) (u̇− (∇γ1)η̇) + (r − γ2(η)) (ṙ − (∇γ2)η̇) ,

where ∇γk =
[
∂γk
∂x

∂γk
∂y

∂γk
∂ψ

]

, k = 1, 2. Under the control inputs (5.22) one gets

V̇τ = −ku(u− γ1(·))2 − kr(r − γ2(·))2 ≤ −2min{ku, kr}Vτ ,

where ku, kr > 0, which verifies that the actual velocities u, r globally exponentially track the
virtual controls γ1(·), γ2(·), respectively. �

The system trajectories x(t) under the control law (5.21), (5.22), (5.18) are shown in Fig. 5.3,
whereas the control inputs τu, τr and the resulting thrust forces Fp, Fst are shown in Fig.
5.4(a) and Fig. 5.4(b), respectively.

5.4.3 Viable nonholonomic control design

The viability set K of the system (5.14) is determined by the following requirements (Fig. 5.2):

• The target should always be in the camera f.o.v., [−yT , yT ] ⊆ [f2, f1], so that sensing is
effective.

• The laser range Lm must be within given bounds, Lmin ≤ Lm ≤ Lmax, so that the laser
dots on the surface can be effectively detected.

These specifications impose µ = 4 nonlinear inequality constraints of the form cj(x, y, ψ) ≤ 0,
j ∈ J = {1, 2, 3, 4}, written analytically as

c1 : y − x tan(ψ − α) + yT ≤ 0, (5.23a)

c2 : yT − y + x tan(ψ + α) ≤ 0, (5.23b)

c3 : Lmin +
x

cosψ
≤ 0, (5.23c)

c4 : −
x

cosψ
− Lmax ≤ 0. (5.23d)
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Figure 5.3: Response of the system trajectories x(t).

Note that the control law (5.18) yields solutions that, starting from any initial configuration η0
in K converge to (any) desired configuration ηd in K. Nevertheless, the convergent trajectories
η(t) may not be viable in K, in the sense that the control inputs may steer the trajectories
η(t) out of K during some finite time.

Such an example is shown in Fig. 5.5. Assume for now that only the constraint c1(·) given
by (5.23a) is of interest. The vehicle starts on a configuration η0 ∈ K; however, tracking

the reference vector field F(·) under the control law (5.18) on its way to ηd =
[
−0.5 0 0

]⊤

implies that the convergent trajectories η(t) are driven out of K for some finite time, where the
target is no longer in the camera f.o.v.. More specifically, the constraint c1(·) becomes active
when the target lies on the left boundary of the f.o.v., where f2 = −yT (Fig. 5.5, dashed line).
This condition defines a subset Z1 = {z ∈ ∂K | c1(·) = y − x tan(ψ − α) + yT = 0} of ∂K.

From the definition of the regulation map RK(·) (Section 5.2) one has that the viable system

velocities at z ∈ Z1 satisfy ∇c1ż ≤ 0 ⇒ [− tan(ψ−α) 1 −x sec2(ψ−α) ]

[
ẋ
ẏ

ψ̇

]

≤ 0. Substituting the

system equations yields:

[− tan(ψ − α) cosψ + sinψ] u+ [tan(ψ − α) sinψ + cosψ] v − x sec2(ψ − α)r ≤ 0. (5.24)

The viability condition (5.24) verifies that the control inputs (5.18) violate the constraint
c1(z) = 0: at z ∈ Z1 the vehicle moves with u, r, ψ > 0, thus the first and third term are
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Figure 5.4: The resulting control inputs and thrust forces.

> 0, whereas the (in general indefinite) velocity v is not negative enough to satisfy (5.24).
Therefore, the control laws u = γ1(·), r = γ2(·) should be redesigned so that (5.24) holds
∀z ∈ Z1.

To this end, the condition (5.24) offers the way to select viable control inputs when z ∈ Z1.
If the system starts at z with zero linear and angular velocities, then a viable option is to set
u(z) = 0 and r(z) < 0; then, one has v = 0 since (5.14e) reduces to v̇ = 0, and the condition
(5.24) is satisfied, since always x < 0.7

For picking a viable control input r(z), one can choose to regulate the orientation ψ of the
vehicle to the angle φt = atan2(−y,−x), which essentially is the orientation of the vector −η
that connects the vehicle with the target via the angular velocity rviab1 = −k(ψ − φt). In this
way, the system is controlled so that target is centered in the camera f.o.v., avoiding thus the
left boundary.

Similarly, the viability conditions when the remaining constraints become active at some Zj =
{z | cj(z) = 0}, j ∈ {2, 3, 4}, are analytically written as:

∇c2η̇ ≤ 0⇒
[
tan(ψ + α) −1 x sec2(ψ + α)

]
η̇ ≤ 0

(5.14)⇒
[tan(ψ + α) cosψ − sinψ] u+ x sec2(ψ + α)r − [tan(ψ + α) sinψ + cosψ] v ≤ 0, (5.25a)

∇c3η̇ ≤ 0⇒
[
secψ 0 x

]
η̇ ≤ 0

(5.14)⇒ u+ x r − tanψ v ≤ 0, (5.25b)

∇c4η̇ ≤ 0⇒
[
− secψ 0 −x

]
η̇ ≤ 0

(5.14)⇒ tanψ v − u− x r ≤ 0, (5.25c)

and indicate how to select viable control laws for the case that the corresponding constraint
becomes active.

Thus, if z ∈ Z2, i.e. if the target is adjacent to the right boundary of the f.o.v., the system can
be as well controlled so that the target is centered in the camera f.o.v. via rviab2 = −k(ψ−φt);
in this case the resulting angular velocity is rviab2 > 0; given that x < 0 and by choosing the

7This is not the only viable option; any control input
[

u r
]⊤

∈ U(z) such that ∇c1ż ≤ 0 implies that the
constraint c1(z) is not violated.
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Figure 5.5: A convergent solution η(t) given by the control law (5.18) may violate viability
during some (finite) time interval.

control gain k large enough, the term involving r is negative and dominates the remaining
terms in (5.25a).

In the same spirit, for the remaining constraints one can verify that by setting rviab3,4 = 0 and
uviab3,4 by (5.18a) the term involving u is negative, implying that viability is maintained.

Thus, for redesigning the control laws (5.18) so that they are viable at z ∈ Zj , j ∈ J , one can
consider the continuous switching signal

σj(cj) =







0, if cjmin < cj ≤ 0
cj−cj max

cj min−cj max
, if cjmax ≤ cj ≤ cjmin

1, if cj < cjmax

(5.26)

shown in Fig. 5.4.3, and use the control law:

u = σj(cj)uconv + (1− σj(cj))uviabj , (5.27a)

r = σj(cj)rconv + (1− σj(cj))rviabj , (5.27b)

where cjmin, cjmax are a priori defined values for the constraint cj(·), uconv, rconv are the
convergent to the origin control laws given by (5.18) and uviabj , rviabj are viable control laws
at z ∈ Zj. Then, if cj(z) = 0 one has σj(cj) = 0, which ensures that the control laws given by
(5.27) at z ∈ Zj are viable.
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Figure 5.6: The switching signal σj(cj).

Under this control setting, if the system trajectories η(t) evolve away from the subset Zj ∈ ∂K
so that cj(η(t)) < cjmin(η(t)) ∀j ∈ J ∀t ≥ 0, then the viable controls are never activated and
the system is guaranteed to converge to the desired configuration ηd under the convergent
control law (5.18).

On the other hand, if the switch σj(·) is activated at some t ≥ 0, then the vehicle does not track
the convergent to (x, y) = (0, 0) integral curves of the vector field F during the time interval
that σj(cj) 6= 1. If furthermore the corresponding viable control laws are not convergent to
ηd, then the system is no longer guaranteed to converge to ηd. In this case, one can relax the
requirement on the convergence to a single point, and rather choose to establish convergence
to a goal set G ⊂ K of desired configurations, given as

G =
{
ηd ∈ K

∣
∣ xd

2 + yd
2 = d2, ψd = atan2(−yd,−xd)

}
,

where d is a desired distance w.r.t. the target. The viable linear velocity controller is given as

uviab = −k1 sgn
([
x1 y1

] [ cosψ
sinψ

])

tanh(µ‖r1‖), (5.28)

where r1 =
[
x1 y1

]⊤
, x1 = x − xd, y1 = y − yd, xd = d cosψd, yd = d sinψd, ψd =

atan2(−y,−x).
The orchestration of the switching between convergent and viable control laws taking into
consideration all j constraints can be implemented by replacing the switching signal σj(cj)
with the switching signal σ∗ := min(σj), j ∈ J ;

u = min(σj)uconv + (1−min(σj))uviabj , (5.29a)

r = min(σj)rconv + (1−min(σj))rviabj , (5.29b)

In this way, the system switches when necessary to the viable controls uviabj , rviabj that cor-
respond to the constraint j which is closer to be violated.

Finally, note that the control gains k1, k2, ku, kr can be properly tuned so that the virtual
control inputs u, r correspond to thrust forces Fp, Fst that belong into the compact set U =
[−fp, fp]× [−fst, fst].
To evaluate the efficacy of the methodology, let us consider the scenario shown in Fig. 5.7.
The vehicle initiates on a configuration η0 where both the constraints c2(·), c4(·) are active.
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Thus, a viable control law that does not violate both (5.25a), (5.25c) is active at t = 0; in this
case, we chose to use the convergent control law (5.18) as a viable control law, with the control
gains k1, k2 tuned so that none of the constraints is violated. The vehicle moves towards the
nominal desired configuration ηd under (5.29); note that the constraints c4(·), c1(·) become
nearly active during some time intervals, activating the corresponding viable control laws. The
vehicle approaches the goal set G under (5.29) for j = 1, i.e. by regulating the orientation ψ
so that the target is always visible (red path). In this scenario the effect of the viable control

law for c1(·) does not vanish, and thus the vehicle does not converge to ηd =
[
−0.5 0 0

]⊤
,

but rather to a configuration in G. Finally, to ensure that the vehicle will stabilize at some
point in G, the system switches to the viable control law corresponding to j = 1 in a small
ball around rd (blue path).

The evolution of the constraint functions cj(η(t)), j ∈ J is shown in Fig. 5.8; the value of
cj(·) is always non-positive which implies that viability is always maintained.

Figure 5.7: The path x(t), y(t) under the control scheme (5.29). The vehicle converges into a
point of the goal set G.

Finally, Fig. 5.9 shows the resulting path under (5.29) for a case that the vehicle starts on
a point in K, so that the viable control laws are not active (green path). As the vehicle
moves towards ηd the switching signal σ∗ = σ2 becomes < 1, activating the corresponding
viable control law for some finite time interval (red path). The vehicle moves away from the
corresponding boundary Z2 of the set K, yielding σ∗ = 1, and thus eventually converges to ηd
under the convergent control law.
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Figure 5.8: The value of the constraints remains always negative.

5.5 Viable control under a class of bounded disturbances

5.5.1 Robust nonholonomic control design

Let us now assume that the vehicle moves in the presence of an irrotational current of velocity
Vc and direction βc w.r.t. the global frame G. As it will be shown later, the current Vc, βc does
not have to be explicitly known or constant, but rather to correspond to a class of bounded
perturbations so that the velocity is at most equal to a known upper bound.

Following [Fos02], the kinematic and dynamic equations of motion are rewritten including the
current effect as:

ẋ = ur cosψ − vr sinψ + Vc cos βc (5.30a)

ẏ = ur sinψ + vr cosψ + Vc sin βc (5.30b)

ψ̇ = r (5.30c)

u̇r =
m22

m11
vrr +

Xu

m11
ur +

Xu|u|
m11

|ur|ur +
τu
m11

(5.30d)

v̇r = −
m11

m22
urr +

Yv
m22

vr +
Yv|v|
m22

|vr| vr (5.30e)

ṙ =
m11 −m22

m33
urvr +

Nr

m33
r +

Nr|r|
m33

|r| r + τr
m33

, (5.30f)

where νr =
[
ur vr r

]⊤
is the vector of the relative velocities in the body-fixed frame B,

νr , ν − νc and νc =
[
Vc cos(βc − ψ) Vc sin(βc − ψ) 0

]⊤
are the current velocities w.r.t.

frame B.

The system is written as a control affine system with drift vector field f(x) and additive
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Figure 5.9: The vehicle starts moving under the control law (5.27) where σ∗ = 1, i.e. the
convergent control law (5.18) is active (green path). When the constraint c2(·) is nearly
violated the corresponding switching signal σ2 becomes < 1 for some time interval (red path).
The vehicle eventually converges to ηd = [−0.5 0 0]⊤.

perturbations δ(·) as:

ẋ = f(x) +

2∑

i=1

gi(x)ui + δ(·),

where x =
[
η⊤ ν⊤r

]⊤
=

[
x y ψ ur vr r

]⊤
is the state vector, gi(·) are the control

vector fields and δ(·) =
[
Vc cos βc Vc sin βc 01×4

]⊤
is the perturbation vector field.

Note that one gets out of the dynamic nonholonomic constraint (5.30e) that xe = 0 is an
equilibrium point of (5.30) if vr = 0 and urr = 0. The first condition reads v = vc. Then, given
that the linear velocity v of the vehicle along the sway d.o.f. should be zero at the equilibrium,
it follows that vc = 0 ⇒ Vc sin(βc − ψe) = 0 ⇒ Vc = 0 or ψe = βc + κπ, κ ∈ Z. Thus, the
desired orientation ψe = 0 can be an equilibrium of (5.30) if Vc = 0, which corresponds to the
nominal case, or if βc = 0, i.e. if the current is parallel to the x-axis of the global frame G.
Consequently, in the general case that βc 6= 0, the current serves as a non-vanishing perturba-
tion at the equilibrium ηe = 0, and therefore the closed-loop trajectories of (5.30) can only be
rendered ultimately bounded in a neighborhood of ηe = 0.

Thus, the control design for (5.30) reduces into addressing the practical stabilization problem,
i.e. to find state feedback control laws so that the system trajectories η(t) remain bounded
around the desired configuration ηd. Following the control design ideas used in the nominal
case, the system (5.30) is divided into two subsystems Σ1, Σ2, where Σ1 consists of the kine-
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matic equations (5.30a)-(5.30c) and the sway dynamics (5.30e), while the dynamic equations
(5.30d), (5.30f) constitute the subsystem Σ2. The velocities ur, r are considered as virtual
control inputs for the subsystem Σ1, while the actual control inputs τu, τr are used to control
the subsystem Σ2.

We are now ready to study the robustness of the control laws for the nominal system, under
the class of bounded velocity disturbances δ(·).

Control design for the subsystem Σ1

Theorem 3 The trajectories r(t) =
[
x(t) y(t)

]⊤
of the subsystem Σ1 approach the ball

B(rd, rb), while the trajectories ψ(t) globally asymptotically converge to the equilibrium ψe =
βc + κπ, κ ∈ Z, under the control law ur = γ1(·), r = γ2(·) given as:

γ1(·) = −k1 sgn
(

r⊤1

[
cosψ
sinψ

])

tanh (µ‖r1‖) , (5.31a)

γ2(·) = −k2(ψ − φ) + φ̇, (5.31b)

where rb is the ultimate bound given by (5.35).

Proof of Theorem 3

Proof The analysis on the trajectories of the perturbed system is along the same lines as the
one for the nominal one. First, let us prove the following lemma:

Lemma 3 The orientation error e = ψ − φ is exponentially stable to zero under the control
law (5.31b).

Proof Take the positive definite, radially unbounded function Ve =
1
2e

2; then its time deriva-

tive reads V̇e = eė
(5.30c)
= (ψ−φ)(r− φ̇) (5.31b)

= −k2(ψ−φ)2 = −2k2Ve. Thus, ψ is exponentially
stable to the orientation φ(x, y) of the vector field F(r). �

To study the behavior of the system trajectories r(t) under (5.31), consider the Lyapunov
function candidate

Vr =
1

2

(
(x− xd)2 + (y − yd)2

)
=

1

2

(
x1

2 + y1
2
)
, (5.32)

which is positive definite, radially unbounded and of class C∞, and take the derivative of Vr
along the trajectories of (5.30), given that ẋd = 0, ẏd = 0:

V̇r =
[
x1 y1

] [ cosψ
sinψ

]

ur +
[
x1 y1

] [− sinψ
cosψ

]

vr +
[
x1 y1

] [ cos βc
sinβc

]

Vc. (5.33)

The behavior of V̇r depends on the linear velocity vr along the sway d.o.f., as well as on the
external perturbation. Since vr comes from the control input ζ = urr, one should study its
evolution in an ISS framework.
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With this insight, consider the candidate ISS-Lyapunov function Vv = 1
2vr

2 and take its time
derivative

V̇v = −
m11

m22
vr(urr)−

( |Yv|
m22

vr
2 +
|Yv|v||
m22

|vr| vr2
)

.

Following the same analysis as in the nominal case, and given that the control input ζ is
bounded, |ζ| ≤ ζb, one eventually gets for some θ ∈ (0, 1) that:

V̇v ≤ −(1− θ)w(vr), ∀|vr| : |Yv||vr|+ |Yv|v|||vr|2 ≥
m11

θ
ζb.

Thus the subsystem (5.30e) is ISS w.r.t. ζ [Kha02, Thm 4.19], which essentially expresses that
for any bounded input ζ = urr, the linear velocity vr(t) will be ultimately bounded by a class
K function of supt>0 |ζ(t)|. Furthermore, if ζ(t) = ur(t)r(t) converges to zero as t→∞, then
vr(t) converges to zero as well [Kha02].

Remark 2 Note that the control input ζ(t) should vanish at the equilibrium ηe =
[
xe ye ψe

]⊤
,

which is dictated by the direction βc of the external disturbance, since ψe = βc + κπ, κ ∈ Z.
Nevertheless, assuming that the current Vc, βc is known and constant is unrealistic; thus,
knowing a priori the equilibrium ηe is in general infeasible. For this reason we assume that
only the bound ‖δ‖max of the current velocity is known, while the direction βc is arbitrary, so
that

‖δ‖ =
√

(Vc cos βc)2 + (Vc sinβc)2 = |Vc| ≤ ‖δ‖max.

This practically means that the current disturbance can be of any, not necessarily constant
direction βc, as long as |Vc| ≤ ‖δ‖max.

Substituting the control law (5.31a) into (5.33) yields

V̇r =− k1
∣
∣
∣r⊤1

[
cosψ
sinψ

]∣
∣
∣ tanh (µ‖r1‖) +

[
x1 y1

] [− sinψ
cosψ

]

vr +
[
x1 y1

] [ cos βc
sinβc

]

Vc ⇒

V̇r ≤− k1
∣
∣
∣r⊤1

[
cosψ
sinψ

]∣
∣
∣ tanh (µ‖r1‖) + ‖r1‖ (vrb + ‖δ‖max) ,

where vrb is the ultimate bound of the linear velocity vr. Thus, a sufficient condition for V̇r < 0
can be taken as

‖r1‖(vrb + ‖δ‖max) < k1

∣
∣
∣r⊤1

[
cosψ
sinψ

]∣
∣
∣ tanh (µ‖r1‖) ≤ k1‖r1‖ tanh (µ‖r1‖)

⇒ vrb + ‖δ‖max < k1 tanh (µ‖r1‖)⇒ ‖r1‖ >
1

µ
artanh

(
vrb + ‖δ‖max

k1

)

, (5.34)

where artanh(·) is the inverse hyperbolic tangent function.

This condition essentially expresses that one has V̇r < 0 for any position vector r1 =
[
x1 y1

]⊤

that satisfies (5.34). Thus, for any initial position r1(0) and for any r0 < ‖r1(0)‖ that satisfies
(5.34), V̇r is negative in the set {r1

∣
∣ 1

2r0
2 ≤ Vr(‖r1‖) ≤ 1

2‖r1(0)‖2}, which verifies that the
trajectories r(t) enter and remain bounded into the ball B(rd, r0).
Note also that within the ball B(rd, r0) the solution r(t) is bounded and belongs into B(rd, r0)
∀t > t1. Then, it follows that its positive limit set L+ is a non-empty, compact invariant set;
furthermore, r(t) approaches L+ as t→∞ [Kha02, Lemma 4.1].
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Lemma 4 The trajectories ψ(t) of the subsystem Σ1 globally asymptotically converge to the
equilibrium ψe = βc ± π under the control law (5.31b).

Proof To verify the argument, consider the time derivative V̇e = −k2e2 ≤ 0 of the positive
definite, radially unbounded function Ve =

1
2e

2. Denote

Ω = {e | V̇e = 0} ⇒ Ω = {e | ψ = φ(x, y)}.

Then, the trajectories e(t) converge to the largest invariant set M included in Ω.

For identifying the largest invariant set in Ω, note first that the control input (5.31b) vanishes
when φ̇ = 0, given that the tracking error e = ψ − φ(x, y) is globally exponentially stable

to zero. Taking the dynamics of φ = arctan(
Fy

Fx
) yields that φ̇ = f1(x, y)ẋ + f2(x, y)ẏ. The

functions f1(x, y), f2(x, y) vanish only at x = xd, y = yd; nevertheless, it was shown that
the system trajectories r(t) never reach the desired position rd, unless the perturbation is
vanishing. Thus, φ̇ vanishes only when ẋ = ẏ = 0, i.e. at the equilibrium of (5.30), at which
the vehicle’s orientation is ψe = βc ± π. Therefore, the largest invariant set M reduces to
ψe = βc ± π, since if ψ = φ(x, y) 6= ψe, the control input (5.31b) yields r 6= 0, which implies
that ψ does not identically stay in Ω. �

Going back to the position trajectories r(t), one has that within the ball B(rd, r0) the control
input ζ(t) = ur(t) r(t) vanishes as r(t) → 0.8 According to the above analysis, this occurs
when {ψ = φ(x, y)} ∧ {ψ = βc ± π}, i.e. when the orientation ψ of the vehicle is aligned with
the direction of the current, at a point (x, y) where the reference orientation φ(x, y) coincides
with the direction of the current as well; then out of (5.31b) one has r = 0. Since the dynamics
of vr are ISS, it follows that as ζ(t)→ 0, then vr(t)→ 0 as well.

Consequently, one gets out of (5.34) that the system trajectories r(t) eventually approach the
ball B(rd, rb) of radius rb < r0, given as:

rb =
1

µ
artanh

(‖δ‖max

k1

)

, (5.35)

where rb is the ultimate bound of the system.

Note that the ultimate bound rb depends on the norm of the perturbation ‖δ‖max, as well as
on the control gain k1 on the linear velocity, as one would expect from physical intuition. �

At this point, recall that the evolution of the trajectories η(t) should respect the configuration
constraints imposed by limited sensing, for the sensor system to be effective. Thus, for the
scenario considered here, the vehicle is restricted to move on the left hyperplane w.r.t. the
global yG axis (see Fig. 5.10), while its orientation ψ(t) should (roughly) be in

[
−π

2 ,
π
2

]
, so

that the vehicle faces the target.

In this sense, consider the case in Fig. 5.10, where r⊤1 rd > 0. Then:

• Under the control law (5.31a), the vehicle tracks the vector field F(·) and enters the ball

B(rd, r0), with linear relative velocity ur > 0 and r⊤1

[
cosψ
sinψ

]

< 0.

8It is easy to verify that ur(t) given by (5.31a) never vanishes, since r1(t) does not converge to zero.
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Figure 5.10: The marine vehicle is controlled so that it aligns with the direction φ and flows
along the integral curves of the vector field F(·), until its trajectories r(t) remain bounded into
a ball B(rd, r0) and approach the ball B(rd, rb).

• According to Lemma 4, within the ball B(rd, r0), the orientation trajectories ψ(t) con-
verge to the equilibrium ηe.

• The linear velocity of the vehicle along the surge d.o.f. at the equilibrium is u = 0, which
out of ur , u− uc yields: ur = −uc = −Vc cos(βc − ψe).

• The control input ur given by (5.31a) at the equilibrium should be > 0 as well; otherwise

one has out of (5.31a) that r⊤1

[
cosψe

sinψe

]

> 0, i.e. that the vehicle does not face towards

the target, which is undesirable.

• Then, it follows that cos(βc − ψe) < 0. Given that ψe = βc + κπ, this further reads:
cos(βc − ψe) = −1⇒ cos(βc − ψe) = cos π ⇒ ψe = βc − π.

• Consequently, in order to have: ψe ∈
[
−π

2 ,
π
2

]
, so that the vehicle faces the target, it

follows that βc ∈
[
π
2 ,

3π
2

]
, i.e. that r⊤1

[
cos βc sin βc

]
> 0.

Remark 3 In the remaining of the paper we consider the class of bounded perturbations

δ =
[
Vc cos βc Vc sin βc 01×4

]
, ‖δ‖ ≤ ‖δ‖max, such that r⊤1

[
cos βc sin βc

]
> 0,

as the one shown in Fig. 5.10. For r⊤1 rd > 0 in particular, i.e. for the vehicle starting at a
position r1 “behind" the desired position rd, it follows that the current direction should be so
that cos βc < 0.
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Control design for the subsystem Σ2

Theorem 4 The actual velocities ur(t), r(t) globally exponentially track the virtual control
inputs γ1(·), γ2(·), respectively, under the control laws τu = ξ1(·), τr = ξ2(·) given as

τu = m11α−m22vrr −Xuur −Xu|u||ur|ur, (5.36a)

τr = m33β − (m11 −m22)urvr −Nrr −Nr|r||r|r (5.36b)

where

α = −ku(ur − γ1(·)) + (∇γ1)η̇, ku > 0, (5.37a)

β = −kr(r − γ2(·)) + (∇γ2)η̇, kr > 0. (5.37b)

Proof of Theorem 4

Proof Under the feedback linearization transformation (5.36), the corresponding dynamic
equations (5.30d), (5.30f) read u̇r = α, ṙ = β, respectively, where α, β are the new control
inputs.

Consider the candidate Lyapunov function

Vτ =
1

2
(ur − γ1(·))2 +

1

2
(r − γ2(·))2

and take its time derivative as

V̇τ = (ur − γ1(·))
(

u̇r −
∂γ1
∂η
η̇

)

+ (r − γ2(·))
(

ṙ − ∂γ2
∂η
η̇

)

.

Then, under the control inputs (5.37) one gets

V̇τ = −ku(ur − γ1(·))2 − kr(r − γ2(·))2 ≤ −2min{ku, kr}Vτ ,

which verifies that the actual velocities ur(t), r(t) are globally exponentially stable to the
virtual velocities γ1(·), γ2(·), respectively. �

5.5.2 Viable controls in the set K

Assume that the vehicle is at a configuration z ∈ Zj where Zj = {z ∈ ∂K | cj(·) = 0}, i.e.
that j-th constraint becomes active. The map of viable controls at z ∈ Zj is given as

RK(z) := {τ ∈ T (z) | ∇cj(·) η̇ ≤ 0},
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where ∇cj(·) =
[
∂cj
∂x

∂cj
∂y

∂cj
∂ψ

]⊤
is the gradient of cj(η). Thus, the necessary conditions for

selecting viable controls when the j-th constraint becomes active are analytically written as:

∇c1η̇ ≤ 0⇒
[
− tan(ψ − α) 1 −x sec2(ψ − α)

]
η̇ ≤ 0

(5.30)⇒ [− tan(ψ − α) cosψ + sinψ] ur

− x sec2(ψ − α)r + [tan(ψ − α) sinψ + cosψ] vr − tan(ψ − α)Vc cos βc + Vc sin βc ≤ 0,
(5.38a)

∇c2η̇ ≤ 0⇒
[
tan(ψ + α) −1 x sec2(ψ + α)

]
η̇ ≤ 0

(5.30)⇒ [tan(ψ + α) cosψ − sinψ] ur

+ x sec2(ψ + α)r − (tan(ψ + α) sinψ + cosψ) vr + tan(ψ + α)Vc cosβc − Vc sinβc ≤ 0,
(5.38b)

∇c3η̇ ≤ 0⇒
[
secψ 0 x

]
η̇ ≤ 0

(5.30)⇒ ur + x r − tanψ vr + secψVc cos βc ≤ 0, (5.38c)

∇c4η̇ ≤ 0⇒
[
− secψ 0 −x

]
η̇ ≤ 0

(5.30)⇒ tanψ vr − ur − x r − secψVc cosβc ≤ 0. (5.38d)

Given that the velocities ur, r serve as the control inputs, one should check whether the
convergent control law (5.31) satisfies the viability conditions (5.38) at z ∈ Zj. If this is not
the case, then the control law should be re-designed so that the viability conditions are met
at z ∈ Zj. Clearly, if more than one constraints become active at the same time at some
z ∈ ⋂

j∈J Zj, the corresponding conditions should hold at the same time.

The conditions (5.38) offer the way to select viable control inputs at z ∈ Zj. Consider, for
instance, that z ∈ Z1, which corresponds to the target being adjacent to the left boundary of
the f.o.v.; then one can choose to regulate the orientation ψ to the angle φt = atan2(−y,−x)
via the angular velocity rviab1 = −k(ψ − φt), as one did for the nominal case. In this way, the
vehicle is controlled so that target is centered in the camera f.o.v.. To select the gain k in a
robust, yet conservative, way one can resort to picking k so that the resulting rviab1 dominates
the worst-case remaining terms in (5.24), i.e. the worst-case terms involving the upper bounds
|ur|, vrb , ‖δ‖. Similarly, if z ∈ Z2, i.e. if the target is adjacent to the right boundary of the
f.o.v., the system can be as well controlled so that the target is centered in the camera f.o.v.,
via rviab2 = −k(ψ − φt). In the same spirit, for the remaining constraints and for the class of
perturbations considered in this paper (see the previous section) one can verify that by setting
rviab3,4 = 0 and ur,viab3,4 by (5.31a), where k1 ≥ Vc, the term involving ur is negative and
dominates the worst-case term involving Vc, implying that viability is maintained.

Therefore, for redesigning the control laws (5.31a), (5.31b) so that they are viable at z ∈ Zj
one can consider the continuous switch (5.26) and use the control law

ur = σj(cj)ur,conv + (1− σj(cj))ur,viabj , (5.39a)

r = σj(cj)rconv + (1− σj(cj))rviabj , (5.39b)

where ur,conv, rconv are given by (5.31), and ur,viabj , rviabj are control inputs satisfying the cor-
responding condition out of (5.25) at z ∈ Zj . The orchestration of the switching between con-
vergent and viable control laws taking into consideration all j constraints can be implemented
similarly to the nominal case, by replacing the switching signal σj(cj) with σ∗ = min(σj),
j ∈ J :

ur = min(σj)ur,conv + (1−min(σj))ur,viabj , (5.40a)

r = min(σj)rconv + (1−min(σj))rviabj , (5.40b)
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Figure 5.11: The path x(t), y(t) under the control scheme (5.40). The vehicle converges into
a point of the goal set G.

so that the system switches when necessary to the viable controls ur,viabj , rviabj that correspond
to the constraint j which is closer to be violated.

In the case that the control laws ur,viab, rviab are not convergent into the ball B(rd, r0), the
switching control law (5.39) does not any longer guarantee the convergence of the system
trajectories r(t) into B(rd, r0). In this case, one can relax the requirement on the convergence
into B(rd, r0) where rd a single point, and rather consider a set C ⊂ K of desired configurations
as

C =
{
ηd ∈ K

∣
∣ xd

2 + yd
2 = d2, ψd = atan2(−yd,−xd)

}
,

where d is the desired distance w.r.t. the target, which define a circle of center (x, y) = (0, 0)
and radius d. Then, the vehicle can be controlled to converge into the set G, defined as the
union of the balls B(rd, r0), rd ∈ C (Fig. 5.13). To do so, the viable velocities in (5.39) are
chosen as

ur,viab = −k1 sgn
(

r⊤1

[
cosψ
sinψ

])

tanh(µ‖r1‖), (5.41a)

rviab = −k(ψ − φt), (5.41b)

where φt = atan2(−y,−x), x1 = x− xd, xd = d cosψd, y1 = y − yd, yd = d sinψd. Following
the analysis in the previous sections, one has that the vehicle approaches the ball of radius

rb =
1
µ

artanh
(
‖δ‖max

k1

)

around some rd ∈ C. If the current direction βc belongs into the cone
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Figure 5.12: The value of the constraints remains always negative.

of angle δ shown in Fig. 5.13, then the vehicle converges into the “nominal" ball B(rd, r0),
shown in red.

Figure 5.13: The vehicle is forced to converge into a goal set G ⊂ K, defined as the union of
the balls B(rd, r0), where rd belong to the circle C.

Finally, the control gains k1, k2, ku, kr can be properly tuned so that the “virtual" control
inputs ur, r correspond to thrust forces Fp, Fst that belong into the compact set U = [−fp, fp]×
[−fst, fst].
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5.6 Conclusions

This chapter presented a method for the feedback control design of nonholonomic systems which
are subject to state constraints defining a viability set K. Using concepts from viability theory,
the necessary conditions for selecting viable control laws for a nonholonomic system were given.
Furthermore, a class of nonholonomic control solutions were redesigned in a switching control
scheme, so that system trajectories starting in K converge to a goal set G in K, without ever
leaving K. As a case study, the control design for an underactuated marine vehicle subject
to configuration constraints due to limited visibility, as well as to a class of bounded external
disturbances, was treated. Viable state feedback control laws in the constrained set K, which
furthermore establish convergence to a goal set G ⊂ K were constructed. Future extensions
include the consideration of a wider class of external perturbations.
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Chapter 6

Maintaining visibility for leader-follower formations in obstacle
environments

Abstract

This chapter addresses the problem of controlling a leader-follower formation of two unicycle
mobile robots, that move under visibility constraints in a known obstacle environment. Visibil-
ity constraints are realized as nonlinear inequality state constraints, that determine a visibility
set K. Maintaining visibility is thus translated into controlling the robots so that system
trajectories starting in K always remain in K. We provide the necessary and sufficient condi-
tions under which visibility is maintained, as well as a control scheme that forces the follower
to converge and remain into a set of desired configurations with respect to the leader, while
maintaining visibility. Based on these results, we also propose a cooperative control scheme for
the motion of the formation in a known obstacle environment, so that both collision avoidance
and maintaining visibility are ensured. The proposed control schemes are decentralized, in the
sense that there is no direct communication between the robots, nor global state feedback is
available to them. The efficacy of our algorithms is evaluated through computer simulations.

6.1 Introduction

Control of leader-follower (L−F) formations has seen an increasing interest during the past
few years, stimulated in part by the recent technological advances in communications and
computation, which have allowed for the development of multi-agent systems that accomplish
tasks effectively and reliably. Within the field of mobile robotics in particular, L−F formations
arise in applications ranging from surveillance and inspection to exploration and coverage.
From a practical point of view, the case when limited sensing and/or limited communication
among the robots are imposed is of particular interest; for instance, a very likely scenario for
mobile robots operating in indoor environments is that global state feedback is not available
to all robots, or that communication among them is restricted. These specifications impose
various types of constraints to each robot, extending to the whole system, and should be taken
into account during the control design.

In this chapter we consider the case of two mobile robots with unicycle kinematics that have
to operate in a known environment with obstacles, while communication between them is not
available. Assume that one of the robots (the leader L) is given a high-level motion plan
for moving from an initial to a goal state in the free space. The task for the second robot
(the follower F) is to move while keeping a fixed distance and orientation w.r.t. L, using the
information from an onboard camera only, while also avoiding collisions.
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The problem of maintaining formations using vision-based control is quite popular in the
literature [DFK+02, CSVS03, MMP+09]; in these contributions the robots are assumed to
have omnidirectional cameras, and that the leader’s linear and angular velocities are either
communicated to, or estimated by the follower.

However, when communication is absent and the onboard sensors have limited capabilities
(e.g. limited range and/or angle-of-view), the robots can stay connected if and only if L is
always visible in the f.o.v. of F. The latter specification imposes a set of visibility constraints,
which should never be violated so that F always maintains visibility with L. The problem
of controlling a nonholonomic robot so that it maintains visibility with either a fixed target
(e.g. a landmark), or a moving target (e.g. an agent), has recently seen an increasing interest,
see [KR05,BMCH07,SFPB10,MBP11] and the references therein. Moreover, when the robots
have to operate in obstacle environments, avoiding collisions with obstacles, as well as between
robots should be guaranteed.

This chapter proposes a feedback control solution for an L−F formation of two unicycle mobile
robots, that move in a known obstacle environment under visibility constraints and without
explicit communication between them. Visibility constraints are realized as nonlinear inequal-
ities in terms of the system states, that determine a closed subset K of the state space, called
the visibility set K. Maintaining visibility can thus be translated into controlling the robots
so that system trajectories starting in K always remain in K (Section 6.2). Inspired by ideas
from viability theory [Aub91], we provide the conditions for visibility maintenance, as well as a
control scheme that forces F to converge and remain into a set of desired configurations w.r.t. L
while maintaining visibility (Sections 6.3, 6.4). We also propose a cooperative control scheme
for the L−F motion in a known obstacle environment, so that both collision avoidance and
maintaining visibility are ensured (Section 6.5). The proposed control schemes are decentral-
ized, in the sense that there is no direct communication between the robots, nor global state
feedback is available to them. The follower is localized w.r.t. L, however is aware neither of
the leader’s navigation plan, nor of its velocities at each time instant. The leader is not aware
of the follower’s state, but rather moves in a way that indirectly ensures collision avoidance
for both of them. The efficacy of our algorithms is evaluated through simulations.

6.2 Mathematical Modeling

6.2.1 Leader-Follower Kinematics

Consider two unicycle mobile robots moving in L−F formation. The motion of each one of
the robots L, F, w.r.t. a global frame G is described by

q̇i = G(qi)vi ⇒





ẋi
ẏi
θ̇i



 =





cos θi 0
sin θi 0
0 1





[
ui
wi

]

, (6.1)

where i ∈ {L,F}, qi =
[
xi yi θi

]⊤
is the configuration vector of i, ri =

[
xi yi

]⊤
is the

position vector and θi is the orientation of i w.r.t. frame G, ui, wi are the linear and angular
velocity of i in the body-fixed frame (L or F).
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To describe the motion of F w.r.t. the leader frame L, consider the position vector r =
[
x y

]⊤

of F w.r.t. L, given as r = R(−θL) (rF − rL), and take the time derivative as

ṙ = Ṙ(−θL) (rF − rL) +R(−θL) (ṙF − ṙL) , (6.2)

where

R(−θL) =
[
cos(−θL) − sin(−θL)
sin(−θL) cos(−θL)

]

=

[
cos θL sin θL
− sin θL cos θL

]

(6.3)

is the rotation matrix of the frame L w.r.t. frame G, and

Ṙ(−θL) =
[

0 wL

−wL 0

]

R(−θL). (6.4)

Substituting (6.3), (6.4), (6.1) into (6.2) and after some algebra one eventually gets
[
ẋ
ẏ

]

=

[
−1 y
0 −x

] [
uL
wL

]

+

[
cos(θF − θL)
sin(θF − θL)

]

uF. (6.5)

Define β = θF − θL; then differentiating w.r.t. time yields

β̇ = θ̇F − θ̇L = wF − wL. (6.6)

Combining equations (6.5) and (6.6) yields the system equations





ẋ
ẏ

β̇



 =





cos β 0
sin β 0
0 1





[
uF
wF

]

︸ ︷︷ ︸

f(q,vF)

+





−1 y
0 −x
0 −1





[
uL
wL

]

︸ ︷︷ ︸

g(q,vL)

, (6.7)

where q =
[
x y β

]⊤ ∈ C is the state vector, including the position r =
[
x y

]⊤
and

orientation β of F w.r.t. the leader frame L, C is the state space, vF =
[
uF wF

]⊤ ∈ UF
is the vector of control inputs, UF ⊂ R

2 is a compact set denoting the control space, and

g(q,vL) ∈ R
3 can be seen as a perturbation vector field, where vL =

[
uL wL

]⊤ ∈ UL ⊂ R
2 is

the vector of control inputs of L.

Note that the perturbation is vanishing if and only if g(q,vL) = 0, which occurs if and only if
vL = 0. Consequently, the motion of L can be thought as a non-vanishing perturbation to F.

6.2.2 Visibility constraints

The follower F is assumed to have an onboard camera with angle-of-view 2α < π, and that
it can reliably detect objects which are within a maximum range Ls as shown in Fig. 6.1.
These specifications define a "cone-of-view" for F, which essentially is an isosceles triangle (in
obstacle-free environments). Assume also that F is localized w.r.t. L, i.e. that the distance
r =

√

x2 + y2, as well as the bearing angle φ ∈ (−π, π] are measured. Consequently, at each
time instant t, F can detect L if and only L is in the cone-of-view, i.e.

|φ| ≤ α and r ≤ Ls(φ) =
Ls cosα

cosφ
. (6.8)
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Figure 6.1: The system setup in an obstacle environment.

These constraints define a closed subset K of C, given as

K = {q ∈ C | hk(q) ≤ 0, k = 1, 2} , (6.9)

where h1 = |φ| − α and h2 = r−Ls(φ), which we call the visibility set K. The set K includes
every configuration q for which visibility is maintained. Then, controlling F, L so that the
resulting trajectories q(t) never escape K, implies that visibility is always maintained.

Consequently, the problem of maintaining visibility for (6.7) reduces into finding control inputs
vF ∈ UF for F, such that the visibility constraints (6.8) are met ∀t ≥ 0, despite the (non-
vanishing) perturbation g(q,vL) that is induced by L.

6.3 Control Design for the Nominal System

Consider the nominal system (6.7), given for g(q,vL) = 0, i.e. for uL = wL = 0, in an
obstacle-free environment. Setting the global frame G , L yields qL , 0, q , qF.

The task for F is defined as to converge to a distance rd w.r.t. L with angle φ = 0, where
2r0 ≤ rd ≤ Ls cosα, r0 is the radius of the robots; in that way, L is centered in the camera

f.o.v.. This requirement specifies a manifoldM of desired configurations: qd =
[
xd yd θd

]⊤

for F,
M =

{
qd ∈ C

∣
∣ xd

2 + yd
2 = rd

2, θd = atan2(yd, xd) + sign(yd)π
}
.

Thus, the control design for F reduces into finding a feedback control law vF = γ(q) such
that F converges to the manifold M, while the trajectories q(t) , qF(t) satisfy the visibility
constraints (6.8) ∀t ≥ 0, so that they always remain into K.

6.3.1 Convergence to a desired configuration

A control solution yielding global asymptotic convergence to a desired configuration qd ∈ M
for the unicycle can be given using the concept of dipolar vector fields. A dipolar vector field
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F : R2 → R
2 has integral lines that all lead to the origin (x, y) = (0, 0) of the global frame G,

is non-vanishing everywhere in R
2 except for the origin, and is given as

F(r) = λ(p⊤r)r − p(r⊤r), (6.10)

where λ ≥ 2, p ∈ R
2 and r =

[
x y

]⊤
is the position vector w.r.t. G.

The main characteristic of a dipolar vector field (6.10) is that its integral lines converge to the

origin (0, 0) with the direction ϕp of the vector p. Then, choosing the vector p =
[
px py

]⊤

such that ϕp = atan2(py, px) , θd, reduces the orientation control of the unicycle into forcing
it to align with the integral curves of the dipolar vector field.

Thus, if the vector p is assigned on a desired position rd =
[
xd yd

]⊤ ∈ M, then one gets a

dipolar vector field whose integral lines converge to rd having the desired orientation ϕp , θd.

The analytic form of F = Fx
∂
∂x

+Fy
∂
∂y

for p =
[
px py

]⊤
is given by (6.10) and reads:

Fx = 2pxx1
2 − pxy12 + 3pyx1y1, (6.11a)

Fy = 2pyy1
2 − pyx12 + 3pxx1y1. (6.11b)

where r in (6.10) has been substituted by r1 =
[
x1 y1

]⊤
, r1 = r − rd.

Theorem 1 The trajectories q(t) =
[
x(t) y(t) θF(t)

]⊤
of the nominal system (6.7) globally

asymptotically converge to the desired configuration qd under the control law vF =
[
uF wF

]⊤

given as

uF = −k1 sgn
(

r⊤1
[
cos θF
sin θF

])

‖r1‖, (6.12a)

wF = −k2(θF − ϕ) + ϕ̇, (6.12b)

where k1, k2 > 0, ϕ = atan2(Fy,Fx) is the orientation of the vector field at (x, y), sgn(·) is
defined as sgn(a) = 1, if a ≥ 0 and sgn(a) = −1, if a < 0. The proof follows the same pattern
as in the case of the unicycle in Chapter 4.

6.3.2 Maintaining Visibility

The control law (6.12) forces F to converge to a desired configuration qd ∈ M, which belongs
to the visibility set K. However, the trajectories q(t) do not necessarily belong to the visibility
set K ∀t ≥ 0, i.e. L may not be visible to F at least during some finite time interval. This
mainly depends on the choice of qd ∈ M, which specifies the vector p for the reference vector
field (6.10), i.e. the reference orientation ϕ(t) that the robot has to track via (6.12b).

Thus, given an initial condition qF(0) ∈ K, one should first select a qd ∈ M that ensures
visibility maintenance under (6.12). In this respect, note that not all possible desired positions
rd belong to the cone-of-view at each time instant t; see Fig. 6.2 and assume that t = 0: the
desired positions rd ∈ R

2 belong to the circle c = {r ∈ R
2 | x2 + y2 = rd

2}, centered at
the origin (i.e. at L); however, only the positions on the arc V shown in bold belong to the
cone-of-view of F. Thus, it makes sense to pick some rd ∈ V.
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Furthermore, out of the available options, it makes sense to pick the position rd ∈ V which
lies on the line that connects the two robots. In this case, the orientation error to be regulated
via the control input wF is e = θF − ϕ(x1, y1), where ϕ(x1, y1) = ϕp = θd (Fig. 6.2), while
φ = ϕp − θF = −e. Moreover, one has that e is exponentially stable to zero, since

ė = θ̇F − ϕ̇p
(6.12b)
= −k2(θF − ϕp) = −k2e,

which in turn implies that φ̇ = −k2φ. Consequently, by choosing the desired configuration
qd as described above and under the control input (6.12b), any initial angle φ(0) ∈ K is
exponentially stable to φ = 0. This condition is substantial for ensuring that visibility is
maintained, since it implies that the constraint h1(·) ≤ 0 is forced to its minimum.

Figure 6.2: Determining the vector p and the desired position rd on R
2

In order to ensure that the system trajectories q(t) never escape the visibility set K, one
has to consider how the system behaves on the boundary ∂K of K, where at least one of
the constraints becomes active: hk(q) = 0 for some k. In particular, for q ∈ ∂K one has
to check whether the system vector field q̇ = G(q)vF(q) is "tangent" to K, for bringing the
solution q(t) back in the interior of K.1 Thus, given that the constraints hk(·) : R3 → R are
continuously differentiable functions, one has thus to check whether

ḣk(q) = ∇hk(q)q̇ = ∇hk(q)G(q)vF(q) < 0, (6.13)

for the points where hk(q) = 0, for each k. If (6.13) holds, then the value of hk(q) is forced
to decrease, bringing the trajectory q(t) into the visibility set K.2 In other words, visibility is

1This "tangency" condition is the main concept in viability theory, and is realized via the concept of the
contingent cone TK(x) to a set K defined by inequality constraints [Aub91,AF90].

2For linear and smooth nonlinear systems, the viability property has been introduced as "controlled invari-
ance". The reader is referred to [Aub91] for a thorough introduction to viability theory.
If (6.13) holds with ≤ instead of <, then the system trajectories are forced either on the boundary, or in the
interior of K.
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maintained if and only if the condition (6.13) holds ∀k. Consequently, if (6.13) does not hold
for some k, switching to a different control vF(q) that satisfies (6.13) should occur.

Similarly, the necessary conditions for maintaining visibility when all the constraints are active
at the same time are written using the Jacobian matrix Jh(q) of the map h = (h1(·), h2(·)) :
R
3 → R

2 as

Jh(q)q̇ < 0, where Jh(q) =

[
∂h1
∂x

∂h1
∂y

∂h1
∂θF

∂h2
∂x

∂h2
∂y

∂h2
∂θF

]

. (6.14)

( )2�

( )1�

A

B

F

( )2r

( )1r

2
F

π
θ −F

θ

dr

( ), rB εdr

Figure 6.3: In an obstacle-free environment, the viability constraints are nearly violated on the
boundary of the cone of view (visibility at stake)

The first visibility constraint is active: h1(·) = 0

To illustrate this, consider the boundary configurations of the system shown in Fig. 6.3. The
first visibility constraint is active when h1(q) = 0⇔ φ = ±α; in this case, the leader L lies on
either the side AF, or the side BF of the cone of view. The second visibility constraint is active
when h2(q) = 0 ⇔ r = L cosα

cosφ ; in this case, L lies on the side AB. The visibility constraints
are both active at the same time when L lies on either A or B.

In order to determine the conditions under which the first visibility constraint h1(q) = |φ| −α
is not violated, consider φ ≥ 0 and take the time derivative as

ḣ1 =
[

− y
x2+y2

x
x2+y2

−1
]





uF cos θF
uF sin θF
wF



 =
uF

x2 + y2
(x sin θF − y cos θF)− wF. (6.15)
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Substituting the control law (6.12) into (6.15) yields

ḣ1 =

−k1 sgn
(

r⊤1

[
cos θF
sin θF

])

‖r1‖

x2 + y2

(
[
x y

]
[
cos(θF − π

2 )
sin(θF − π

2 )

])

− k2φ− ϕ̇p,

where the first term is > 0 and −k2φ− ϕ̇p < 0. Thus, the control gains k1, k2 should be chosen
so that ḣ1 < 0. Similarly, one can verify the same result for φ < 0.

The second visibility constraint is active: h2(·) = 0

For the second visibility constraint, take the time derivative of h2(q) = r−L cosα
cosφ for φ ≥ 0, as

ḣ2 =
uF

√

x2 + y2
(
[
x y

]
[
cos θF
sin θF

]

+
L cosα tanφ

√

x2 + y2 cosφ

[
x y

]
[
− sin θF
cos θF

]

) +
L cosα tan φ

cosφ
wF.

(6.16)

Substituting the control law (6.12) into (6.16) yields

ḣ2 =

−k1 sgn
(
[
x1 y1

]
[
cos θF
sin θF

])

‖r1‖
√

x2 + y2
(
[
x y

]
[
cos θF
sin θF

]

︸ ︷︷ ︸

<0

+
L cosα tan φ

(x2 + y2) cosφ

[
x y

]
[
− sin θF
cos θF

]

︸ ︷︷ ︸

<0

)+
L cosα tan φ

cosφ
wF

︸ ︷︷ ︸

>0

,

and the control gains k1, k2 should be such that ḣ2 < 0.

Finally, if both constraints are active, one has to pick the control gains so that (6.14) is satisfied,
as follows:

Both visibility constraints are active: h1(·) = 0 ∧ h2(·) = 0

Assume that the system starts on an initial position so that L lies at point A (Fig. 6.3), where
φ = α, x2 + y2 = Ls

2, ‖r1‖ = Ls − rd, ϕ̇p = 0. The first visibility condition reads

ḣ1 =
k1‖r1‖
Ls

2

(

[ x y ]
[
cos(θF−π

2
)

sin(θF−π
2
)

])

− k2α

≤ k1‖r1‖
x2 + y2

√

x2 + y2 − k2α =
k1(Ls − rd)

Ls
− k2α = k1

(

1− rd
Ls

)

− k2α.

Thus a sufficient condition so that the constraint h1(·) = 0 is guaranteed not to increase is:

k1

(

1− rd
Ls

)

≤ k2α. (6.17)

The second visibility condition reads:

ḣ2 =
k1‖r1‖

√

x2 + y2








[
x y

]
[
cos θF
sin θF

]

︸ ︷︷ ︸

<0

+
Ls tanα

(x2 + y2)

[
x y

]
[
− sin θF
cos θF

]

︸ ︷︷ ︸

<0








+Ls tanα k2α
︸ ︷︷ ︸

>0

=

= − k1‖r1‖
√

x2 + y2

∣
∣
∣
∣

[
x y

]
[
cos θF
sin θF

]

+
Ls tanα

(x2 + y2)

[
x y

]
[
− sin θF
cos θF

]∣
∣
∣
∣
+ Ls tanα k2α.
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Thus a sufficient condition so that the constraint h2(·) = 0 is guaranteed not to increase is:

Ls tanα k2α ≤
k1‖r1‖

√

x2 + y2

∣
∣
∣
∣

[
x y

]
[
cos θF
sin θF

]

+
Ls tanα

(x2 + y2)

[
x y

]
[
− sin θF
cos θF

]∣
∣
∣
∣

≤ k1‖r1‖
√

x2 + y2

(
√

x2 + y2 +
Ls tanα

(x2 + y2)

√

x2 + y2
)

=
k1(Ls − rd)

Ls
(Ls + tanα) = k1

(

1− rd
Ls

)

(Ls + tanα)⇒

k2α ≤ k1
(

1− rd
Ls

)
Ls + tanα

Ls tanα
. (6.18)

Combining (6.17) and (6.18) yields:

k1

(

1− rd
Ls

)

≤ k2α ≤ k1
(

1− rd
Ls

)
Ls + tanα

Ls tanα
.

Note that this condition is sufficient for maintaining visibility for the worst-case initial con-
figuration (i.e. on the boundary of the visibility set K where both constraints are active).
Thus, picking the control gains k1, k2 so that this condition holds implies also that visibility
is maintained for any other initial configuration as well.

6.4 Control Design for the Perturbed System

Let us now consider the perturbed system (6.7), where L is moving with uL 6= 0, wL 6= 0 in an
obstacle-free environment. Assume that F is still localized w.r.t. the L, i.e. the position (x, y)
and orientation β w.r.t. the leader frame L is available to F; however F is neither aware of the
leader’s navigation plan, nor of the velocities uL(t), wL(t) at each time instant t.

Therefore, it is reasonable to assume that F has some "a priori" knowledge on the velocity
bounds uLM, wLM of L, in the sense that L is restricted to move at most with velocities
|uL| ≤ uLM, |wL| ≤ wLM.

Furthermore, since the perturbation g(q,vL) is non-vanishing ∀q ∈ C, the desired configuration
qd ∈ M is no longer an equilibrium point of (6.7). In that case, the best one can hope for is
that the system trajectories q(t) will be ultimately bounded by a small bound, given that the
perturbation is small in some sense [Kha02].

Therefore, the task for F is defined as to converge and remain into a ball B(rd, ǫr) of radius
ǫr > 0 around the nominal desired position rd, where rd ∈ M. The control design is based

on the same ideas as for the nominal system: at each time instant t, a vector p =
[
px py

]⊤

is assigned on the position rd ∈ V which lies on the line that connects the two robots, such
that ϕp = atan2(py, px) = θd. F is then controlled to align with and flow along the integral
lines of the resulting vector field, until it converges into B(rd, ǫr). Clearly, ǫr depends on the
perturbation norm ‖g(q,vL)‖.

6.4.1 Ultimate boundedness

Theorem 2 The trajectories r(t) =
[
x(t) y(t)

]⊤
of the perturbed system (6.7) enter and

remain into a ball B(rd, ǫr) around the desired position rd (Fig. 6.3), under the control law
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vF =
[
uF wF

]⊤
where

uF = −k1 sgn
(

r⊤1

[
cos β
sin β

])

‖r1‖ − sgn(p⊤r1)uLM, (6.19a)

wF = −k2(β − ϕ) + ϕ̇, (6.19b)

where k1, k2 > 0, ϕ = atan2(Fy,Fx) is the orientation of the vector field at (x, y), uLM is the

upper bound of the leader’s linear velocity, and ǫr >
|wL|√
k1k2

. A (conservative) estimation for ǫr
can be taken for the bound wLM of the leader’s angular velocity. Note also that if wL → 0,
then ǫr → 0 as well.

Proof of Theorem 2

Proof Consider the function V of the nominal system in terms of the position errors x1 =
x− xd, y1 = y − yd and the orientation error η = β − ϕ, as

V = V1 +
1

2
(β − ϕ)2 = 1

2

(
x1

2 + y1
2
)
+

1

2
(β − ϕ)2,

and take its time derivative along the system trajectories as

V̇
(6.7)
= x1(uF cos β − uL + ywL) + y1(uF sinβ − xwL) + (β − ϕ)(wF − wL − ϕ̇) =

=
[
x1 y1

]
[
cosβ
sinβ

]

uF +
[
x1 y1 β − ϕ

]





−uL + ywL

−xwL

−wL



+ (β − ϕ)(wF − ϕ̇) =

(6.19b)
= r⊤1

[
cos β
sinβ

]

uF + q⊤1 g(q,vL)
︸ ︷︷ ︸

P (q1)

−k2(β − ϕ)2,

where r1 =
[
x1 y1

]⊤
, q1 =

[
r⊤1 β − ϕ

]⊤
.

Note that in this case, the dynamics of the orientation error η = β − ϕ read

η̇ = β̇ − ϕ̇⇒ η̇ = wF − wL − ϕ̇⇒ η̇ = −k2η − wL.

Thus, if wL = 0, it follows that η → 0 exponentially, i.e. that β → ϕ. However, wL is not in
general equal to zero.3 Let us assume that wL is slowly-varying, i.e. that wL is continuously
differentiable and ‖ẇL‖ is sufficiently small [Kha02]. Then, wL can be treated as a frozen
parameter, and the frozen system 0 = −k2η − wL has a continuously differentiable isolated
root η = − 1

k2
wL = h(wL), for which ‖ ∂h

∂wL
‖ = 1

k2
≤ K. To analyze the stability properties

of the frozen equilibrium z = η + 1
k2
wL, take ż = −k2(z − 1

k2
wL) − wL = −k2z. Then, z is

exponentially stable, i.e. η → − 1
k2
wL.

Then, the term P (q1) in V̇ reads

P (q1)
(6.19a)
= −k1

∣
∣
∣r⊤1

[
cos β
sinβ

]∣
∣
∣ ‖r1‖ − sgn(p⊤r1)|uL|r⊤1

[
cos β
sinβ

]

+ q⊤1 g(q,vL),

3It can be set though very small by forcing the leader L to move in obstacle environments as described in
Section 6.5.

107



where

q⊤1 g(q,vL) = −x1uL +
[
x1 y1

]
[
y
−x

]

wL − (β − ϕ)wL.

For η = − 1
k2
wL one has:

q⊤1 g(q,vL) = −x1uL +
1

k2
wL

2,

since
[
x1 y1

]
[
y
−x

]

= 0. Then, one gets:

q⊤1 g(q,vL) = [ x1 y1 ]
[−uL

0

]
+
wL

2

k2
≤ ‖r1‖|uL|+

wL
2

k2
.

To check the signum of P (q1), consider the following cases:

C1. sgn(p⊤r1) = −1 and r⊤1

[
cos β
sinβ

]

< 0. Then,

P (q1) = −
∣
∣
∣r⊤1

[
cos β
sinβ

]∣
∣
∣ (k1‖r1‖+ |uL|) + q⊤1 g(q,vL)

≤ −
∣
∣
∣r⊤1

[
cos β
sinβ

]∣
∣
∣ (k1‖r1‖+ |uL|) + ‖r1‖|uL|+

wL
2

k2
.

The term P (q1) is < 0 if

∣
∣
∣r⊤1

[
cos β
sinβ

]∣
∣
∣ (k1‖r1‖+ |uL|) > ‖r1‖|uL|+

wL
2

k2
⇒

k1‖r1‖2 + ‖r1‖|uL| > ‖r1‖|uL|+
wL

2

k2
⇒

‖r1‖2 >
wL

2

k1k2
⇒ ‖r1‖ >

|wL|√
k1k2

. (6.20)

Note that (6.20) is sufficient, not necessary.

C2. sgn(p⊤r1) = −1 and r⊤1

[
cos β
sinβ

]

≥ 0. This case can be dropped, since it violates the

visibility constraints.

C3. sgn(p⊤r1) = 1 and r⊤1

[
cos β
sinβ

]

> 0. Then,

P (q1) = −
∣
∣
∣r⊤1

[
cos β
sinβ

]∣
∣
∣ (k1‖r1‖+ |uL|) + q⊤1 g(q,vL),

and thus a sufficient condition for P (q1) < 0 is acquired as in case C1.

C4. sgn(p⊤r1) = 1 and r⊤1

[
cos β
sinβ

]

≤ 0. This case can be dropped, since it violates the

visibility constraints.

Consequently, one has P (q1) < 0 for any r1 that satisfies (6.20), yielding

V̇ = P (q1)− k2(β − ϕ)2 < 0.

Consequently, for any initial r1(0) and any 0 < ǫr < ‖r1(0)‖ that satisfies (6.20), V̇ is negative
in the set

{r1
∣
∣
1

2
ǫr

2 ≤ V (‖r1‖) ≤
1

2
‖r1(0)‖2},
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which verifies that r1(t) enters the set {r1
∣
∣ V (r1) ≤ 1

2ǫr
2}, or equivalently, r1(t) enters the

ball B(0, ǫr).
Equivalently, if ǫr is chosen to satisfy (6.20), the system trajectories r(t) enter and remain into
the ball B(rd, ǫr). A conservative estimation for ǫr can be taken for |wL| = wLM. Note also
that if wL → 0, then ǫr → 0 as well. �

6.4.2 Maintaining Visibility

Visibility is maintained for the perturbed system as long as the condition (6.13) holds at
q ∈ ∂K, ∀k.
To illustrate this, consider the time derivative of h1(·) for φ ≥ 0, that reads:

ḣ1 =
[

− y
x2+y2

x
x2+y2

−1
] [ uF cos β−uL+ywL

uF sinβ−xwL
wF−wL

]

=

=
uF

x2 + y2
(x sin β − y cos β)− wF +

yuL
x2 + y2

, (6.21)

and the time derivative of h2(·) for φ ≥ 0, that reads

ḣ2 =
uF√
x2+y2

(

[ x y ]
[
cos β
sinβ

]

+
Ls cosα tan φ√

x2+y2 cos φ
[ x y ]

[
− sinβ
cos β

])

+

+ Ls cosα tan φ

cosφ
wF +

∣
∣

x√
x2+y2 + yLs cosα tan φ

(x2+y2) cos φ

∣
∣uL. (6.22)

Then, the control gains k1, k2 should be chosen such that the constraints are not violated in
the worst-case scenario, where both constraints are active. This in turn yields the following
sufficient condition:

A+
uLM sinα

Ls
≤ wF ≤ A+

uF

Ls
2 tanα

|x cos β + y sin β| −

− uLM
Ls sinα

, where A =
uF

Ls
2 |x sin β − y cos β| .

Remark 4 The above discussion implies that if the control gains k1, k2 in (6.19) are such that
ḣk(q) < 0, ∀q ∈ ∂K, ∀k, then F is guaranteed to maintain visibility w.r.t. L, and furthermore
to converge and remain into the ball B(rd, ǫr). The orientation control (via wF) for F ensures
that φ is exponentially stable to − 1

k2
|wL|, which can be tuned to be ≤ α, i.e. h1(·) is always

forced to be negative. This in turn implies that the system trajectories are forced as far as
possible from the boundary of K that corresponds to h1 = 0. Furthermore, one has from the
convergence analysis of the system trajectories into the ball B(rd, ǫr) that V̇1 is negative in the
set {r1

∣
∣ 1

2ǫr
2 ≤ V1(‖r1‖) ≤ 1

2‖r1(0)‖2}, where V1 = 1
2(x1

2 + y1
2), which implies that the

distance ‖r1‖ decreases under the control law uF; this implies that h2(·) is forced to decrease.
These two conditions verify that if F starts somewhere in the interior of K, or on the boundary
∂K, it never reaches again the boundary ∂K on its way to rd. Finally, collision avoidance
between the two robots is ensured since V̇1 is negative out of the ball B(rd, ǫr).

109



6.5 Motion Planning in Obstacle Environments

The L−F formation is assumed to move in a structured workspace W ⊂ R
2 with known

obstacles (e.g. an indoor corridor environment), where F is controlled by the control law
(6.19). Note that the obstacle environment may affect the cone-of-view at each time instant
(Fig. 6.4), limiting thus the valid initial conditions in the sense that if L is not visible to F at
t = 0, then no solution exists.

The motion of both robots is restricted due to the obstacles, and therefore the trajectories
qL(t), qF(t) should be collision-free. Given that the robots can be represented as circular disks
of radius r0, the obstacles are inflated as shown in Fig. 6.4. Then, the dark grey region around
each obstacle reduces the free space of the robots, while it does not affect visibility; F can still
detect L through this region, but both F, L should not enter into it. This requirement can be
encoded as additional constraint inequalities, so that the same analysis on the boundary of the
viability (safe) set can be applied, as for the visibility constraints.

Consider for instance the boundary AB in Fig. 6.4. The trajectories of F remain safe as
long as F does not cross AB, which reads xF ≤ −(b + r0), encoded as the constraint h01 =
xF + b + r0 ≤ 0, b > 0. Thus, if h01 = 0, safety w.r.t. collision is ensured as long as ḣ01 ≤
0 ⇒ ẋF = uF cos θF ≤ 0. If cos θF ≤ 0, i.e. if

[
cos θF sin θF

]
n ≥ 0, where n =

[
−1 0

]⊤

is normal to ( ~AB), the system should be controlled so that uF ≥ 0. This condition reads
[
uF cos θF uF sin θF

]
n ≥ 0 ⇒

[
ẋF ẏF

]
n ≥ 0 ⇒ 〈ṙF,n〉 ≥ 0, which expresses that the safe

system velocities ṙF should point towards the obstacle-free space. Similarly, if cos θF > 0, i.e. if
[
cos θF sin θF

]
n < 0, the constraint is not violated for uF < 0, which also reads 〈ṙF,n〉 > 0.3

The worst-case initial condition for the system would be to lie on the boundary of the viability
set where all constraints are active; in that case, one has to pick the control inputs vF, vL for F,
L such that Jv(q)q̇ < 0, where Jv(q) is the Jacobian matrix of the map v = (h1(·), h2(·), h0j) :
R
3 → R

j+2, h0j(·) are the j active constraints due to obstacles. If no control inputs satisfy
this condition, then the system should not be allowed to start from, or reach these points.

6.5.1 Control design

In order to design a state feedback control scheme for an L−F formation that has to move
through a corridor environment, we first decompose the free space into rectangular cells. L is
assigned a global high-level discrete motion plan, which indicates the successive order of cells
that L has go through in order to converge to a goal state qdL. Then, a dipolar vector field
(6.10) of certain desired properties is defined into each one of the cells. The desired properties
are specified by the motion plan: the vector field in a cell i is constructed so that its integral
curves point into the interior of the successor cell i + 1 on the exit face of the cell i, while
pointing into the interior of the cell i on each one of the remaining faces (Fig. 6.5). This
approach is similar in spirit with the one in [LL09]. The difference is that the vector fields
defined in each cell i are dipolar, so that the integral curves converge to the midpoint of the
exit face of cell i.

3In general, the safe system velocities on the boundary of obstacles should satisfy nṙF ≥ 0, where n is
the normal vector to the supporting hyperplane of the boundary, which reads ∇h0j ṙF ≤ 0. This condition
represents the contingent cone at the boundary of the safe set.
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Figure 6.4: In an obstacle environment, the "viability" constraints are active on the boundary
of the cone of view (visibility at stake) and on the boundary of the inflated obstacles (safety
due to collisions at stake)

The feedback plan for L is defined as to orient with and flow along the integral curves of the
vector field in each cell. To do so, the control inputs for L are defined as

uL = const ≤ uLM, (6.23a)

wL = −kL(θL − ϕL i) + ϕ̇L i, (6.23b)

where ϕL i is the orientation of the vector field in cell i, kL > 0. Collision avoidance for L is
ensured since by definition each vector field points into the interior of the free space.

The trajectories of L essentially dictate the desired position rd(t) ∈ V (Fig. 6.2) that F has
to track at each t; clearly rd(t) should always lie in the free space. To see if this is always the
case, let us first assume that L, F start in the same cell i, at initial distance r > rd. Initial
configurations that violate visibility are excluded. In the worst case, both robots start on the
boundary of the free space. It is easy to verify that if the initial orientations θL, θF point
into the interior of the cell i, then under the control laws (6.23), (6.19) both robots move into
the cell i, and thus collisions with obstacles are avoided. Inter-robot collision avoidance is
also guaranteed, as shown in Section 6.4; therefore, their motion in cell i is guaranteed to be
collision-free.

However, when L enters cell i+ 1 while F is still in cell i, it is likely that the trajectory qL(t)
will force the desired position rd to eventually enter the obstacle space. To see how, consider
Fig. 6.5: if L is allowed to accurately track the vector field in cell i + 1 after exiting cell i, it
will move in the free space but very close to the obstacle, forcing F to eventually collide with
the obstacle.

This remark implies that L should move with a minimum turning radius RL when entering
into cell i+ 1, such that the trajectories qF(t) do not enter the obstacle space. Note also that
after F has converged into B(rd, ǫr), where ǫr → 0, the L−F formation essentially behaves as
a tractor (L) pulling a trailer (F) with axle-to-axle hitching of length rd [BMSS94].5 Then, if L

5Equivalently, the formation can be kinematically seen as a front-wheel driven car, where β = θF − θL is
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Figure 6.5: The leader L moves through the successive cells i, i+ 1 under (6.23), tracking the
vector fields shown in the free space. Nevertheless, it is likely that the resulting trajectory
qL(t) will force the follower F to eventually collide with obstacles. For this reason, L, F should
move with minimum turning radii RL, RF around corners.

starts moving along a circle of center C and radius RL when it enters cell i+1, it immediately
follows that F will move on a circle of the same center C and radius RF =

√

RL
2 − rd2.

In order to get an estimate for picking a safe RL, consider Fig. 6.6: Assume that at time
instant t⋆, L is at the midpoint of the cell i (driven there by (6.23)) and starts moving in cell
i+1 along a circle of radius RL, while F is at a distance rd w.r.t. L; given that F kinematically
behaves as a trailer, it starts moving along a circle of radius RF =

√

RL
2 − rd2. The radius RF

is depicted in Fig. 6.6 equal to the critical value RF,crit for which the trajectories of F remain
collision-free. The center of rotation C remains constant, and its position at time t⋆ w.r.t. the
(time-varying) leader frame L is

xC(t
⋆) = xF(t

⋆) +RF sin(β(t⋆)),

yC(t
⋆) = yF(t

⋆)−RF cos(β(t
⋆)).

The coordinates of the critical point Z w.r.t. the leader frame L at time t⋆ are

xZ(t
⋆) =

r0
√
2

2
− r0, yZ(t

⋆) = −wi
2

+
r0
√
2

2
− r0. Thus,

RF,crit =

√

(xC(t⋆)− xZ(t⋆))
2 + (yC(t⋆)− yZ(t⋆))

2.

the steering angle and rd is the wheelbase.
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Note also that the smallest critical value RF,crit corresponds to the worst-case scenario shown
in Fig. 6.6, where F is on the boundary of the free space.6 At this point, one has xFw

(t⋆) =

−
√

rd2 − wi
2

4 , yFw
(t⋆) = −wi

2 , cos(βw(t
⋆)) =

√

rd
2−wi

2

4
rd

, sin(βw(t
⋆)) = wi

2rd
. Then, after some

algebra one can verify out of RFw,crit = RFw
that the worst-case safe RFw

is

RFw
=

(

r0
2

√
2− r0 +

√

rd2 − wi
2

4

)2

+
(
r0
2

√
2− r0

)2

wi

rd

√

rd2 − wi
2

4 + wir0
rd

(√
2
2 − 1

)

− 2r0
rd

√

rd2 − wi
2

4

(√
2
2 − 1

) , (6.24)

where the denominator is positive for wi
rd

√

rd
2−wi

2

4
+

2r0
rd

√

rd
2−wi

2

4

(

1−
√

2
2

)

>
wir0
rd

(

1−
√

2
2

)

.

As one would expect from physical intuition, the critical turning radius for F depends on the
robots’ dimension r0, the distance rd between them and the width wi of the cell i. Thus,

if L moves with turning radius RL ≥
√

rd2 +RFw

2, it follows that the trajectories of F are
collision-free. Moreover, one can easily verify out of Fig. 6.6 that the motion of L within cell

i+1 is collision-free as long as RL ≤ wi+1 +RFw

wi

2rd
+
√

rd2 − wi
2

4 . In summary, a safe RL for
L should satisfy

√

r2d +RFw

2 ≤ RL ≤ wi+1 +RFw

wi
2rd

+

√

r2d −
w2
i

4
, (6.25)

where RFw
is given by (6.24), and ensures that the trajectories qL(t), qF(t) are collision-free.

Note that this is a conservative condition, in the sense that RFw
is computed for the worst-

case scenario, since we assumed that L has no information on the position of F at time t⋆.
Nevertheless, given rd, r0 and the cell decomposition, it is easy to a priori check whether a
safe RL exists for each one of the transitions between cells that are realized as turning around
corners.

Given that a safe RL exists, the control input (6.23) for L is modified as follows: On the

exit face of cell i, L orients with the tangent λ1 to the radius CL, given as λ1 = −xC(t⋆)
yC(t⋆) =

−xFw
(t⋆)+RFw

sin(βw(t⋆))
yFw

(t⋆)−RFw
cos(βw(t⋆)) , and moves into cell i+ 1 with

wL c = sign(wL)
uL
RL

,

where wL is the angular velocity that is dictated by the vector field in cell i+ 1. The angular
velocity wL c should be kept until L reaches the point E shown in Fig. 6.6, so that F is
guaranteed to enter safely in the cell i + 1. The coordinates of E w.r.t. the initial frame at
time t⋆ are xE = xC +RL cos θL, yE = yC −RL sin θL, where θL is the current orientation of L
w.r.t. a global frame, which is online available. After L has reached E, then both robots are
in cell i + 1, with F pointing into the interior of the free space. Thus, L keeps moving under
(6.23), tracking the vector field in cell i+1, on its way to the exit face of this cell; as discussed
above, under these conditions the motion of the robots within the cell i+ 1 is collision-free.

Remark 5 Clearly, the worst-cases calculations for picking safe RL, RF may produce excessive
curvature than actually required. This could be avoided if L had access to the position of F at

6This holds for the leader taking a right turn. Similarly one can treat the case for a left turn.
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time t⋆ that L is on the exit face of cell i. Then, L could online calculate the actual RFcrit
,

taking into account the actual xF(t
⋆), yF(t

⋆), and would end up with picking a safe RL that
would be less conservative than the one derived for the worst-case scenario.

Figure 6.6: After exiting cell i, the leader should move in cell i+ 1 along a circle of radius RL

that satisfies (6.25).

6.5.2 Simulation Results

The efficacy of the proposed motion planning and control scheme has been evaluated through
computer simulations. A decomposition of the free space in rectangular cells is known to L.
The robots start in the same cell i, so that L is visible to F. Initial conditions such that the
robots are in different cells should be avoided, in the sense that they may violate the curvature
around corners that the robots have to follow.

In the case shown in Fig. 6.7 the robots initiate on the boundary of the obstacle, so that the
second visibility constraint is active for F and so that they do not face out of the free space.
The follower F is localized w.r.t. to L, but is neither aware of its high-level motion plan, nor
of its velocity at each time t; only the bound uLm is available.

The leader L moves with constant linear velocity uL ≤ uLm, and tracks the vector field in cell
i under (6.23), on its way to the midpoint of the exit face of i. Note that on the boundary of
the obstacles, the vector field forces L to move into the interior of the free space.

At the same time, F moves under the control law (6.19), where the control gains are selected
such that the visibility constraint h2(q(0)) = 0 is not violated at t = 0, and converges into a

114



neighborhood around the desired configuration qd (the red mark) w.r.t. L. The motion of F
in cell i is also collision-free, for the reasons explained in section 6.5.1.

When L reaches the exit face of cell i, it is forced to follow a bounded curvature within cell
i + 1 to move around the corner, under the angular velocity wL c = sign(wL)

uL
RL

, where wL is
the angular velocity specified by the vector field in cell i+1, and RL is the safe turning radius
calculated as above. At the same time, F behaves like a trailer and starts moving along a circle
of radius RF, which is guaranteed to be collision-free. As soon as L reaches the "exit point" E,
shown in Fig. 6.6, it continues moving under the angular velocity wL dictated by the vector
field i+ 1, until it reaches the exit face of cell i+ 1, and so on. The resulting trajectories are
collision-free, as shown in Fig. 6.7, while the value of the constraints hk(x, y, β), k = 1, 2 is
always non-positive (Fig. 6.8), which implies that visibility is always maintained.

−5 −4 −3 −2 −1 0 1 2
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0
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i = 0

Figure 6.7: The system initiates on a configuration q ∈ C on the boundary of the obstacles,
where the second visibility constraint is active for F.
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Figure 6.8: Visibility is always maintained, since the value of the visibility constraints is always
negative.

6.6 Discussion

This paper presented a feedback control solution for an L−F formation with visibility con-
straints in an environment with obstacles. Visibility constraints arise due to the limited sensing
of F, and are realized as nonlinear inequality state constraints that constitute a closed visibility
set K. The visibility set K contains all system configurations where L is visible to F. The task
is to control F w.r.t. L, so that system trajectories starting in K always remain in K. Inspired
by ideas from viability theory, the necessary conditions for maintaining visibility were given,
as well as a control scheme that forces F to converge and remain into a set of desired configu-
rations w.r.t. L without violating visibility. We additionally proposed a way of controlling L in
a known obstacle environment, so that both obstacle avoidance and visibility maintenance are
ensured. The proposed control schemes are decentralized, in the sense that there is no direct
communication between the robots, nor global state feedback is available to them. Computer
simulations demonstrate the efficacy of our algorithms.
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Finally, it is worth to mention that the proposed control design ideas are not restricted to the
scenarios presented in this paper. In the case of more complex, polygonal obstacle environ-
ments, it immediately follows that the collision-free motion control for L can as well be based
on the idea presented here: given a cell decomposition of convex polygonal cells, L can be
controlled to move from cell i to cell i+1 by tracking a dipolar vector field in cell i, defined so
that its integral curves converge to the midpoint of the exit face of cell i, while pointing into the
interior of the cell i on the remaining faces; if the vector field does not by construction point
towards the free space, it can easily be modified to do so by properly blending it with a viable
vector field on the boundary. For ensuring the collision-free motion of F as it moves from cell
i to cell i + 1, one can similarly employ the tractor-trailer paradigm, and pick a safe turning
radius RL for L by computing the worst-case safe turning radius RFw

for F, which corresponds
to F being on the boundary of cell i at the time that L exits i. Clearly, RFw

depends on the
geometry of cell i, and its analytical expression is in general different from the one given by
(6.24), which holds for a rectangular cell i; nevertheless, its "a priori" computation for any
transition i to i+ 1 is feasible, given that the decomposition is known.

The tractor-trailer paradigm can be also used to extend the formation control in the case of
N > 2 robots that move in a chain formation, in the sense that if the tractor (L) moves along
a circle of center C and radius RL, then the N−1 trailers (the followers Fj , j = 1, . . . ,N−1)
move along circles of center C and radii RFj

; thus, one can compute a (conservative) condition
on a safe RL so that the (worst-case) turning radius RFj

for the j-th follower, j = 1 . . . ,N−1, is
collision-free. Finally, the assumption on the sensor footprint being an isosceles triangle is not
restrictive, since the conditions on maintaining visibility apply to any closed convex footprint.

6.7 Proof of Theorem 1

Proof Take a continuously differentiable function V in terms of the position errors x1 = x−xd,
y1 = y − yd and the orientation error θF − ϕ, as

V =
1

2

(
x1

2 + y1
2 + (θF − ϕ)2

)
,

and take its time derivative along the system trajectories

V̇ = (x1 cos θF + y1 sin θF) uF + (θF − ϕ)(wF − ϕ̇),

where ẋd = 0, ẏd = 0. Under the control law (6.12), one gets

V̇ = −k1|x1 cos θF + y1 sin θF|‖r1‖ − k2(θF − ϕ)2 ≤ 0.

According to LaSalle’s invariance principle, and given that V is positive definite, the system
trajectories converge into the largest invariant set I contained in the set Ω = {q ∈ C | V̇ = 0}.
The set Ω is given as Ω = Ω1 ∨ Ω2, where Ω1 = {{x1 cos θF + y1 sin θF = 0} ∧ {θF = ϕ}}
and Ω2 = {{x1 = y1 = 0} ∧ {θF = ϕ}}. The set Ω1 is not invariant under the control inputs
(6.12), since for q ∈ Ω1 one has uF 6= 0, i.e. the state trajectories depart Ω1, whereas the
set Ω2 = {{x1 = y1 = 0} ∧ {θF = ϕ|x1=y1=0 = θd}} is invariant, since for q ∈ Ω2 one has
uF = wF = 0. Therefore, the largest invariant set is the singleton {qd}; thus, the system

trajectories globally asymptotically converge to the equilibrium qd =
[
xd yd θd

]⊤
.
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Chapter 7

A Viability Formulation based on Optimal Control

Abstract

In this chapter we present a viability formulation for the control of an underactuated under-
water vehicle under the influence of a known, constant current and state constraints, based
on optimal control. The overall control problem is described by three problems in terms of
viability theory. We present a solution to the first problem which addresses the safety of the
system, i.e. guarantees that there exists a control law such that the vehicle always remains into
the safe set of state constraints. In order to overcome the computational limitations due to the
high dimension of the system we develop a two-stage approach, based on forward reachability
and game theory. The control law is thus the safety controller when the system viability is at
stake, i.e. close to the boundary of the safe set. The viability kernel and the control law are
numerically computed.

The chapter is organized as follows; Section 7.1 presents a framework for the stabilization
problem based on viability theory. Section 7.2 presents the mathematical modeling of the
system and state constraints. Section 7.3 gives the viability analysis and Section 7.4 the
computational results. The conclusions are summarized in Section 7.5.

7.1 Problem Formulation into Viability Theory

Viability theory [Aub91] describes the evolution of systems under the consideration that for
different reasons, not all system evolutions are feasible. The system must obey state constraints,
called viability constraints and system solutions should be viable in the sense that they must
satisfy, at each instant, these constraints. Viability theorems characterize the connections
between the system dynamics and the constraints, for guaranteeing the existence of at least
one viable solution starting from any initial state. They also provide the regulation processes
(feedbacks) that maintain viability, or even improve the state according to some preference
relation; for example, viability theory provides tools for regulating system evolutions that are
viable in a set of state constraints, until they reach a target [Aub03].

The problem of stabilizing an underactuated underwater vehicle in a goal set under state
constraints and current disturbances is described by the following viability problems, see also
Fig. 7.1. Consider a control system described by

ẋ(t) ∈ F (x(t)) with F
(
x(t)

)
=

{
f
(
x(t), u

)
|u ∈ U

}
, (7.1)

where x(·) ⊆ R
n is the state vector, u ∈ U ⊆ R

m is the control vector, U ⊆ R
m is compact,

f : Rn×Rm → R
n is the bounded, uniformly continuous single-valued map of system dynamics

and F
(
x(t)

)
is the set of available velocities.
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Figure 7.1: Viability set K and the Capture Basin of goal set G in K

1. Given a set S of viability constraints, describing that the target must always be in the
camera field of view, determine a set of initial statesK ⊆ S such that for every initial state
x0 ∈ K there exists at least one solution to (7.1) starting at x0 which remains for ever
in S, keeping the target in the camera field of view. We say that K is a viability domain
of the system. We would like to determine the maximal viability domain contained in S,
known as the viability kernel of S, V iabF (S).

2. Given the viability kernel K of (7.1) and a goal set G ⊆ K, describing that the target is
near to the center of the camera field of view, determine the set of initial states x ∈ K
such that there exists at least one solution to (7.1) starting at x that reaches the goal set
G in finite time, without leaving S. This set is called the capture basin of the goal G in
K, CaptKF (G).

3. Finally, determine a control law such that the solutions to (7.1) starting at xs ∈ G remain
for ever in G, i.e. once the system reaches G, it is then stabilized in it. In that case, G
is a viability domain of (7.1).

In this chapter, we consider the first of the three parts, known as the safety problem.

7.2 Mathematical Modeling

We consider the 3-d.o.f. motion on the horizontal plane of an underwater vehicle with two back
thrusters but no side thruster; this is a common configuration for marine vehicles. Roll and
pitch angles remain always very close to zero, φ ≈ 0 and θ ≈ 0 respectively, because of the
vehicle’s mass configuration. The position and orientation vector of the vehicle w.r.t. a global
coordinate frame G is defined as

η =
[
x y ψ

]⊤

and the linear and angular velocity vector is defined in the body-fixed coordinate frame B as

ν =
[
u v r

]⊤
.
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Figure 7.2: Current velocity and direction

Following [Fos02] the 3-d.o.f. kinematic equations are:

η̇ = J(ψ)ν ⇔





ẋ
ẏ

ψ̇



 =





cosψ − sinψ 0
sinψ cosψ 0
0 0 1









u
v
r



 ,

and the 3-d.o.f. dynamic equations of motion are:

Mν̇ +C(ν)ν +D(ν)ν = τ + τE ,

where M =M⊤ > 0 ∈ R
3×3 is the inertia matrix including added mass, C(ν) = −C⊤(ν) ∈

R
3×3 is the matrix of Coriolis terms including added mass, D(ν) > 0 ∈ R

3×3 is the damping
matrix, τ ∈ R

3 is the vector of control inputs and τE ∈ R
3 is the vector of environmental

disturbances due to waves, currents and cable effects.

The vehicle is assumed to move under the influence of a known, non-rotational, constant
current, with velocity Vc and direction βc w.r.t. the global frame G, see Fig. 7.2. The effect
of current-induced forces and moments is modeled in terms of the body-fixed relative velocity

νr = ν − νc [Fos02], where νc = J−1(ψ)V G
C and V G

C =
[
Vc cos βc Vc sin βc 0

]⊤
.

The kinematics are then written w.r.t. νr =
[
ur vr r

]⊤
as:

η̇ = J(ψ)νr + V G
C ⇒





ẋ
ẏ

ψ̇



 =





cosψ − sinψ 0
sinψ cosψ 0
0 0 1









ur
vr
r



+





Vc cos βc
Vc sin βc

0



 ,

whereas the dynamics are [Fos02]

Mν̇ +CRB(ν)ν +CA(νr)νr +D
(
|νr|

)
νr = τ ,

where M =

[
m−Xu̇ 0 0

0 m−Yv̇ 0
0 0 Iz−Nṙ

]

, CRB(ν) =
[

0 0 −mv
0 0 mu
mv −mu 0

]

, CA(νr) =

[
0 0 Yv̇vr
0 0 −Xu̇ur

−Yv̇vr Xu̇ur 0

]

,

DL =

[
−Xu 0 0
0 −Yv −Yr
0 −Nv −Nr

]

, DNL

(
|νr|

)
=

[
−Xu|u||ur| 0 0

0 −Yv|v||vr| 0

0 0 −Nr|r||r|

]

, τ =
[ τ1

0
τ2

]

, m is the mass

and Iz is the moment of inertia with respect to z axis of the vehicle, Xu̇,Yv̇,Nṙ are the added
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Figure 7.3: Modeling of the State Constraints imposed by the Sensor System

mass terms, Xu,Yv,Yr,Nv,Nr are linear drag terms, Xu|u|,Yv|v|,Nr|r| are nonlinear drag terms,
τ1 and τ2 are control inputs in surge and yaw d.o.f..

Under the substitution ν = νr + νc, the kinematic and dynamic equations are rewritten as:











ẋ
ẏ

ψ̇
u̇r
v̇r
ṙ











=












ur cosψ − vr sinψ + Vc cosβc
ur sinψ + vr cosψ + Vc sinβc

r
1
m11

(
m22vrr +Xuur +Xu|u| |ur|ur +Xu̇Vc sin (βc − ψ) r

)

1
m22

(
−m11urr + Yvvr + Yrr + Yv|v| |vr| vr − Yv̇Vc cos (βc − ψ) r

)

1
m33

(
(m11 −m22)urvr +Nvvr +Nrr +Nr|r| |r| r

)












+











0
0
0
1
m11

0
0











τ1 +











0
0
0
0
0
1

m33











τ2

⇒ ẋ = f(x, Vc, βc) +
∑

i=1,2

giτi, (7.2)

where x =
[
η⊤ ν⊤r

]⊤
is the state vector, f(x, Vc, βc) is the drift vector field, g1,g2 are the

control vector fields, m11 = m−Xu̇, m22 = m− Yv̇, m33 = Iz −Nṙ.

Moreover, the thrust allocation implies that τ1 = FP + FST and τ2 = D (FP − FST ), where
FP ∈ [−Fp, Fp], FST ∈ [−Fst, Fst] are the port and starboard thrust forces and 2D is the

distance between the two thrusters. Thus, u =
[
FP FST

]⊤ ∈ U ⊂ R
2 is the vector of control

inputs for (7.2), where U = [−Fp, Fp]× [−Fst, Fst].

7.2.1 Modeling of Viability Constraints

We consider the set of state constraints that result from a vision-based sensor system, which
employs the onboard camera and two laser pointers mounted on the vehicle [KPK06]. The
sensor system provides the vehicle’s pose vector η w.r.t. the global frame G on the center of
a target, which is assumed to lay on a vertical surface A, see Fig. 7.3. The target and the
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two laser dots projected on the surface are tracked using computer vision algorithms and this
information is used to estimate the pose vector η.

We define the safe set of the system as the set S such that

1. The target and the laser dots must always be in the camera field of view, i.e. [−yT , yT ] ⊆
[f2, f1] and [l2, l1] ⊆ [f2, f1].

2. The ranges L1, L2 must be less than a critical range L.

3. The distance between the laser dots on the image plane must be greater than a minimum
distance ε, so that they do not overlap and are effectively detected.

4. The width of the target on the image plane must be greater than a critical value δ, so
that the target is sufficiently visible.

These specifications impose k nonlinear inequality constraints cj(x, y, ψ) ≤ 0, j = 1, ..., k
determining the safe set S. The vector η must always remain in S for the sensor system to
be effective. The analytical expression of cj(x, y, ψ) ≤ 0, j = 1, ..., k is omitted here in the
interest of space.

7.3 Viability Analysis

We are interested in determining the viability kernel of S, V iab(S) under (7.2) and a control
law which guarantees that the system trajectories starting in the kernel will remain for ever
in it. We adopt the approach presented in [Lyg04] which relates viability with minimum-
cost optimal control, coding the viability kernel as the level set of the value function of an
appropriate optimal control problem.

7.3.1 An Optimal Control Problem related to Viability

Consider the control system (7.1) and let U[0,T ] denote the set of Lebesgue measurable functions
u(·) : [0, T ]→ U , with T > 0 an arbitrary time horizon. Given a set of state constraints S, the
control input u(·) ∈ U[0,T ] should be selected so that the viability constraints are met at each
time instant t ∈ [0, T ].

Let us define a cost function ℓ(·) : Rn → R of the state x, over the time horizon [0, T ], such that
ℓ(x) > 0 for x ∈ S and ℓ(x) ≤ 0 for x /∈ S. Then, the objective for the control input u(·) is to
maximize the minimum value attained by the cost function ℓ(·) along the state trajectory x(t)
over the horizon [0, T ]. The value function of this optimal control problem (supmin problem)
is defined as

V (x, t) = sup
u(·)∈U[0,T ]

min
t∈[0,T ]

ℓ (x (t)) .

One can show [Lyg04] that the set {x ∈ R
n
∣
∣V (x, t) > 0} is precisely the set of states for which

there exists a control input u(·) ∈ U[0,T ] such that x(t) ∈ S for all t ∈ [0, T ], i.e. the viability
kernel V iab(S).
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Moreover, using dynamic programming, it can be also shown [Lyg04] that V (x, t) is the unique,
bounded and uniformly continuous viscosity solution to

∂V

∂t
(x, t) + min

{

0, sup
u∈U

∂V

∂x
(x, t)f (x, u)

}

= 0,

with V (x, T ) = ℓ (x) over (x, t) ∈ R
n × [0, T ], where the Hamiltonian function is defined as

H1 = sup
u∈U

p⊤f(x, u).

Thus, in our case we encode the viability constraints as the cost function ℓ(·) : R3 → R such
that ℓ(η) > 0 for η ∈ S and ℓ(η) ≤ 0 for η /∈ S. An illustration of ℓ(η) for orientation angle
ψ = 0 is given in Fig. 7.4. The region in black color is where ℓ(x, y) > 0, i.e. the safe state
space on the x− y plane for ψ = 0.

Figure 7.4: Cost Function ℓ(x, y)

Substituting (7.2) into the Hamiltonian yields:

H1 = sup
u∈U

(
p1 (ur cosψ − vr sinψ + Vc cos βc) + p2 (ur sinψ + vr cosψ + Vc sin βc) + p3r+

+ p4

(
1

m11

(
m22vrr +Xuur +Xu|u| |ur|ur +Xu̇Vc sin (βc − ψ) r

)
)

+

+ p5

(
1

m22

(
−m11urr + Yvvr + Yrr + Yv|v| |vr| vr − Yv̇Vc cos (βc − ψ) r

)
)

+

+ p6

(
1

m33

(
(m11 −m22) urvr +Nvvr +Nrr +Nr|r| |r| r

)
)

+

+

(

p4
1

m11
+ p6

D

m33

)

û1 +

(

p4
1

m11
− p6

D

m33

)

û2
)

where pi =
∂V
∂xi

, i = 1, ..., 6, u1 = FP and u2 = FST . From this, we can conclude that the
optimal controls which ensure that the viability constraints are met whenever possible are:

û1 =

{

Fp if p4
m11

+ p6D
m33
≥ 0

−Fp if p4
m11

+ p6D
m33

< 0
, û2 =

{

Fst if p4
m11
− p6D

m33
≥ 0

−Fst if p4
m11
− p6D

m33
< 0

(7.3)
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whereas the viability kernel V iab(S) is given as the set of states for which V (η, t) > 0.

However, the existing computational tools for time-dependent Hamilton-Jacobi PDEs are ef-
fective for low-dimensional problems (1-4 dimensions).

7.3.2 Reachability Analysis

In order to overcome the computational limitations due to the high dimension of the system,
we split (7.2) into:





ẋ
ẏ

ψ̇



 =





Vc cos βc
Vc sin βc

0



+





cosψ
sinψ
0



ur +





0
0
1



 r +





− sinψ
cosψ
0



 vr (7.4)







ψ̇
u̇r
v̇r
ṙ






=







r
1
m11

(
m22vrr +Xuur +Xu|u| |ur|ur +Xu̇Vc sin (βc − ψ) r

)

1
m22

(
−m11urr + Yvvr + Yrr + Yv|v| |vr| vr − Yv̇Vc cos (βc − ψ) r

)

1
m33

(
(m11 −m22)urvr +Nvvr +Nrr +Nr|r| |r| r

)






+







0
1
m11

0
D
m33






FP +







0
1

m11

0
−D
m33






FST

(7.5)

At this point, the consideration of (7.4) and (7.5) inspires us

1. to investigate the forward reachability of subsystem (7.5) over the time horizon [0, T ],
i.e. to compute the set F of states x2 = [ψ, ur, vr, r]

⊤ which the system trajectories can
reach starting from an initial set N . In this way, we acquire an estimation for the bounds
of ur, vr, r that can be reached from an initial set during the system evolution, so that

2. further on, to investigate the viability of subsystem (7.4), considering the relative veloc-
ities ur, r as the control inputs along the two actuated d.o.f. and the relative velocity vr
as a disturbance along the unactuated d.o.f..

The concept of reachability is mostly used for the safety analysis of continuous and hybrid
systems. Given an initial set of states N , the forward reachable set F is the set of states
that can be reached at time t ∈ [0, T ] by the system trajectories starting from N , whereas the
backward reachable set B is the set of states from which start the system trajectories that can
reach the set N at time t ∈ [−T, 0], T > 0 is an arbitrary time horizon.

We consider the relation between reachability and minimum-cost optimal control [Lyg04].
Given the control system (7.1) and a set of states N , the reachable set is

Reach(t,N ) =
{
x ∈ R

n
∣
∣∃u(·) ∈ U[0,T ] ∃t ∈ [0, T ] x(t) ∈ N

}
.

This definition coincides which the one for the backward reachable set B, taking into account
that t ∈ [−T, 0]. Furthermore, one can show the connection between the reachability problem
and the invariance problem. The invariant set of (7.1) is defined as

Inv(t,N ) =
{
x ∈ R

n
∣
∣∀u(·) ∈ U[0,T ] ∀t ∈ [0, T ] x(t) ∈ N

}
,
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Figure 7.5: Reach(t,N )=(Inv(t,N c))c

i.e. as the set of initial states from which all the system trajectories remain for ever in N . It
is easily verified that

Reach(t,N ) = (Inv(t,N c))c,

where N c is the complement of N ; see Fig. 7.5. The invariance problem is formulated as an
optimal control problem (infmin problem) [Lyg04]. The control objective is to minimize the
minimum value of the cost function ℓ(·) defined such that ℓ(x) ≥ 0 for x ∈ N and ℓ(x) < 0 for
x /∈ N , over the time horizon [0, T ]. The value function

V2 (x, t) = inf
u(·)∈U[0,T ]

min
t∈[0,T ]

ℓ (x (t))

is proven to be the unique, bounded and uniformly continuous viscosity solution to

∂V2
∂t

(x, t) + min

{

0, inf
u∈U

∂V2
∂x

(x, t)f (x, u)

}

= 0,

with V2 (x, T ) = ℓ (x) over (x, t) ∈ R
n × [0, T ], where the Hamiltonian function is defined as

H2 = inf
u∈U

p⊤f(x, u).

The invariant set of (7.1) is Inv(t,N ) =
{
x ∈ R

n
∣
∣V2(x, t) ≥ 0

}
. Consequently, if the cost

function of the infmin problem is defined as ℓ(x) ≥ 0 for x ∈ N c and ℓ(x) < 0 for x /∈ N c, the
solution of the above PDE yields the invariant set Inv(t,N c) =

{
x ∈ R

n
∣
∣V2(x, t) ≥ 0

}
. Then,

the (backward) reachable set is Reach(t,N ) =
{
x ∈ R

n
∣
∣V2(x, t) < 0

}
.

Therefore, by considering the infmin problem for (7.5) we determine the backward reachable
set for an initial set of states x2 ∈ N . Finally, we consider the connection between forward and
backward reachability [Mit07a], which states that the forward reachable set of a control system

H is the same with the backward reachable set of the system
←−
H with inverse dynamics. Thus,

by substituting (7.5) with inverse dynamics in the Hamiltonian, H2 = inf
u∈U

(
−p⊤f2(x2,u)

)
,

where pi =
∂V2
∂x2i

, i = 1, ..., 4 and f2 the drift vector field of (7.5), we can conclude that the
optimal control inputs for the forward reachability computation are:

û1 =

{

Fp if p2
m11

+ p4D
m33
≥ 0

−Fp if p2
m11

+ p4D
m33

< 0
, û2 =

{

Fst if p2
m11
− p4D

m33
≥ 0

−Fst if p2
m11
− p4D

m33
< 0

The computational results are given in Section 7.4.
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7.3.3 Viability Analysis using a Differential Game Formulation

Given the estimation for the bounds of ur, vr, r as ur = [urm, urM ], vr = [vrm, vrM ], r =
[rm, rM ] we investigate the viability of the subsystem (7.4) in the safe set S, where x1 =
[
x y ψ

]⊤ ∈ R
3 is the state vector, u1 =

[
ur r

]⊤ ∈ U1 ⊂ R
2 are considered as the bounded

control inputs, vr ∈ Vr ⊂ R is considered as a bounded disturbance in the unactuated d.o.f.,
U1[0,T ] is the set of Lebesgue measurable functions u1(·) : [0, T ] → U1 and Vr[0,T ] is the set of
Lebesgue measurable functions vr(·) : [0, T ]→ Vr.

We follow the formulation of a differential game with two players [KL05]. The control input
u1(·) is the first player who tries to keep the vehicle into the safe set S, whereas the disturbance
vr(·) is the second player who tries to drive the vehicle out of S. Furthermore, it is important
to define what information the players know about each other’s decisions. A state feedback
strategy, i.e. allowing both players to choose their actions based on the current state, is
the most appropriate for the problem considered here. However, state feedback is not easily
formulated into Hamilton-Jacobi PDEs [MBT05]. Besides, it is preferable to underapproximate
the viability kernel rather than overapproximate it. Therefore we give the advantage to the
disturbance vr(·), which tries to make the viable set larger, by allowing the control input u1(·)
to use only non-anticipative strategies, as presented in [KL05].

Consequently, computing the viability kernel for (7.4) is equivalent with computing the set of
initial states for which the control input u1(·) wins the game. This set is called the discrimi-
nating kernel of S,

Disc(t,S) = {x1 ∈ R
3
∣
∣∃ nonant/ve γ(·) ∀vr ∈ Vr[t,T ] ∀t1 ∈ [t, T ] x1(t1) ∈ S}.

One can show [KL05] that

Disc(t,S) =
{
x1 ∈ R

3
∣
∣V1(x1, t) > 0

}

where V1(x1, t) is the value function

V1(x1, t) = sup
nonant/ve u1(·)

inf
vr(·)∈Vr[t,T ]

min
t1∈[t,T ]

ℓ
(
x1(t1)

)

of a supmin problem with cost function ℓ(·) : R3 → R defined in Section IV-A. Moreover,
V1(x1, t) is shown to be the unique, bounded and uniformly continuous viscosity solution to

∂V1

∂t
(x1, t) + min

{
0, sup

u1∈U1

inf
vr∈Vr

∂V1

∂x1

(x1, t)f1(x1,u1, vr)
}
= 0

over t ∈ [0, T ] with V1(x1, T ) = ℓ(x1). Thus, the solution of this PDE yields the discriminating
kernel of (7.4) and an optimal control law which guarantees that the trajectories of (7.4)
starting in Disc(t,S) will remain for ever in S, despite the effect of the current disturbance.
In order to derive the optimal control law we consider the Hamiltonian:

H3 = sup
u1∈U1

inf
vr∈Vr

(p1Vc cos βc + p2Vc sin βc + p3r̂ + (p1 cosψ + p2 sinψ) ûr + (−p1 sinψ + p2 cosψ) v̂r)

(7.6)
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where pi =
∂V1

∂x1i

, i = 1...3. The optimal control inputs are:

ûr =

{
urM if (p1 cosψ + p2 sinψ) ≥ 0
urm if (p1 cosψ + p2 sinψ) < 0

r̂ =

{
rM if p3 ≥ 0
rm if p3 < 0

(7.7)

whereas the disturbance input is selected such that it has the worst possible impact on the
system, as v̂r = vrm if (−p1 sinψ + p2 cosψ) ≥ 0 and v̂r = vrM if (−p1 sinψ + p2 cosψ) < 0.
Thus we have a robust estimation of the discriminating kernel Disc(S), since at each time
instance t we consider the effect of the worst-case disturbance vr, i.e. of the worst-case linear
velocity in the unactuated sway d.o.f.. The computational results are given in Section 7.4.

So far we have assumed that the current has known, constant direction βc. In order to determine
viability in a more robust manner, we would like to characterize the discriminating kernel of
(7.4) which is irrelevant to the current direction βc. Thus, we consider the angle βc as an
additional disturbance input, which is trying to minimize the Hamiltonian H3, i.e. minimize
the term h3(βc) = p1Vc cos βc + p2Vc sin βc. The minimum value of h3(βc) is attained for
βc = arctan 2(p2, p1) + π if p2 < 0, and for βc = arctan 2(p2, p1) − π if p2 ≥ 0. Thus, for
the computation of Disc(t,S) we consider the worst-case current direction βc(p1, p2) at each
iteration. The computational results are given in Section 7.4.

7.4 Computational Results

The forward reachability computation for the system (7.5) was performed on a 26×26×26×26
grid of the state space using the Level Set Methods Toolbox [Mit07b]. The initial set N was
defined as a cube centered at the origin. The velocity and direction of the current were selected
as Vc = 0.5 m/sec and βc = π/2. The dynamic parameters in (7.5) were chosen to resemble the
vehicle properties. The computations were performed for different values of the time horizon
T , see Fig. 7.6. We found out that for each time horizon and for all values of angle ψ, the

Figure 7.6: Forward Reachable Sets for T=5 and T=8 sec and βc = π/2

resulting reachable sets of ur, vr, r were practically the same. This is justified since the ψ-
dependent terms are negligible compared to the other dynamic terms. Furthermore, after a
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time horizon the state vector saturates and the reachable set does not expand any more, since
the damping forces counterbalance thrust. Since the reachable sets for T = 5 sec and T = 8
sec are practically the same, it is safe to choose the bounds of ur, vr, r. To further justify this,
we performed computations for various angles βc, which verified that the reachable sets do not
differ at T = 5 sec.

The viability computation for system (7.4) was performed on a 51× 51× 51 grid of the state
space with Vc = 0.5 m/sec and βc = π/2 rad. The safe set S is given in Fig. 7.7 on the
left side. As it was expected, S is shrinking as t increases until a time horizon T ≈ 2.5 sec.
The discriminating kernel Disc(S) at time t = 3 sec is given in Fig. 7.7, on the right. Their

Figure 7.7: Safe Set S and Discriminating Kernel Disc(S) at t=3 sec

projections on the x− y plane are given in Fig. 7.8. The shape of Disc(S) is consistent with
physical intuition, i.e. Disc(S) depends on the current direction βc. The lack of symmetry
means that there is no control input (7.7) that can prevent the current to drive the states on
the right side out of the Disc(S). Moreover, the Disc(S) for current direction βc ∈ [−π, π]

Figure 7.8: Projection of S and Disc(S) on the x− y plane for βc = π/2

and velocity Vc = 0.5 m/sec is depicted in Fig. 7.9. This is the set of initial states for which
the control law (7.7) ensures that the viability constraints are met for all possible current
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Figure 7.9: Discriminating Kernel Disc(S) at t=3 sec for βc ∈ [−π, π].

directions. As one would expect, it is smaller than the one computed for fixed angle βc. The
vector field of system (7.4) under (7.7) for βc = π/2 and ψ = 0 is given in Fig. (7.10). It
verifies that the system is forced into the Disc(S) when the state is close to its boundary, see
the velocity vectors on the bound parallel to y axis. Moreover, the velocity vectors close to the
other two sides of Disc(S), along with the corresponding control input r, see Fig. 7.11, imply
that the state remains into Disc(S) with ψ 6= 0, since Disc(S) either expands to the left with
ψ̇ > 0 (red boundary, ψ > 0) or to the right with ψ̇ < 0 (green boundary, ψ < 0).

7.5 Conclusions

In this chapter, we presented a viability formulation based on optimal control, for the problem
of controlling an underactuated underwater vehicle w.r.t. a target, in the presence of a known,
constant current disturbance and under state constraints. Considering a safe set of state con-
straints resulting from the task specifications and sensor limitations, we investigated whether
there exists a control law such that the vehicle remains for ever in this set, despite the influence
of the current. This analysis, based on an approach connecting viability and optimal control,
yields the viability kernel and an optimal control law that maintains viability. To overcome the
computational limitations due to the high dimension of the system, we presented a two-stage
analysis, based on forward reachability and game theory. The computation of the viability
kernel is necessary so to further proceed to the design of control laws that steer the vehicle
into a goal set. The derivation of the safety controller is important, since this control law can
be used when viability is at stake, i.e. close to the boundary of the safe set.
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Chapter 8

Appendix

Definition 1 A continuous function α : [0, a) → [0,∞) is said to belong to class K if it is
strictly increasing and α(0) = 0. It is said to belong to class K∞ if a = ∞ and α(r) → ∞ as
r →∞.

Definition 1 A continuous function β : [0, a) × [0,∞)→ [0,∞) is said to belong to class KL
if, for each fixed s, the mapping β(r, s) belongs to class K with respect to r and, for each fixed
r, the mapping β(r, s) is decreasing with respect to s and β(r, s)→ 0 as s→∞.

Definition 1 The solutions of q̇ = f(t, q) are said to be uniformly ultimately bounded with
ultimate bound b if there exist positive constants b and c, independent of t0 ≥ 0, and for every
α ∈ (0, c) there is T = T (α, b) ≥ 0, independent of t0, such that

‖q(t0)‖ < α⇒ ‖q(t)‖ ≤ b, ∀t ≥ t0 + T. (1)

Moreover, they are said to be globally uniformly ultimately bounded if (1) holds for arbitrarily
large α.

Definition 1 The system (5.1) is input-to-state stable (ISS) if there exist a class KL function
β and a class K function γ such that for any initial state q(0) ∈ R

n and any control input
u ∈ Lm∞, the solution q(t) = q(t, q(0),u) exists ∀t ≥ 0 and furthermore it holds that ‖q(t)‖ ≤
β (‖q(0)‖, t) + γ (‖u‖L∞) , ∀t ≥ 0.

Definition 1 A smooth, proper and positive definite function V : Rn → R is an ISS Lyapunov
function for (5.1) if there exist two class K∞ functions ν and ξ such that

∇V (q) · f(q,u) ≤ ν(‖u(t)‖) − ξ(‖q(t)‖), ∀q,u.

Definition 1 Consider the system q̇ = f(q) where f is a continuous vector field, and let
r > 0. A function V : Br → R is called a generalized weak Lyapunov Function (LF) in the
small if it fulfills the following properties: (i) V (0) = 0, (ii) for each solution q(·) of the system
defined on some interval I and lying in Br, the composite map t 7→ V (q(t)) is non-increasing
on I, (iii) for some η < r and for each σ ∈ (0, η) there exists λ > 0 such that V (q) > λ when
σ ≤ ‖q‖ ≤ η, (iv) V (q) is continuous at q = 0.

Theorem 5 Let D ⊂ R
n be a domain containing the origin and f : [0,∞) × D → R

n be
piecewise continuous in t and locally Lipschitz in q. Let V : [0,∞)×D → R be a continuously
differentiable function such that

W1(q) ≤ V (t, q) ≤W2(q), (2a)

∂V

∂t
+
∂V

∂q
f(t, q) ≤ −W3(q), ∀‖q‖ ≥ µ > 0, (2b)
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∀t ≥ 0, ∀q ∈ D where W1(q), W2(q) and W3(q) are continuous positive definite functions on
D. Take r > 0 such that Br ⊂ D and suppose that µ is small enough such that

max
‖q‖≤µ

W2(q) < min
‖q‖=r

W1(q).

Let η = max
‖q‖≤µ

W2(q) and take ρ such that

η < ρ < min
‖q‖=r

W1(q).

Then, there exist a finite time t1 (dependent on q(t0) and µ) and a class KL function β(·, ·)
such that ∀q(t0) ∈ {q ∈ Br |W2(q) ≤ ρ}, the solutions of q̇ = f(t, q) satisfy

‖q(t)‖ ≤ β(‖q(t0)‖, t− t0), ∀t0 ≤ t ≤ t1, (3a)

q(t) ∈ {q ∈ Br | W1(q) ≤ η} , ∀t ≥ t1. (3b)

Moreover, if D = R
n and W1(q) is radially unbounded, then (3) hold for any initial state q(t0)

and any µ.
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