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# 1 ПЕРІЛНЧН பIIAKTOPIKHE $\mathbf{\Delta I A T P I B H \Sigma}$ 

$\mu \varepsilon \tau i t \lambda 0$
 $\Sigma \kappa v \rho о ́ \delta \varepsilon \mu \alpha$,

Nıкодáov П. Мォáка
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 ع乡عта́бтпккаv.














 к $\alpha \theta \dot{\varsigma} \varsigma ~ к \alpha \iota ~ \tau \omega v ~ \mu \varepsilon \tau \alpha ф о р ı к \omega ́ v ~ к \alpha \iota ~ \sigma \tau \rho о ф ı к \omega ́ v ~ \mu \varepsilon \tau \alpha т о \pi і \sigma \varepsilon \omega v ~ \tau \omega v ~ \delta ı \alpha ф \rho \alpha ү \mu \alpha ́ \tau \omega v . ~$.

### 1.2 Bと́ $\lambda \tau \iota \sigma \tau о \varsigma ~ \Sigma \chi \varepsilon \delta ı \alpha \sigma \mu o ́ s ~ К \alpha \tau \alpha \sigma \kappa \varepsilon v \omega ́ v ~$

### 1.2.1 Eı $\sigma \alpha \gamma \omega \gamma \dot{\eta}$







 $\pi \varepsilon \rho เ о \rho ı \sigma \mu \circ u ́ \varsigma ~ \sigma \cup \mu \pi \varepsilon \rho \iota ф о \rho \alpha ́ \varsigma . ~ O l ~ F r a g i a d a k i s ~ e t ~ a l . ~ \pi \alpha \rho o u \sigma i \alpha \sigma \alpha v ~ \mu ı \alpha ~ \mu \varepsilon Ө о \delta о \lambda о ү i \alpha ~$






 opóфou.
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$$
\min F \mathbf{x}
$$







$$
F \mathbf{x}^{*} \leq F \mathbf{x}, \quad \forall \mathbf{x} \in \mathbb{R}^{n}
$$





$$
F \mathbf{x}^{*} \leq F \mathbf{x}, \quad \forall \mathbf{x} \in N
$$

 $\mathrm{x}^{*}$ ．







$$
\nabla F \mathrm{x}^{*}=0
$$


 $\nabla F \mathbf{x}^{*}=0 \kappa \alpha \iota \nabla^{2} F \mathbf{x}^{*}$ ७єтıкג́ $\eta \mu \iota o \rho \iota \sigma \mu \varepsilon ́ v o ~ \mu \eta \tau \rho \dot{\omega} о$.









 عíval tautóxpovo каı о入ıкó $\varepsilon \lambda \alpha ́ \chi ા \sigma т о . ~$

 $\delta \eta \lambda \alpha \delta \eta \dot{\text { }}$

$$
F a \mathbf{x}+1-a \mathbf{y} \leq a F \mathbf{x}+1-a F \mathbf{y} \quad \forall a \in 0,1
$$


 $\theta \alpha$ бuүк入íveı пávta $\sigma \varepsilon$ o入ıкó ßé入tıбтo．


 o入ıка́ $\varepsilon \lambda \alpha \dot{\chi} เ \sigma \tau \alpha$.

##  перıорıбиои́я

 тŋऽ $\mu \varepsilon ́ ү เ \sigma \tau \eta \varsigma ~ к \alpha Ө o ́ \delta o u, ~ \tau \omega v ~ \sigma u そ u ү \omega ́ v ~ к \lambda i ́ \sigma \varepsilon \omega v ~ к \alpha ı ~ o ı ~ \mu \varepsilon ́ Ө o \delta o ı ~ N e w t o n ~ к \alpha ı ~ q u a s i-N e w t o n . ~ O ı ~$


$$
\mathbf{x}^{\mathrm{g}}=\mathbf{x}^{\mathrm{g}-1}+a^{\mathrm{g}} \mathbf{s}^{\mathrm{g}}
$$






 то $\varepsilon \sigma \sigma \iota \alpha v$ ó $\mu$ ๆт $\rho \omega$ о́o $\nabla^{2} F \mathbf{x}$.

## 





$$
\begin{equation*}
\mathbf{s}^{\mathrm{g}}=-\nabla F \mathbf{x}^{\mathrm{g}-1} \tag{0.1}
\end{equation*}
$$



Algorithm: Steepest Descent

1 Choose initial $\mathbf{x}^{(0)}$
2 repeat
$3 \quad \mathrm{~g}=\mathrm{g}+1$
3
$4 \quad$ choose $a$ to minimize $F\left(\mathbf{x}^{(g-1)}+a \mathbf{s}^{(g)}\right)$
$5 \quad \mathbf{x}^{(\mathrm{g})}=\mathrm{x}^{(\mathrm{g}-1)}+a^{(\mathrm{g})} \mathbf{s}^{(\mathrm{g})}$
6 until termination_criterion
$\Sigma \chi \check{\mu} \mu \alpha$ 1.1: $0 \quad \alpha \lambda$ үópı $\theta \mu$ oc Steepest Descent





### 1.2.5 Oı $\mu \varepsilon ́ \theta$ обot Newton к $\alpha \iota$ Quasi-Newton




$$
\mathbf{s}=-\mathbf{H} \mathbf{x}^{-1} \nabla F \mathbf{x}
$$





 avtiotpoфоऽ tou Hessian rivaка.




$$
\mathbf{s}^{\mathrm{g}}=-\mathbf{A}^{\mathrm{g}} \nabla F \mathbf{x}^{\mathrm{g}-1}
$$






$$
\mathbf{A}^{\mathrm{g}+1}=\mathbf{A}^{\mathrm{g}}+\mathbf{D}^{\mathrm{g}}
$$



$$
\mathbf{D}^{\mathrm{g}}=\text { function } \mathbf{x}^{\mathrm{g}}-\mathbf{x}^{\mathrm{g}-1}, \nabla F \mathbf{x}^{\mathrm{g}}-\nabla F \mathbf{x}^{\mathrm{g}-1}, \mathbf{A}^{\mathrm{g}}
$$

 $\eta \mu \varepsilon ́ \theta o \delta o \varsigma$ DFP (Davidon-Fletcher-Powell) к $\alpha \downarrow \eta$ BFGS (Broydon-Fletcher-Goldfarb-Shanno)


## 



$\operatorname{minimize} F \mathbf{x}=F \quad x_{1}, x_{2}, \ldots, x_{n}$
subject to: $\mathrm{h}_{j} \mathbf{x} \equiv \mathrm{~h}_{j} x_{1}, x_{2}, \ldots, x_{n}=0, j=1, \ldots, p$

$$
\begin{aligned}
& \mathrm{g}_{i} \mathbf{x} \equiv \mathrm{~g}_{i} x_{1}, x_{2}, \ldots, x_{n} \leq 0, i=1, \ldots, m \\
& x_{i}^{L} \leq x_{i} \leq x_{i}^{U}, i=1, \ldots, n
\end{aligned}
$$



 avtiotox $\alpha$.


$$
S=\mathbf{x} \in \mathbb{R}^{n} \mid \mathbf{g} \mathbf{x} \leq 0, \mathbf{h} \mathbf{x}=0, \mathbf{x}^{L} \leq \mathbf{x} \leq \mathbf{x}^{U}
$$



$$
\min F \mathbf{x} \quad \mathbf{x} \in S
$$






##  терเорıбиои́я




 غ́v $\alpha \pi \rho o ́ \beta \lambda \eta \mu \alpha$ х $\omega \rho i ́ \varsigma ~ \pi \varepsilon \rho เ o \rho ı \sigma \mu o u ́ \varsigma . ~$
 Error! Reference source not found. $\mu \pi о \rho \varepsilon i \quad v \alpha \mu \varepsilon \tau \alpha \tau \rho \alpha \pi \varepsilon i ~ \sigma \varepsilon ~ \varepsilon ́ v \alpha ~ \pi \rho o ́ ~ \beta \lambda \eta \mu \alpha$


$$
L \mathbf{x}, \lambda=F \mathbf{x}+\sum_{j=1}^{p} \lambda_{j} \mathrm{~h}_{j} \mathbf{x}+\sum_{i=1}^{m} \lambda_{i} \mathrm{~g}_{i} \mathbf{x}
$$


 о入ıкó), घival:
$\nabla L \mathbf{x}^{*}, \lambda=\nabla F \mathbf{x}^{*}+\sum_{j=1}^{p} \lambda_{j} \nabla \mathrm{~h}_{j} \mathbf{x}^{*}+\sum_{i=1}^{m} \lambda_{i} \nabla \mathrm{~g}_{i} \mathbf{x}^{*}=0$
$\mu \varepsilon \lambda_{j} \in \mathbb{R}_{+} \operatorname{\kappa \alpha \iota } \lambda_{i} \in \mathbb{R}$.
 парако́тш бuvӨŋ́кєц:

1. $\mathrm{O} \sigma \chi \varepsilon \delta \iota \alpha \sigma \mu$ ós $\mathrm{x}^{*}$ عivalı $\varepsilon ф$ เктóৎ.
2. $\lambda_{i} \nabla \mathrm{~g}_{i} \mathrm{x}^{*}=0, i=1, \ldots, m \kappa \alpha \mathrm{l} \lambda_{i} \geq 0$.
3. $\nabla F \mathbf{x}^{*}+\sum_{j=1}^{p} \lambda_{j} \nabla \mathrm{~h}_{j} \mathbf{x}^{*}+\sum_{i=1}^{m} \lambda_{i} \nabla \mathrm{~g}_{i} \mathbf{x}^{*}=0 \quad \mu \varepsilon \quad \lambda_{i} \geq 0$. Ot тı $\frac{1}{} \varsigma \tau \omega v$







 Av каı т $\alpha \pi \varepsilon \rho \iota \sigma \sigma o ́ \tau \varepsilon \rho \alpha ~ \pi \rho о \beta \lambda n ́ \mu \alpha \tau \alpha \beta \varepsilon \lambda \tau \iota \sigma \tau о \pi о i ́ \eta \sigma \eta \varsigma ~ \delta \varepsilon v ~ \varepsilon i ́ v \alpha \iota ~ к и \rho \tau \alpha ́, ~ \eta ~ Ө \varepsilon \omega \rho i ́ \alpha ~ \tau \omega v ~ к и \rho \tau \omega ́ v ~$
 $\pi \rho о \sigma \varepsilon ү ү i \zeta о v \tau \alpha \iota \alpha \pi o ́ ~ \mu ı \alpha ~ \sigma \varepsilon เ \rho \alpha ́ ~ к и \rho \tau \omega ́ v ~ \pi \rho о ß \lambda \eta \mu \alpha ́ \tau \omega v$.

## 




$\min R \mathbf{x}, \quad R \mathbf{x}=F \mathbf{x}+\sum a_{i} \mathrm{G}\left|\mathrm{g}_{i} \mathbf{x}\right|^{-}+\sum b_{j} \mathrm{H}\left|\mathrm{h}_{j} \mathbf{x}\right|$




$$
\left|\mathrm{g}_{i} \mathbf{x}\right|^{-}= \begin{cases}\left|\mathrm{g}_{i} \mathbf{x}\right|, & \text { if } \mathrm{g}_{i} \mathbf{x}<0 \\ 0, & \text { otherwise }\end{cases}
$$






$$
R \mathbf{x}=F \mathbf{x}+\sum a_{i}\left|\mathbf{g}_{i} \mathbf{x}\right|^{-}+\sum b_{j}\left|\mathrm{~h}_{j} \mathbf{x}\right|(0.3)
$$


$R \mathbf{x}=F \mathbf{x}+\sum a_{i}\left|\mathrm{~g}_{i} \mathbf{x}\right|^{-2}+\sum b_{j}\left|\mathrm{~h}_{j} \mathbf{x}\right|^{2}(0.4)$

$R \mathbf{x}=F \mathbf{x}+r\left(\sum\left|\mathbf{g}_{i} \mathbf{x}\right|^{-2}+\sum\left|\mathrm{h}_{j} \mathbf{x}\right|^{2}\right)(0.5)$







$$
\begin{equation*}
R \mathbf{x}=F \mathbf{x}+r \sum \frac{1}{g^{\prime} \mathbf{x}_{7}} \tag{0.6}
\end{equation*}
$$







## 

 $\varepsilon к \tau i \mu \eta \sigma \eta ~ \tau \omega v ~ \beta \varepsilon ́ \lambda \tau \iota \sigma \tau \omega v ~ \sigma \chi \varepsilon \delta \iota \alpha \sigma \mu o u ́ ~ к \alpha ı ~ \sigma \tau \eta ~ \sigma u v \varepsilon ́ \chi \varepsilon ı \alpha ~ \delta \eta \mu ı o u p \gamma o u ́ v ~ \mu ı \alpha ~ \alpha \lambda \lambda \eta \lambda o u \chi i \alpha ~$

 $\beta \varepsilon \lambda \tau \iota \sigma$ толоínoŋs.


- $\Sigma \vartheta \varepsilon v \alpha \rho o ́ t \eta \tau \alpha$ (Robustness): 'Evas $\alpha \lambda ү o ́ \rho ı \theta \mu \circ \varsigma ~ \pi \rho \varepsilon ́ \pi \varepsilon ı ~ v \alpha ~ \mu \pi о \rho \varepsilon i ́ ~ v \alpha ~ \alpha v \tau \iota \mu \varepsilon \tau \omega \pi i ́ \sigma \varepsilon \iota ~$ $\mu \iota \alpha \pi \lambda \eta \forall \omega ́ \rho \alpha \pi \rho о \beta \lambda \eta \mu \alpha \dot{\alpha} \omega v$.
- Aлóסoon (Efficiency): O $\alpha \lambda \gamma o ́ \rho ı \theta \mu \varsigma ~ \delta \varepsilon v ~ Ө \alpha ~ \pi \rho \varepsilon ́ \pi \varepsilon ı ~ v \alpha ~ \alpha \pi \alpha ı \tau \varepsilon i ́ ~ \pi о \lambda u ́ ~ \mu \varepsilon ү \alpha ́ \lambda \eta ~$


 $\alpha к \rho i ́ \beta \varepsilon ı \alpha \varsigma ~ \sigma \phi \alpha ́ \lambda \mu \alpha \tau \alpha$.

Oı $\pi \alpha \rho \alpha \pi \alpha ́ v \omega$ алаıtท́бعıৎ عíval $\alpha \lambda \lambda \eta \lambda о \sigma \cup ү к \rho о \cup o ́ \mu \varepsilon v \varepsilon \varsigma . ~ Г ı \alpha ~ \pi \alpha \rho \alpha ́ \delta \varepsilon ı ү \mu \alpha, ~ \varepsilon ́ v \alpha \varsigma ~ \pi о \lambda u ́ ~$
 $\chi \omega ́ \rho о$ ท́ $\mu v \eta ́ \mu \eta ~ ү ı \alpha ~ \pi \rho о \beta \lambda n ́ \mu \alpha \tau \alpha ~ \mu \varepsilon ~ \pi о \lambda \lambda \varepsilon ́ \varsigma ~ \mu \varepsilon \tau \alpha \beta \lambda \eta \tau \varepsilon ́ \varsigma ~ \sigma \chi \varepsilon \delta ı \alpha \sigma \mu о u ́ . ~ A v t i \theta \varepsilon \tau \alpha, ~ \varepsilon ́ v \alpha \varsigma ~$
 каı $\mu \varepsilon ү \alpha ́ \lambda о ~ \cup т о \lambda о ү เ \sigma \tau เ к o ́ ~ \chi \rho o ́ v o ~ \omega ́ \sigma \tau \varepsilon ~ v \alpha ~ \beta \rho \varepsilon i ́ ~ т о ~ \beta \varepsilon ́ \lambda \tau ı \sigma \tau о ~ \sigma \chi \varepsilon \delta \iota \alpha \sigma \mu o ́ . ~$








 $\alpha \lambda ү о ́ \rho ı \theta \mu о и \varsigma, ~ \alpha v \alpha ́ \lambda о ү \alpha ~ \mu \varepsilon ~ т о v ~ т \rho о ́ т о ~ \pi о и ~ \sigma \chi \eta \mu \alpha т i \zeta о v \tau \alpha ı ~ o l ~ v \varepsilon ́ o l ~ \sigma \chi \varepsilon \delta ı \alpha \sigma \mu о i ́ . ~ O t ~$










 Avórtŋŋпŋs (Simulated Annealing).













### 1.2.10 $\Sigma \tau \rho \alpha \tau \eta \gamma เ \kappa \varepsilon ́ \varsigma ~ \varepsilon \zeta \varepsilon ́ \lambda l \xi \eta S$

















 $\beta$ ह́入tıotns $\lambda$ úбnヶ.






$$
\begin{equation*}
F \mathbf{y} \rightarrow \text { optimum, } \mathbf{y} \in \mathrm{Y} \tag{0.7}
\end{equation*}
$$










$$
\begin{equation*}
a_{k}=\mathbf{y}_{k}, \mathbf{s}_{k}, F_{k} \tag{0.8}
\end{equation*}
$$















 $\varepsilon \pi ı \lambda о ү \eta ́ ~ t \omega v ~ \alpha т o ́ \mu \omega v ~ \pi o u ~ \theta \alpha ~ \sigma u v e x i ́ \sigma o u v ~ o t n v ~ \varepsilon \pi o ́ \mu \varepsilon v \eta ~ \gamma \varepsilon v i \alpha ́ ~ \gamma i v e t a l ~ \alpha \pi o ́ ~ o \lambda o ́ k \lambda n \rho o ~ t o v ~$



 $\pi \rho \varepsilon ́ \pi \varepsilon เ ~ \pi \rho о ф \alpha v \omega ́ \varsigma ~ v \alpha ~ เ \sigma \chi \cup ́ \varepsilon \iota ~ \mu<\lambda$.





### 1.2.11 Bé̀тıбто̧ $\sigma \chi \varepsilon \delta \iota \alpha \sigma \mu o ́ \varrho ~ к \tau \eta \rho i ́ \omega v ~ \alpha \pi o ́ ~ O \Sigma ~$










$$
\begin{array}{ll}
\min & F(\mathbf{s}) \\
\text { subject to } & g_{j}(\mathbf{s}) \leq 0 \quad j=1, \ldots, m  \tag{1}\\
& s_{i} \in R^{d}, \quad i=1, \ldots, n
\end{array}
$$


 (i=1,...,n) $\pi \alpha i p v o u v ~ \tau ı \mu \varepsilon ́ \varsigma ~ \mu o ́ v o ~ \alpha \pi o ́ ~ \alpha u t o ́ ~ t o ~ \sigma u ́ v o \lambda o . ~$

### 1.2.12 Opıб品








$$
\begin{equation*}
x_{\mathrm{cv}}=\frac{\sum_{\mathrm{i}} \mathrm{x}_{\mathrm{i}} \mathrm{~V}_{\mathrm{n}, \mathrm{i}}}{\sum_{\mathrm{i}} \mathrm{~V}_{\mathrm{n}, \mathrm{i}}} \tag{2}
\end{equation*}
$$













 غ́v $\alpha$ ко́ $\mu ß$ о סокои́ - бтú入ou.

 عívaı हvtóc tou opӨopwvíou AC1.

## 







$$
\left.\begin{array}{ll}
\min & \mathrm{C}_{\mathrm{IN}}(\mathrm{~s})=\mathrm{C}_{\mathrm{b}}(\mathrm{~s})+\mathrm{C}_{\mathrm{sl}}(\mathrm{~s})+\mathrm{C}_{\mathrm{cl}}(\mathrm{~s}) \\
\text { subject to } & \mathrm{g}_{\mathrm{k}}(\mathrm{~s}) \leq 0, \mathrm{k}=1,2, \ldots, \mathrm{~m} \text { (behavioral) } \\
& \mathrm{t}_{\mathrm{lb}, \mathrm{j}}^{\mathrm{i}} \leq \mathrm{r}_{\mathrm{j}}^{\mathrm{i}} \leq \mathrm{t}_{\mathrm{ub}, \mathrm{j}}^{\mathrm{i}}, \mathrm{j}=1,2, \ldots, \mathrm{n}_{\text {columns }}  \tag{3}\\
& \mathrm{s}_{\mathrm{lb}, \mathrm{j}}^{\mathrm{i}} \leq \mathrm{h}_{\mathrm{j}}^{\mathrm{i}} \leq \mathrm{s}_{\mathrm{ubb}, \mathrm{j}}^{\mathrm{i}}, \mathrm{j}=1,2, \ldots, \mathrm{n}_{\text {columns }}
\end{array}\right\} \text { (architectural) }
$$

















## 




 $\pi \rho о \beta \lambda \eta ́ \mu \alpha т о \varsigma ~ \varepsilon ф \alpha \rho \mu о ́ \sigma \tau \eta к \alpha v, ~ \sigma \tau \eta v ~ \pi \rho \omega ́ \tau \eta ~ \delta ı \alpha \tau \cup \pi \omega ́ v \varepsilon \tau \alpha \iota ~ \sigma \alpha v ~ \pi \rho o ́ \beta \lambda \eta \mu \alpha ~ \varepsilon \lambda \alpha \chi เ \sigma \tau о \pi о i ́ \eta \sigma \eta \varsigma ~$







$$
\begin{align*}
& \min \quad e_{C M-C R}=\sqrt{\left(x_{C M}^{i}-x_{C R}^{i}\right)^{2}+\left(y_{C M}^{i}-y_{C R}^{i}\right)^{2}}, i=1,2, \ldots, n \_g_{\text {storeys }} \\
& \text { subject to } \quad \mathrm{g}_{\mathrm{k}}(\mathbf{s}) \leq 0, \mathrm{k}=1,2, \ldots, \mathrm{~m} \text { (behavioral) } \\
& \left.\begin{array}{l}
\mathrm{t}_{\mathrm{lb}, \mathrm{j}}^{\mathrm{i}} \leq \mathrm{r}_{\mathrm{j}}^{\mathrm{i}} \leq \mathrm{t}_{\mathrm{ub}, \mathrm{j}}^{\mathrm{i}}, \mathrm{j}=1,2, \ldots, \mathrm{n}_{\text {columns }} \\
\mathrm{s}_{\mathrm{lb}, \mathrm{j}}^{\mathrm{i}} \leq \mathrm{h}_{\mathrm{j}}^{\mathrm{i}} \leq \mathrm{s}_{\mathrm{ub}, \mathrm{j}}^{\mathrm{i}}, \mathrm{j}=1,2, \ldots, \mathrm{n}_{\text {columns }}
\end{array}\right\} \text { (architectural) }  \tag{4a}\\
& \text { min } \\
& \mathrm{e}_{\mathrm{CM}-\mathrm{CV}}=\sqrt{\left(\mathrm{x}_{\mathrm{CM}}^{\mathrm{i}}-\mathrm{x}_{\mathrm{CV}}^{\mathrm{i}}\right)^{2}+\left(\mathrm{y}_{\mathrm{CM}}^{\mathrm{i}}-\mathrm{y}_{\mathrm{CV}}^{\mathrm{i}}\right)^{2}}, \mathrm{i}=1,2, \ldots, \mathrm{n}_{\text {storeys }} \\
& \text { subject to } \\
& \left.\begin{array}{l}
\mathrm{g}_{\mathrm{k}}(\mathbf{s}) \leq 0, \mathrm{k}=1,2, \ldots, \mathrm{~m} \text { (behavioral) } \\
\begin{array}{l}
\mathrm{t}_{\mathrm{lb}, \mathrm{j}}^{\mathrm{i}}
\end{array} \mathrm{r}_{\mathrm{j}}^{\mathrm{i}} \leq \mathrm{t}_{\mathrm{ub}, \mathrm{j}}^{\mathrm{i}}, \mathrm{j}=1,2, \ldots, \mathrm{n}_{\text {columns }} \\
\mathrm{s}_{\mathrm{lb}, \mathrm{j}}^{\mathrm{i}} \leq \mathrm{h}_{\mathrm{j}}^{\mathrm{i}} \leq \mathrm{s}_{\mathrm{ub}, \mathrm{j},}^{\mathrm{i}}, \mathrm{j}=1,2, \ldots, \mathrm{n}_{\text {columns }}
\end{array}\right\} \text { (architectural) } \tag{4b}
\end{align*}
$$







## 




min

$$
\mathrm{F}(\mathbf{s})=\mathrm{w} \cdot \mathrm{C}_{\mathrm{IN}}^{*}+(1-\mathrm{w}) \cdot \max \left(\mathrm{e}_{\mathrm{CM}-\mathrm{CR}}^{*}, \mathrm{e}_{\mathrm{CM}-\mathrm{CV}}^{*}\right)
$$

subject to $\quad g_{k}(\mathbf{s}) \leq 0, \mathrm{k}=1,2, \ldots, \mathrm{~m}$ (behavioral)

$$
\left.\begin{array}{r}
\mathrm{t}_{\mathrm{bb}, \mathrm{j}}^{\mathrm{i}} \\
\mathrm{~s}_{\mathrm{lb}, \mathrm{j}}^{\mathrm{i}}
\end{array} \leq \mathrm{r}_{\mathrm{j}}^{\mathrm{i}} \leq \mathrm{h}_{\mathrm{j}}^{\mathrm{i}} \leq \mathrm{t}_{\mathrm{ubb}, \mathrm{j}, \mathrm{j}}^{\mathrm{i}}, \mathrm{j}=1,2, \ldots, \mathrm{n}_{\text {columns }} \mathrm{j}=1,2, \ldots, \mathrm{n}_{\text {columns }}\right\} \text { (architectural) }
$$

 סúo єккєvt

## 1.3 Пгрьорьбиоі́ $\sigma \nu \mu \pi \varepsilon \rho \iota \varphi о \rho \alpha ́ я, ~$












H $\pi \lambda \varepsilon เ о v o ́ t \eta \tau \alpha ~ \tau \omega v ~ к \alpha v o v ı \sigma \mu \omega ́ v ~ \sigma \chi \varepsilon \delta \iota \alpha \sigma \mu о и ́ ~ \alpha v \eta ́ к о u v ~ \sigma \tau \eta v ~ к \alpha т \eta ү о \rho i ́ \alpha ~ \tau \omega v ~$
 каเ $\alpha v \alpha ́ \pi \tau \cup \xi \eta ~ \pi \rho о \sigma \chi \varepsilon ́ \delta ı o u, ~ \pi \rho о \mu \varepsilon \lambda \varepsilon ́ t \eta \varsigma ~ к \alpha l ~ \tau \varepsilon \lambda ı к о u ́ ~ \sigma \chi \varepsilon \delta ı \alpha \sigma \mu о u ́ . ~ \sum u ́ \mu \phi \omega v \alpha ~ \mu \varepsilon ~ \varepsilon ́ v \alpha ~$
 ката́бт $\alpha \sigma \eta$ $\mu \varepsilon \tau \alpha ६ u ́ ~ \tau \eta \varsigma ~ к \alpha \tau \alpha ́ \sigma \tau \alpha \sigma \eta \varsigma ~ \pi \rho о \sigma \tau \alpha \sigma i ́ \alpha \varsigma ~ \tau \eta \varsigma ~ \zeta \omega ท ́ \varsigma ~(l i f e-s a f e t y) ~ к \alpha ı ~ \pi \rho เ v ~ \tau \eta v ~$










$$
\begin{equation*}
S_{d}=1.35 \sum_{j} G_{k j} "+" 1.50 \sum_{i} Q_{k i} \tag{6}
\end{equation*}
$$








$$
\begin{equation*}
S_{d}=\sum_{j} G_{k j} "+" E_{d} "+" \sum_{i} \psi_{2 i} Q_{k i} \tag{7}
\end{equation*}
$$













 ıкаvотıко́ৎ $\sigma \chi \varepsilon \delta \iota \alpha \sigma \mu$ óৎ $\varepsilon$ ह́vavtı tદ́ $\mu v o u \sigma \alpha \varsigma$

## 1.4 Алотí $\mu \eta \sigma \eta$ v $\pi \alpha \rho \chi o ́ v \tau \omega v$ $\kappa \rho ı \tau \eta \rho i ́ \omega v$ $\sigma \chi \varepsilon \delta \iota \alpha \sigma \mu о v ́$
















##  $\kappa \alpha \tau \alpha \sigma \kappa \varepsilon v \omega ́ v$ ह́v $\alpha v \tau \iota ~ \sigma \tau \rho \varepsilon ́ \psi \eta \varsigma$

Mé $\sigma \omega$ عvóৎ $\sigma \eta \mu \alpha v t ı \kappa o u ́ ~ \alpha \rho ı \theta \mu o u ́ ~ \alpha v \alpha \lambda u ́ \sigma \varepsilon \omega v, ~ \mu \varepsilon ~ \beta \alpha ́ \sigma \eta ~ \tau \alpha ~ u \pi \alpha ́ \rho \chi o v \tau \alpha ~ к \rho ı t \eta ́ \rho ı \alpha ~ \sigma \chi \varepsilon \delta ı \alpha \sigma \mu о u ́ ~$





 бદ $\alpha \sigma u ́ \mu \mu \varepsilon \tau \rho \varepsilon \varsigma ~ к \alpha т \alpha \sigma \kappa \varepsilon \cup \varepsilon ́ \varsigma ~ เ \sigma \chi u ́ \varepsilon ı ~ \eta ~ \sigma u v Ө \eta ́ к \eta: ~$

$$
\sum_{k=1}^{n}|V k i j| \neq \sum_{k=1}^{n} V k i j
$$





$$
\begin{gathered}
\mathrm{ROT}=\sum_{1}^{n} \sum_{i=x, j=y}^{y, x} R O T i j \\
\text { о́тои ROTij }=\frac{\sum_{k=1}^{n}|V k i j|-a * \sum_{k=1}^{n} V k i j}{\sum_{k=1}^{n} V k i j}
\end{gathered}
$$

## $1.6 ~ П \alpha \rho \alpha \delta \varepsilon i ́ \gamma \mu \alpha \tau \alpha$






 $\chi \alpha \rho \alpha к т \eta \rho \iota \sigma \tau \iota \kappa \eta ่ ~ \tau \iota \mu \eta ่ ~ \delta \iota \alpha \rho \rho о \eta ́ \varsigma ~ f y k, s ~=~ 220 M P a . ~ Т о ~ ф \alpha ́ \sigma \mu \alpha ~ \sigma \chi \varepsilon \delta \iota \alpha \sigma \mu о и ́ ~ \pi о u ~ \varepsilon ́ \chi \varepsilon \iota ~$



 ópous $\delta \varepsilon v$ દ́ $\chi$ ouv $\lambda \eta \phi \theta \varepsilon i ́ ~ u \pi o ́ \psi \eta ~ o l ~ \sigma u v Ө \eta ́ \kappa \varepsilon \varsigma ~ Ө \varepsilon \mu \varepsilon \lambda i ́ \omega \sigma \eta \varsigma . ~$


|  | $\mathrm{AC}_{1}$ |  |
| :---: | :---: | :---: |
| Column |  |  |
|  | $\mathrm{AC}_{1 \mathrm{x}}$ | $\mathrm{AC}_{1 \mathrm{y}}$ |
| C1 | 150 | 50 |
| C2 | 50 | 200 |
| C3 | 50 | 200 |
| C4 | 150 | 50 |
| C5 | 40 | 300 |

Eıкóva 1. Архıтєктоvıкоí лєрıорıоцоí



 $\mu \pi о \rho о u ́ v$ va лєрıүрафоúv $\omega \varsigma ~ \varepsilon \xi n ่ \varsigma: ~$

$$
\begin{array}{cc}
\operatorname{Min}\left\{0.1 \cdot \mathrm{C}_{\mathrm{IN}}^{*}+0.9 \cdot \mathrm{e}_{\mathrm{CM}-\mathrm{CR}}^{*}\right\} & \operatorname{Comb}(1) \\
\operatorname{Min}\left\{0.1 \cdot \mathrm{C}_{\mathrm{IN}}^{*}+0.9 \cdot \mathrm{e}_{\mathrm{CM}-\mathrm{CV}}^{*}\right\} & \operatorname{Comb}(2) \\
\operatorname{Min}\left\{0.1 \cdot \mathrm{C}_{\mathrm{IN}}^{*}+0.9 \cdot \max \left(\mathrm{e}_{\mathrm{CM}-\mathrm{CR}}^{*}, \mathrm{e}_{\mathrm{CM}-\mathrm{CV}}^{*}\right)\right\} & \operatorname{Comb}(3)  \tag{8}\\
\operatorname{Min}\left\{0.9 \cdot \mathrm{C}_{\mathrm{IN}}^{*}+0.1 \cdot \mathrm{e}_{\mathrm{CM}-\mathrm{CR}}^{*}\right\} & \operatorname{Comb}(4) \\
\operatorname{Min}\left\{0.9 \cdot \mathrm{C}_{\mathrm{IN}}^{*}+0.1 \cdot \mathrm{e}_{\mathrm{CM}-\mathrm{CV}}^{*}\right\} & \operatorname{Comb}(5)
\end{array}
$$








 тףv $\varepsilon \rho \gamma \alpha \sigma i \alpha$ Papazachos et tou Al [17] (лivaкаৎ 1).

Пív $\alpha к \alpha \varsigma ~ 1: ~ Е \pi i ́ \pi \varepsilon \delta \alpha ~ Е \pi ı к ı v \delta u v o ́ t \eta \tau \alpha \varsigma ~[17] ~$

| Гعүovós | Перíoठos Etavaфора́s |  | PGA (g) |
| :---: | :---: | :---: | :---: |
| £uvńӨns | 21 रоóvıа | 90\% ota $50 \chi$ रóvıа | 0.06 |
| Перıбтабıако́я | 72 रoóvı $\alpha$ | 50\% ota $50 \chi$ ¢óvıa | 0.11 |
| ミпávios |  | 10\% ota $50 \chi$ ¢ ${ }^{\text {cóvıa }}$ | 0.31 |
| Пo入ú orávıos | 2475 रоóvı $\alpha$ | 2\% $\sigma \tau \alpha 50 \chi$ रóvı $\alpha$ | 0.78 |



| Design philosophy | Hazard Level |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 50/50 |  | 10/50 |  | 2/50 |  |
|  | $\begin{gathered} \max \left(10^{-3}\right. \\ \mathrm{rad}) \end{gathered}$ | $\begin{gathered} \min \left(10^{-3}\right. \\ \mathrm{rad}) \end{gathered}$ | $\begin{gathered} \max \left(10^{-3}\right. \\ \mathrm{rad}) \end{gathered}$ | $\begin{gathered} \min \left(10^{-3}\right. \\ \mathrm{rad}) \end{gathered}$ | $\begin{gathered} \max \left(10^{-3}\right. \\ \mathrm{rad}) \end{gathered}$ | $\begin{gathered} \min \left(10^{-3}\right. \\ \mathrm{rad}) \end{gathered}$ |
| $\begin{aligned} & \operatorname{Min}\left\{0.1 \mathrm{C}_{\mathrm{IN}^{+}}\right. \\ & \left.0.9 \mathrm{e}_{\mathrm{CM}-\mathrm{CR}}\right\} \end{aligned}$ | 0.509 | -0.543 | 1.87 | -1.84 | 9.14 | -9.02 |
| $\begin{aligned} & \operatorname{Min}\left\{0.1 \mathrm{C}_{\mathrm{IN}^{+}}\right. \\ & \left.0.9 \mathrm{e}_{\mathrm{CM}-\mathrm{Cv}}\right\} \end{aligned}$ | 0.569 | -0.533 | 3.77 | -3.64 | 3.20 | -3.71 |
| $\operatorname{Min}\left\{0.1 \mathrm{C}_{1 \mathrm{IN}^{+}}\right.$ |  |  |  |  |  |  |
| $0.9 \mathrm{max}\left(\mathrm{e}_{\text {CM }-C R}\right.$, | 0.505 | -0.351 | 1.43 | -1.20 | 4.46 | -4.42 |
| $\left.\mathrm{e}_{\text {см-сv) }}\right)$ |  |  |  |  |  |  |
|  | 2.29 | -1.83 | 9.72 | -9.92 | 23.10 | -15.00 |
| $\begin{aligned} & \operatorname{Min}\left\{0.9 \mathrm{C}_{\mathrm{IN}^{+}}\right. \\ & \left.0.1 \mathrm{e}_{\mathrm{CM}-\mathrm{cv}}\right\} \end{aligned}$ | 3.47 | -2.94 | 6.39 | -6.53 | 9.31 | -9.45 |
| $\operatorname{Min}\left\{\mathrm{e}_{\text {CM-CR }}\right\}$ | 0.254 | -0.293 | 0.953 | -1.28 | 5.26 | -5.05 |
| $\operatorname{Min}\left\{\mathrm{e}_{\text {cm-cv }}\right\}$ | 1.51 | -1.40 | 2.46 | -2.33 | 3.50 | -5.05 |
| $\operatorname{Min}\left\{\mathrm{C}_{\text {IN }}\right\}$ | 1.69 | -1.34 | 7.90 | -7.91 | 13.90 | -13.40 |
















 Paulay [11,12] каı Tso каı Myslimaj [13].

(a)


ミхŋ́на 2: X 10/50 к $\alpha$ (с) 2/50








Пívaкая 3: $\Sigma$ úүкрıбп $\tau \omega v \sigma \chi \varepsilon \delta \iota \alpha \sigma \mu \omega ́ v ~ \sigma \varepsilon ~ \sigma \chi \varepsilon ́ \sigma \eta ~ \mu \varepsilon$ то ко́бтоৎ

|  | $\begin{aligned} & \operatorname{Min}\left\{0.1 C_{\mathrm{CN}^{+}}+\right. \\ & \left.0.9 \mathrm{e}_{\mathrm{CM}-\mathrm{CR}}\right\} \end{aligned}$ | $\begin{aligned} & \operatorname{Min}\left\{0.1 \mathrm{C}_{\mathrm{IN}^{+}}\right. \\ & \left.0.9 \mathrm{e}_{\mathrm{CM}-\mathrm{cv}}\right\} \end{aligned}$ | $\begin{aligned} & \operatorname{Min}\left\{0.1 \mathrm{C}_{\mathrm{IN}^{+}}\right. \\ & 0.9 \max \left(\mathrm{e}_{\mathrm{CM}-}\right. \\ & \left.\left.\mathrm{CR}, \mathrm{e}_{\mathrm{CM}-\mathrm{cv}}\right)\right\} \end{aligned}$ | $\begin{aligned} & \operatorname{Min}\left\{0.9 \mathrm{C}_{\mathrm{IN}^{+}}\right. \\ & \left.0.1 \mathrm{e}_{\mathrm{CM}-\mathrm{cR}}\right\} \end{aligned}$ | $\begin{aligned} & \operatorname{Min}\left\{0.9 \mathrm{C}_{\mathrm{IN}^{+}}\right. \\ & \left.0.1 \mathrm{e}_{\mathrm{CM}-\mathrm{cv}}\right\} \end{aligned}$ | $\begin{aligned} & \operatorname{Min}\left\{\mathrm{e}_{\mathrm{CM}}-\right. \\ & \mathrm{CR}\} \end{aligned}$ | $\operatorname{Min}\left\{\mathrm{e}_{\mathrm{CM}}-\right.$ <br> cv\} | $\operatorname{Min}\left\{\mathrm{C}_{1 N}\right\}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{C}_{\text {IN }}$ (in |  |  |  |  |  |  |  |  |
| € | 51.92 | 50.33 | 49.23 | 43.13 | 46.15 | 52.80 | 51.24 | 43.81 |
| 1,000) |  |  |  |  |  |  |  |  |
| $\mathrm{C}_{\text {LS }} / \mathrm{C}_{\text {IN }}$ | 3.53 | 18.57 | 7.19 | 22.53 | 23.56 | 3.65 | 13.07 | 29.18 |
| $\mathrm{C}_{\text {TOT }}$ (in |  |  |  |  |  |  |  |  |
| $€$ | 235.46 | 984.92 | 403.31 | 1015.01 | 1133.73 | 245.61 | 721.32 | 1322.33 |
| 1,000) |  |  |  |  |  |  |  |  |

## $1.7 \Sigma v \mu \pi \varepsilon \rho \alpha ́ \sigma \mu \alpha \tau \alpha$






 бuvá $\rho \tau \eta \sigma \eta$ ع $\lambda \alpha \chi เ \sigma \tau о \pi о i ́ \eta \sigma \eta \varsigma, ~ \eta ~ \delta \varepsilon u ́ t \varepsilon \rho \eta ~ \delta ı \alpha \tau u \pi \omega ́ v \varepsilon \tau \alpha ı ~ \omega \varsigma ~ \pi \rho o ́ \beta \lambda \eta \mu \alpha ~ \varepsilon \lambda \alpha \chi ı \sigma т о \pi о i ́ \eta \sigma \eta \varsigma ~ \tau \eta \varsigma ~$





















- Ta $\alpha \pi о т \varepsilon \lambda \varepsilon ́ \sigma \mu \alpha \tau \alpha ~ P a u l a y, ~ T s o ~ к \alpha ı ~ M y s l i m a j ~ o ́ t ı ~ \eta ~ к \varepsilon v \tau р ı к и ́ ~ \varepsilon к к \varepsilon v т р ı к o ́ t \eta t \alpha ~ \alpha к \alpha \mu \psi i ́ \alpha \varsigma ~$


























 $\pi \rho о к и ́ \pi \tau о u v ~ \alpha \pi o ́ ~ \tau \eta v ~ \varepsilon \pi i ́ \lambda u \sigma \eta ~ \tau \omega v ~ \pi \rho о \beta \lambda \eta \mu \alpha ́ \tau \omega v ~ \beta \varepsilon \lambda \tau \tau \sigma т о \pi о i ́ \eta \sigma \eta s ~ \alpha v \alpha \lambda u ́ o v \tau \alpha ı ~ \mu \varepsilon ~ \mu \eta-$


 $2 / 50$ ).


## 







 $\Delta ı \alpha \tau \rho ı \beta$ ท́ৎ عivaı:
 $\mu \varepsilon \tau \alpha \beta \lambda \eta \tau \varepsilon ́ \varsigma$ толо入оүі́аৎ каı $\mu \varepsilon ү \varepsilon ́ \theta о ч \varsigma . ~$



 єккєขтрıко́tŋта $\alpha к \alpha \mu \psi i ́ \alpha \varsigma ~ \sigma \varepsilon ~ п о \lambda \cup \omega ́ \rho о ф \alpha ~ к т ท ́ \rho ı \alpha ~ \varepsilon i ́ v \alpha l ~ \sigma \eta \mu \alpha v \tau \iota к ท ́ ~ \mu o ́ v o ~ o ́ t \alpha v ~$



 $\alpha \xi เ จ \lambda o ́ \gamma \eta \sigma \eta \pi \alpha \rho \alpha \mu о \rho \phi \omega ́ \sigma \varepsilon \omega v$ к $\alpha \iota ~ \sigma \tau \rho \varepsilon \pi \tau \iota \kappa \omega ́ v ~ \rho о \pi \omega ́ v ~ \beta \alpha ́ \sigma \eta \varsigma ~ к \alpha \tau \alpha ́ ~ C h o p r a . ~$

## 

 афора́ $\alpha \pi о т i ́ \mu \eta \sigma \eta ~ \sigma \cup \mu \pi \varepsilon \rho ı ф о \rho \alpha ́ \varsigma ~ к \alpha т \alpha \sigma \kappa \varepsilon \cup \omega ́ v ~ \varepsilon ́ v \alpha v \tau \iota ~ \sigma \tau \rho \varepsilon ́ \psi \eta \varsigma: ~$

- H $\varepsilon ф \alpha \rho \mu о ү \eta ́ ~ \alpha u t o u ́ ~ t o u ~ v \varepsilon ́ o u ~ \pi \lambda \alpha เ \sigma i ́ o u ~ \sigma \chi \varepsilon \delta ı \alpha \sigma \mu o u ́ ~ \sigma \varepsilon ~ \mu \varepsilon ү \alpha \lambda u ́ t \varepsilon \rho o ~ \pi \lambda \eta ́ \theta o \varsigma ~$ кат $\alpha \sigma \kappa \varepsilon \cup \omega ́ v ~ ү ı \alpha ~ \tau \varepsilon к \mu \eta \rho i ́ \omega \sigma \eta ~ \alpha \pi о т \varepsilon \lambda \varepsilon \sigma \mu \alpha ́ \tau \omega \nu$









## 

To ouvo入ıкó $\delta \eta \mu о \sigma เ \varepsilon u \mu \varepsilon ́ v o ~ \varepsilon ́ \rho ү о ~ \sigma т о ~ о т о i ́ о ~ о ~ к о \varsigma ~ N ı к o ́ \lambda \alpha о \varsigma ~ П . ~ М \pi \alpha ́ к \alpha \varsigma ~ \sigma u v \varepsilon ́ \beta \alpha \lambda \varepsilon ~ \sigma т о ~$
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## 3 Introduction

Designing earthquake resistant structures has been a subject of great concern amongst engineers and scientists, aiming at a structural design that would acceptably resist seismic excitation. The vertical seismic resisting elements (columns and shear walls) in particular, in connection with the plates (slabs) of a reinforced concrete building, constitute the structural system that must resist the seismic excitation. The response and the behavior of such a structural system under seismic loading
conditions depend mainly on the cross sectional size and the topological arrangement of the columns and the shear walls. A high percentage of building damages, and even collapses, has been attributed to the wrong plan arrangement of the columns and the shear walls, permitting the activation of the combined torsional-translational vibration of the structural system [1-6]. This is a common problem in most reinforced concrete buildings, due to architectural and code constraints. These types of buildings are called irregular and are faced with additional loading due to torsion.

As we will see in the following chapters, torsion creates additional forces in structural members. In order to take into consideration the effect of torsion, many researchers have proposed several design and/or evaluation criteria. Some of these are connected to the: center of stiffness, center of resistance, center of strength, BST curves, torsional ductility, etc. At the early stages of this work, we examined structures designed according to these criteria. In order to evaluate the performance of these criteria, we used structural optimization techniques to design the structures. Many studies have been performed over the past three decades devoted to the subject of structural optimization of concrete structures and most of them were devoted to cost.

The minimum design optimization of a steel structure is a good approximation of the structure minimum cost. For a concrete structure, however, the weight of the structure is not linked directly to the cost of the structure since other factors can decisively influence the final cost. Furthermore the relation between the weight of the structure and its cost varies according to the type of concrete structure: steel reinforced, fiber reinforced or pre-stressed concrete structure. An article review on the cost optimization of concrete structures [7] concluded that most of the research work published on this scientific area deal with simple structural elements, such as beams or slabs. Only few papers deal with framed structures and even fewer with realistic three-dimensional structures. Fadaee and Grierson [8] have studied the minimum cost design of 3D reinforced concrete frames, with the beams and the columns having
rectangular cross sections. Balling and Xiao [9] presented a comparative study of optimization of 3D reinforced concrete frames with rectangular columns and rectangular T- or L-shaped beams.

When dealing with reinforced concrete buildings, apart from optimizing the cost a more realistic procedure is to attempt an optimum design based on the structural performance. Duan and Chandler [10] have proposed an optimization procedure for torsionally unbalanced structures subjected to earthquake loading, considering both serviceability and ultimate limit states. Ganzerli et al. [11] have proposed a new optimization methodology for seismic design considering performance based constraints.

The objective of the present study is to propose a methodology for improving the conceptual design of 3D steel reinforced concrete structural systems, in terms of their performance, under seismic excitation according to the seismic demands of the Eurocode8 design requirements [12], in an effort to minimize the cost of the structure. The definition of the cost of a 3D concrete building is a complicated task since construction methodology, functionality, life-cycle conditions, operation, maintenance and marketability, among other factors, have to be taken into account. In this study the term 'cost optimization' refers to the material and labor cost for the construction of the building's structural elements.

During the first stages of this work, we examined the effect of torsion on the total cost and then on the life cycle cost of the structure. We performed the minimum cost optimization algorithms using a torsional criterion as an objective function. The torsional effect is activated when the mass center and the rigidity center of a structural system do not coincide. Then the system is called eccentric. When such a system is subjected to dynamic excitations, the inertia forces can be modeled as acting through the mass center and the resisting forces through the rigidity center. This couple of opposing forces creates the torsional effect to the structural system coupled with the lateral motion. Although structural systems can be designed to meet code requirements related to torsional effect, buildings with severe torsion are less likely to perform
predictably well in earthquakes. A first approach in meeting the seismic demands of the design codes is to make the structure massive and rigid in order to prevent damage at the expense of making its cost prohibitive. A cost-effective approach proposed in this study aims at improving the seismic performance of 3D reinforced concrete buildings by minimizing the eccentricity between the mass centre and the rigidity centre at each storey thus minimizing the effect of torsion on the structure.

This aim is achieved with optimization algorithms and in particular with the family of evolutionary optimization algorithms. The most well-known algorithms in this class are the genetic algorithms (GA) [13] and the Evolution Strategies (ES) [14]. Evolution-based algorithms maintain a population of potential solutions instead of a single one. These algorithms have some selection processes based on fitness of individuals and some recombination operators imitating the biological evolution in nature and combine the concept of artificial survival of the fittest with evolutionary operators in order to form a robust search mechanism of the design space. The proposed methodology has no limitations regarding the material type of the structure (whether it is steel or reinforced concrete), the size of the structure and the complexity of the architectural morphology of the structure.

Further down in this thesis, we will present a short description of the guidelines for the seismic design codes, the formulation of the optimization problem as well as an outline of the Evolution Strategies algorithm. In chapter 7 the implemented simplified and the more accurate structural design procedures as recommended by the EC8 are described. A number of test examples are presented demonstrating the potential of the proposed approach in designing realistic structures combining safety and cost efficiency.

As we mentioned above, most of the buildings exhibit some degree of asymmetry in plan due to strength, mass or stiffness. This irregularity induces an uneven distribution to these buildings of coupled lateral and torsional response which increases the vulnerability of this type of buildings to earthquakes. Several researchers studied the elastic response
of asymmetric in plan buildings and evaluated the torsional provisions in seismic codes. Only recently some studies extended the investigation to inelastic behavior but they were restricted to asymmetric single-storey systems.

As far as the elastic behavior is concerned, Hejal and Chopra [15] defined the location of center of rigidity, center of resistance, center of twist, shear center for one-storey as well as multi-storey systems. They also proved that for one-storey systems with symmetric plans all theese centers are coincident. In their investigation, it was also shown that for a special class of multy-storey buildings, with lateral stiffness matrices of all resisting elements mutually proportional, the locations of the centers of rigidity and twist were shown to be coincident, independent of the lateral forces and they are lying on a vertical line. Cheung and Tso [16] suggested a generalized center of rigidity and a generalized center of twist. Based on these definitions, the storey torsional moments are evaluated for the design of torsionally unbalanced regular multi-storey systems. In the case of the generalized center of rigidity, the torsional moment is calculated using the floor eccentricity, while for the generalized center of twist it is calculated using the storey eccentricity. Xenidis, Makarios and Athanasopoulou [18] proposed the fictitious vertical elastic axis or optimum torsion axis. Poole [20] suggested that the shear center below each floor can be taken as the center of rigidity to compute the floor eccentricity. Humar [21] interpreted the center of rigidity at each floor as the point through which the resultant lateral forces passing from that point does not inflict any rotation at the floor. Smith and Vezina [22] defined the center of rigidity, at a particular level of a multi-storey structure subjected to a particular vertical distribution of horizontal loading, as the point where the external horizontal load acting at that point does not produce any torque to the structure. Riddell and Vaquez [23] interpreted the concept of eccentricity in the dynamic sense, and concluded that the centers of rigidity exist only for a very special class of multi-storey buildings, namely buildings with proportional framing.

In the domain of inelastic seismic behavior of asymmetric in plan buildings, Llera and Chopra [24] proposed the base shear and torque surface (BST) for the building, which represents all combinations of shear and torque that when applied statically lead to the collapse of the structure. They also proposed a simplified model, which is based on a super-element per building storey capable of representing the elastic and inelastic properties of the storey. They accomplished that by matching the stiffness matrices and ultimate yield surface of the storey to that of the super-element [25]. Paulay [26] defined the center of resistance and identified the plastic mechanism developed in a three-dimensional system in order to estimate torsional effects on the seismic response of ductile building structures. They are classified as either torsionally unrestrained or torsionally restrained. Tso [28] proved that the torsional effects can be minimized by having the strength distribution such that results in the location of the center of strength and the center of rigidity on the opposite sides of the center of mass for asymmetric wall-type systems. Castillo and Restrepo [29] suggested monitoring the strength distribution of the structure elements of the system as a means of reducing or eliminating strength eccentricity. This can produce a reduction of the system rotation and allows the structure to be modeled as an equivalent single degree of freedom system.

A number of studies have been presented in the past dealing with the problem of optimum design of reinforced concrete (RC) buildings. Optimum design of reinforced concrete buildings with performance criteria is a relatively new field of recearch. In most cases the performance criteria are imposed as constraints to the objective function to be minimized which is usually the initial construction cost. Based on this approach Ganzerli et al. [11] have proposed an optimization methodology for seismic design considering performance-based constraints. Sebastian [30] presented a computational procedure which beneficially offsets the undesirable effect of limited ductility, while Zou and Chan [31] have shown that steel reinforcement, compared to concrete, appears to be the more appropriate material that can be effectively used to control interstorey drift.

A high percentage of building damages, or even collapses, has been attributed to the wrong plan arrangement of the columns and the shear walls, due to the activation of the combined torsional-translational vibration of the structural system [1,6]. For this reason a number of studies have been published in the past where the seismic response of the structure is examined under the coupling of the lateral-torsional response [32-37].

In the first stage of this work we perform structural optimization of RC building having as object function the minimum distance between the center of mass and the center of rigidity (chapter 5). In the second stage of this work (chapter 7) the optimized structures obtained through three different design approaches are assessed with respect to the minimum seismic torsional effect and their performance against three earthquake hazard levels. In the first design approach, the initial construction cost is considered as the main objective. In the second one, performance criteria are implemented, where the eccentricity of the rigidity and the strength centers with respect to the mass centre is minimized. In the third one, both cost minimization and performance criteria are applied. All three design approaches are formulated as a combined topology-sizing optimization problem. The location and the size of the columns and the shear walls of the structure, of each storey layout, constitute the design variables. Apart from the constraints imposed by the seismic and reinforced concrete structure design codes, architectural restrictions are also taken into account in all formulations of the optimization problems. The aim of the present study is to propose a methodology for improving the conceptual design of 3D reinforced concrete buildings, in terms of their performance under seismic excitation according to the seismic demands of the design codes [38]. For this reason the final designs are compared with respect to the total life cycle cost, which is the sum of the initial and the limit state cost. The limit state cost, as considered in this study, represents monetary-equivalent losses due to seismic events that are expected to occur during the design life of the structure. Additionally, fragility analysis is also performed for four limit states to assess the optimum designs obtained through the optimization procedure.

In this study a new index associated with the torsional behavior of irregular RC buildings is proposed. According to this approach, a ratio of torsion (ROT) is calculated using the shear forces that are developed in the elements of the structure. The ratio of torsion is based on the principle that the sum of the absolute values of the internal forces in the structure is always bigger than the external seismic horizontal force. This difference is pronounced with the degree of asymmetry of the structure. The precise methodology is described more extensively in chapter seven.
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# 4 Torsionally unbalanced elastic buildings - An overview 

### 4.1 One-storey Buildings

### 4.1.1 Basic Concepts

The lateral-torsional coupling has great impact on the dynamic response of buildings. Coupled lateral-torsional motions occur in buildings subjected to ground shaking if their structural plan do not have two axes of mass and stiffness symmetry or ground shaking includes a torsional component. They can also appear due to unbalanced load distributions in the floorplan or differences between actual and assumed mass and stiffness distributions. A special class of multi-storey buildings has been considered to consist of resisting elements idealized as shear beams, whose acceptance may be inappropriate. This makes it necessary to analyze the relation between those multi-storey buildings and the associated onestorey systems. Subsequently the analysis of one-storey systems is presented.

The systems considered are single-storey buildings consisting of a rigid diaphragm, where the mass of the structure is lumped, supported by massless, axially inextensible resisting elements (i.e. portal frames, shear walls, columns or shear-wall cores), which are symmetrically arranged about the $X$-axis (axis of symmetry for the building plan) (Figure 3.1). The dynamic response of such systems to the horizontal component of ground motion along the Y -axis is investigated. As long as the building is not symmetric about the $Y$-axis, it will be subjected to coupled lateraltorsional motions. For thesimulation of the earthquake ground motion two idealized design spectra are included: (i) a flat or period independent pseudo-acceleration spectrum, and (ii) a hyperbolic pseudo-acceleration spectrum (Figure 3.2).

In order to derive the equations of motion for this system, the building stiffness matrix should be formed. Because of the rigidity of the diaphragm and the symmetry about the X -axis, this single-storey system has two dynamic degrees of freedom: (i) the translational displacement uy of the center of mass (CM) of the diaphragm along the Y -axis and (ii) the rotation $u \theta$ of the diaphragm about a vertical axis. The degrees of freedom for each vertical structural resisting element (Figure 3.1b) are defined below:

Shear wall: one translational degree of freedom at the floor level, along the plane of the shear wall and a rotational degree of freedom about the horizontal axis perpendicular to its plane.

Frame: one translational degree of freedom at the floor level, along the plane of the frame and a rotational degree of freedom per joint about the horizontal axis perpendicular to the plane of the frame.

Column: two translational degrees of freedom at the floor level along the X - and Y - axes and two rotational degrees of freedom about the X - and Y axes.

Shear Wall Core: two translational degrees of freedom along the principal axes of the core, two rotations about these axes, and one torsional rotation about a vertical axis passing through the shear center of the core.


Figure 3.1 Single-storey / General plan of a building [1]


Figure 3.2 Flat and hyperbolic response spectra [1]

### 4.1.2 Equations of Motion

As far as one-storey systems are concerned, it has been proven [1] that the center of rigidity, the center of twist, the shear center and the center of stiffness coincide. It has also been shown that their location does not depend on the applied load but on the stiffnesses and the locations of their vertical structural elements. The definitions of these centers are given below [1].

The centre of rigidity is the point on the diaphragm through which the application of a static horizontal force causes no rotation of the deck, regardless the direction of the applied force. [1]

The principal axes, $\mathbf{I}$ and II, of the system are two orthogonal axes passing through the center of rigidity, such that if a static horizontal force is applied along one of the principal axes of the system, the diaphragm translates only in the direction of the force without any twist.

The center of twist is the point on the diaphragm which remains stationary when the diaphragm is subjected to a statically applied torsional moment, i.e. the diaphragm undergoes pure twist about this point.

The shear center is the point on the diaphragm through which the resultant of the shear forces of all resisting vertical structural elements passes when the diaphragm is subjected to a system of lateral static loads whose resultant passes through the center of rigidity of the building, thus causing no rotation or twist of the diaphragm.

The center of mass of the system is the point on the diaphragm through which the resultant of the inertia forces of the diaphragm is applied. If the masses of individual resisting elements are negligible, the center of mass of the diaphragm with uniform mass distribution coincides with its geometric center. [1]

Subsequently, the linear equations of motion for the one-storey system, under consideration, subjected to earthquake ground motion written with respect to the reference point 0 , at the center of mass and the center of rigidity, as follows:

## Reference point 0

$$
\left[\begin{array}{ccc}
m & 0 & -m y_{M}  \tag{3.1}\\
0 & m & m x_{M} \\
-m y_{M} & m x_{M} & J_{0}
\end{array}\right]\left\{\begin{array}{c}
\dot{u} \\
\ddot{u} \\
\ddot{u}
\end{array}\right\}+\left[\begin{array}{ccc}
K_{x} & K_{x y} & K_{x \theta} \\
K_{y x} & K_{y} & K_{y \theta} \\
K_{\theta x} & K_{\theta y} & K_{\theta}
\end{array}\right]\left\{\begin{array}{l}
u_{x} \\
u_{y} \\
u_{\theta} \\
u_{\theta}
\end{array}\right\}=-m\left\{\begin{array}{c}
a_{g x}(t) \\
a_{g y}(t) \\
-y_{M} a_{g x}(t)+x_{M} a_{g y}(t)
\end{array}\right\}
$$

## Center of Mass

$$
\left[\begin{array}{ccc}
m & 0 & 0  \tag{3.2}\\
0 & m & 0 \\
0 & 0 & m r^{2}
\end{array}\right]\left\{\left\{\begin{array}{c}
i u \\
\ddot{u} \\
\ddot{u}
\end{array}\right\}+\left[\begin{array}{ccc}
K_{x} & K_{x y} & K_{x \theta} \\
K_{y x} & K_{y} & K_{y \theta} \\
K_{\theta x} & K_{\theta y} & K_{\theta}
\end{array}\right]\left\{\begin{array}{l}
u_{x} \\
u_{y} \\
u_{y} \\
u_{\theta}
\end{array}\right\}=-m\left\{\begin{array}{c}
a_{g x}(t) \\
a_{g y}(t) \\
0
\end{array}\right\}\right.
$$

## Center of Rigidity

$\left[\begin{array}{ccc}m & 0 & -m e_{y} \\ 0 & m & m e_{x} \\ -m e_{y} & m e_{x} & J_{R}\end{array}\right]\left[\begin{array}{c}\dot{u} \\ \dot{u} \\ \dot{u}\end{array}\right\}+\left[\begin{array}{ccc}\widetilde{K_{x}} & \widetilde{K_{x y}} & 0 \\ \widetilde{K_{y x}} & \widetilde{K_{y}} & 0 \\ 0 & 0 & \widetilde{K_{\theta}}\end{array}\right]\left\{\begin{array}{c}\tilde{u} \\ \tilde{u} \\ \tilde{u}\end{array}\right\}=-m\left\{\begin{array}{c}a_{g x}(t) \\ a_{g y}(t) \\ -e_{y} a_{g x}(t)+e_{x} a_{g y}(t)\end{array}\right\}$
where $\mathrm{J}_{0}$ is the polar moment of inertia of the diaphragm with respect to point O accelerations $\mathrm{a}_{\mathrm{gx}}(\mathrm{t})$ and $\mathrm{a}_{\mathrm{gy}}(\mathrm{t})$ along the X - and Y - axes are given given by
$J_{o}=\mathrm{m}\left(r^{2}+x_{M}^{2}+y_{M}^{2}\right)$
$r$ is the radius of gyration; $x_{M}, y_{M}$ are the $x$ and $y$ coordinates of the center of mass $J_{R}$ is the polar moment of inertia about a vertical axis passing through the center of rigidity
$J_{R}=m\left(e^{2}+r^{2}\right)$
$x_{R}, y_{R}$ are the $x$ and $y$ coordinates of the center of rigidity.

The static eccentricity e of the single-storey building is defined as the distance between the CR and the CM of the floor.
$\mathrm{e}=\frac{K_{y \theta}}{K_{y}}=\frac{\sum_{i} x_{i} K_{y i}}{\sum_{i} K_{y i}}$
Other scientists define the static eccentricity as the distance between the center of mass and shear center of the building. For one-storey systems this definition is meaningless, since the center of rigidity and the shear center of the system coincide, contrary to multi-storey buildings.

The dynamic eccentricity $\mathbf{e}_{\mathbf{d}}$ is defined as the distance from the CR of the system where the uncoupled base shear should be applied statically to cause a base torque equal to $T_{R}$ (base torque of coupled system at its $C R$ ) at the CR of the system. [3,7]

Specifically the undamped equations of motion for the single-storey system described above, assuming linear behavior, subjected to earthquake ground motion acceleration $\mathrm{a}_{\mathrm{gy}}(\mathrm{t})$ along the Y - axes are written as follows:

## With respect to the CM:

$\left[\begin{array}{cc}m & 0 \\ 0 & m\end{array}\right]\left\{\begin{array}{c}\ddot{u}_{y}(t) \\ r \ddot{u}_{\theta}(t)\end{array}\right\}+\left[\begin{array}{cc}K_{y} & \frac{e}{r} K_{y} \\ \frac{e}{r} K_{y} & K_{\theta}\end{array}\right]\left\{\begin{array}{c}u_{y}(t) \\ r u_{\theta}(t)\end{array}\right\}=-m\left\{\begin{array}{l}1 \\ 0\end{array}\right\} a_{g y}(t)$
With Respect to the CR:
$\left[\begin{array}{cc}m & -m \frac{e}{r} \\ -m \frac{e}{r} & m\left[1+(e / r)^{2}\right]\end{array}\right]\left\{\begin{array}{c}\ddot{v}_{y}(t) \\ r \ddot{u}_{\theta}(t)\end{array}\right\}+\left[\begin{array}{cc}K_{y} & 0 \\ 0 & \frac{1}{r^{2}} K_{\theta R}\end{array}\right]\left\{\begin{array}{c}v_{y}(t) \\ r u_{\theta}(t)\end{array}\right\}=-m\left\{\begin{array}{c}1 \\ -\frac{e}{r}\end{array}\right\} a_{g y}(t)$
It is obvious from the above equations that the translational ground motion along the Y - axis causes lateral displacement of the CM as well as torsional rotation of the floor about a vertical axis.

### 4.1.3 Coupled Equations

As it is previously mentioned coupled lateral-torsional motion occurs in buildings subjected to ground shaking if the CM CR does not coincide. Coupled motion can also appear due to unbalanced load distributions or differences between the actual and assumed mass and stiffness distributions.

It is also apparent that if the static eccentricity, e , is zero, then equations (3.7) and (3.8) are transformed in two identical uncoupled equations.

On this occasion the earthquake ground motion only causes lateral displacement governed by the first uncoupled equation, where the lateral vibration frequency of the corresponding uncoupled system is:

$$
\begin{equation*}
\omega_{y}=\sqrt{\frac{K_{y}}{m}} \tag{3.9}
\end{equation*}
$$

While the second uncoupled equation leads to the torsional vibrational frequency of the corresponding torsionally-uncoupled system:
$\omega_{\theta}=\sqrt{\frac{K_{\theta R}}{m r^{2}}}=\sqrt{\frac{K_{\theta}}{m r^{2}}-\left(\frac{e}{r}\right) \omega_{y}^{2}}$
The uncoupled system is derived from the actual by modifying the configuration of resisting elements or the mass properties, so that the center of mass (CM) and the center of rigidity (CR) coincide.

The undamped equations of motion are further simplified to:

$$
\left\{\begin{array}{c}
\ddot{u}(t)  \tag{3.11}\\
r \ddot{u}(t)
\end{array}\right\}+\omega_{y}^{2}\left[\begin{array}{cc}
1 & \frac{e}{r} \\
\frac{e}{r} & \Omega^{2}+(e / r)
\end{array}\right]\left\{\begin{array}{c}
u_{y}(t) \\
r u_{\theta}(t)
\end{array}\right\}=-\left\{\begin{array}{l}
1 \\
0
\end{array}\right\} a_{g y}(t)
$$

in which $\quad \Omega=\frac{\omega_{\theta}}{\omega_{y}}$
the uncoupled torsional to lateral frequency ratio. The coupled and the uncoupled frequencies are close for systems with smallest ratio e/r.

Actually, the coupled lateral-torsional response of the system to ground motion $\mathrm{a}_{\mathrm{gy}}\left(\mathrm{t}\right.$ ), depends on these four parameters: $\mathrm{e} / \mathrm{r}, \Omega, \omega_{\mathrm{y}}$ (in case of
arbitrary shaped spectra) and $\xi$, the damping ratio which is considered to be the same in each mode of vibration.

### 4.1.4 Lateral-Torsional Coupling characteristics

Some very important findings are presented by Hejal and Chopra [1], using the response spectrum analysis (RSA) method. For torsionally-stiff ( $\Omega>1$ ) systems, the fundamental mode is predominantly lateral and the second mode is the torsional. Unlike torsionally-stiff systems, for torsionally-flexible $(\Omega<1)$ systems the modes are not predominantly lateral or torsional, unless $e / r$ is very small. Finally for systems with closely spaced uncoupled frequencies $(\Omega=1)$ the lateral and torsional motions are similar. These systems with small e/r ratios have a significant cross-correlation term. Systems with $\Omega$ equal to zero are unstable as long as the fundamental frequency $\omega_{1}$ is zero.

As mentioned above, the response of the system is also dependent on the shape of the spectra (or $T_{y}$ or $\omega_{y}$ ) when the arbitrary shape of the system is arbitrary. For instance, the normalized base shear $\bar{v}$ for systems with small e/r ratio is insensitive to the shape of the spectrum. But as the e/r ratio increases, the acceleration-controlled region $\bar{v}$ remains the same for a flat spectrum, while the velocity-controlled region $\bar{v}$ remaining the same for both the arbitrary and hyperbolic spectra. The divergence of the idealized response spectrum shapes increases as e/r increases and is larger for torsionally-flexible systems.

The lateral-torsional coupling tends to decrease the base shear, the base overturning moment and the lateral displacement at the center of rigidity, but increases the torque and ratio $e_{d} / r$. These effects are not so pronounced for torsionally-stiff systems, since the reduction in the base shear is negligible and there is no dynamic amplification of static eccentricity. Contrary to torsionally-stiff systems, theese with closely spaced uncoupled frequencies present maximum dynamic amplification of static eccentricity, especially for smaller e/r ratios.

Although the overall earthquake response of the system depends on the parameters, e/r, $\Omega, \mathrm{Ty}, \xi$, the local response of the system depends on
the degree of frame action, except for the parameters above. The degree of frame action determines the in-plane stiffness of the diaphragm. The degree of frame action is defined through parameter $\rho$.

The joint rotation index $\rho$ [2], of a frame, is defined as the ratio of the sum of the stiffnesses of all beams at the mid-height storey of the frame to the summation of the stiffnesses of all the columns at the same storey.
$\rho=\frac{\sum_{\text {beams }} E I_{b} / L_{b}}{\sum_{\text {columns }} E I_{b} / L_{b}}$
where various values of $\rho$ represent different functions of the frame:
$\rho=0$ represents a flexural column with beams imposing no constraint to joint rotations.
(ii) $\quad \rho=\infty$ represents a shear frame in which joint rotations are completely restrained and the deformations occur only through double curvature bending of the columns.

Intermediate values of $\rho$ represent frames with both beams and columns undergoing bending deformations with joint rotations. [1]

The joint rotation index, $\rho$, does not affect the maximum lateral displacement of the frame $\mathrm{v}_{\mathrm{y}}(\mathrm{x})$ but influences the member forces (the frame base shear, the column base moment, the beam moment, the column axial force), whose equations are given below:
$\mathrm{V}(\mathrm{x})=\frac{E I}{h^{3}} \frac{6(1+12 \rho)}{1+3 \rho} v_{y}(\mathrm{x})$
$\mathrm{M}_{\mathrm{c}}(\mathrm{x})=\frac{E I}{h^{2}} \frac{3(1+6 \rho)}{1+3 \rho} v_{y}(\mathrm{x})$
$\mathrm{M}_{\mathrm{b}}(\mathrm{x})=\mathrm{P}_{\mathrm{c}}(\mathrm{x}) \frac{L}{2}=\frac{E I}{h^{2}} \frac{18 \rho}{1+3 \rho} v_{y}(\mathrm{x})$
In accordance with Figure 3.5 member forces increase with an increase in $\rho$, on a condition that the other parameters are kept constant.

All member forces are proportional to lateral floor displacements. Consequently maximum member forces of the coupled system may increase or decrease due to the lateral-torsional coupling. They are
influenced by the location of the element and the other parameters of the system. Therefore, regardless of the element's location, whether it's on the flexible or the stiff side of the building, its member forces are larger than the corresponding uncoupled ones.

### 4.1.5 Center of Rigidity, Center of Twist and Shear Center

The coordinates of the center of rigidity are defined through the following procedure:
$\widetilde{K}=\left[\begin{array}{ccc}K_{x} & K_{x y} & 0 \\ K_{y x} & K_{y} & 0 \\ 0 & 0 & \widetilde{K_{\theta}}\end{array}\right]$
$\widetilde{K}=\tilde{a}^{\top} K \tilde{a}$
$\mathrm{u}=\left\{\begin{array}{l}u_{x} \\ u_{y} \\ u_{\theta}\end{array}\right\}=\left[\begin{array}{ccc}1 & 0 & y_{R} \\ 0 & 1 & -x_{R} \\ 0 & 0 & 1\end{array}\right]\left\{\begin{array}{l}\tilde{u} \\ \tilde{u} \\ u_{\theta}\end{array}\right\}=\tilde{a} \tilde{u}$
in which:

K : the building stiffness matrix with respect to the degrees of freedom $u$ at reference point 0
$\widetilde{K}$ : the building stiffness matrix with respect to the degrees of freedom u at the center of rigidity of the system
a: the transformation matrix relating u to $\tilde{u}$
Utilizing the equations above, results in:
$\widetilde{K}=\left[\begin{array}{ccc}K_{x} & K_{x y} & K_{x} y_{R}-K_{x y} y_{R}+K_{x \theta} \\ K_{y x} & K_{y} & K_{y x} y_{R}-K_{y} x_{R}+K_{y \theta} \\ K_{\theta x}+y_{R} K_{x}-x_{R} K_{y x} & K_{\theta y}+y_{R} K_{x y}-x_{R} K_{y} & \widetilde{K_{\theta}}\end{array}\right]$
Both matrices (3.18) and (3.20) should be identical leading to the conditions:
$K_{x} y_{R}-K_{x y} X_{R}+K_{x \theta}=0$
$K_{y x} Y_{R}-K_{y} X_{R}+K_{y \theta}=0$

According to conditions (3.19) the coordinates of the center of rigidity:
$x_{R}=\frac{K_{x} K_{y \theta}-K_{x y} K_{x \theta}}{K_{x} K_{y}-K_{x y}^{2}}$
$y_{R}=-\frac{K_{y} K_{x \theta}-K_{x y} K_{y \theta}}{K_{x} K_{y}-K_{x y}^{2}}$
The equations above are further simplified on two special occasions:
The building has one axis of symmetry, which coincides with one of the principal axes of the system and the other is perpendicular to it. In this case, the X -axis is assumed as the symmetry axis, the terms $\mathrm{K}_{\mathrm{xyi}}$ and $\mathrm{K}_{\mathrm{x} \theta \mathrm{i}}$ are of the same value but of opposite algebraic signs. As a result $K_{x y}=K_{y x}=0$ and $K_{x \theta}=K_{\theta x}=0$, which leads to the equations:

$$
\begin{gather*}
x_{R}=\frac{K_{y \theta}}{K_{y}}  \tag{3.23a}\\
y_{R}=-\frac{K_{x \theta}}{K_{x}}=0 \tag{3.23b}
\end{gather*}
$$

for the coordinates of the center of rigidity.
The resisting elements of the building are arranged such that their principal axes form an orthogonal grid in plan (e.g. Figure 3b). The principal axes of the system are also in the directions of the elemental principal axes. The coordinates of the center of rigidity are simplified to:

$$
\begin{gather*}
x_{R}=\frac{K_{y \theta}}{K_{y}}=\frac{\sum_{i} k_{y i} x_{i}}{\sum_{i} k_{y i}}  \tag{3.24a}\\
y_{R}=-\frac{K_{x \theta}}{K_{x}}=\frac{\sum_{i} k_{x i} y_{i}}{\sum_{i} k_{x i}} \tag{3.24b}
\end{gather*}
$$

As mentioned above, the center of twist, the shear center and the center of rigidity of the one-storey system are coincident. This derives from:

## Center of twist

Since the center of twist is the point in the plane of diaphragm that does not undergo any translational displacement when the diaphragm is subjected to a static horizontal torsional moment (definitions [1]), the
building stiffness matrix is identical to (3.17) (if degrees of freedom of the diaphragm are defined at its center of twist). The same procedure as the one followed for the center of rigidity leads to the same expressions for the coordinates of the center of twist. Utilizing energy principles results to the same conclusions.

## Shear center

The shear center is the point in the plane of the diaphragm through which the resultant of the shear forces of the resisting elements passes when the diaphragm is subjected to a system of horizontal lateral forces causing no twist ( $u_{\theta}=0$ ) of the diaphragm (definitions [1]). Substituting $u_{\theta}=0$ and utilizing the equilibrium of moments of all shearing forces acting in the plane of the diaphragm about a vertical axis passing through 0 , gives an equation which leads to the same expressions as the center of rigidity.

To sum up the center of rigidity, the center of twist and the shear center for one-storey systems are coincident and do not depend on the applied load.

### 4.2 Multi-Storey Buildings

### 4.2.1 Equations of Motion

Contrary to one-storey systems, the defined centers for multi-storey buildings are not coincident. Apart from the stiffness properties, their locations depend on the applied lateral or torsional loadings. But there is still a special class of multi-storey buildings, for which the centers for each floor coincide, that is the centers of all floors lie on a vertical line and are load-independent. Definitions about the various centers follow next.

The center of rigidity of the building's floors are points on the floor diaphragms through which any set of static horizontal forces of arbitrary magnitude and direction causes no rotation or twisting of any of the floors.[1]

Another definition for the center of rigidity of a floor is given in [3], as the point of the floor through which a static horizontal force where applied
produce pure translation without rotation or twist; other floors, however, may twist or rotate.

The principal axes of a floor are two orthogonal axes passing through its center of rigidity, such that any set of static horizontal forces applied simultaneously along one of the principal axes of each floor, causes each floor to displace literally in the direction of its applied force without any twist.

The centers of twist of the building's floors are points on the floor diaphragms which remain stationary when the building is subjected to any set of static horizontal torsional moments, applied at the floor levels, i.e. the floor diaphragms undergo pure twist about these points.

The shear center of a buiding's floor is the point on the floor through which the resultant of the interstorey shear forces of all resisting elements at that level passes (due to static forces applied at the floors above including the floor under consideration) when the building's floors are subjected to static horizontal forces passing through the centers of rigidity of the floors, thus causing no twist in any of the floors.

The center of mass of a building's floor is the point on the floor through which the resultant of the floor's inertia forces passes. If the masses of individual resisting elements are negligible compared to that of the floors' masses, then the building's center of mass with floors of uniform mass distribution coincide with the geometric centers of the floors.

The static eccentricity ej of the jth floor is defined as the distance between its center of mass and its center of rigidity.

According to some building codes [4] the static eccentricity is defined as the distance between the center of mass and the shear center. The centers of rigidity of multi-storey buildings do not coincide with the shear centers. Consequently, there is more than one definition for static eccentricity.

The undamped equations of motion for the multi-storey building, assuming linear behavior, subjected to earthquake ground motion accelerations
$\operatorname{agx}(\mathrm{t})$ and $\operatorname{agy}(\mathrm{t})$ along the X - and Y - axes are given, written with respect to the degrees of freedom defined at the reference point $O$, at the center of mass and at the center of rigidity, respectively:

## Reference Point O

$\left[\begin{array}{ccc}m & 0 & -m y_{M} \\ 0 & m & m x_{M} \\ -m y_{M} & m x_{M} & J_{0}\end{array}\right]\left[\begin{array}{l}\ddot{u}_{x} \\ \ddot{u}_{y} \\ \ddot{u}_{\theta}\end{array}\right\}+\left[\begin{array}{ccc}K_{x} & K_{x y} & K_{x \theta} \\ K_{y x} & K_{y} & K_{y \theta} \\ K_{\theta x} & K_{\theta y} & K_{\theta}\end{array}\right]\left\{\begin{array}{l}u_{x} \\ u_{y} \\ u_{\theta}\end{array}\right\}=-\left\{\begin{array}{c}m 1 a_{g x}(t) \\ m 1 a_{g y}(t) \\ -y_{M} m 1 a_{g x}(t)+x_{M} m 1 a_{g y}(t)\end{array}\right\}(3.25)$

## Reference Point CM

$\left[\begin{array}{ccc}m & 0 & 0 \\ 0 & m & 0 \\ 0 & 0 & J_{M}\end{array}\right]\left\{\begin{array}{l}\ddot{u}_{x} \\ \ddot{u}_{y} \\ \ddot{u}_{\theta}\end{array}\right\}+\left[\begin{array}{ccc}K_{x} & K_{x y} & K_{x \theta} \\ K_{y x} & K_{y} & K_{y \theta} \\ K_{\theta x} & K_{\theta y} & K_{\theta}\end{array}\right]\left\{\begin{array}{l}u_{x} \\ u_{y} \\ u_{\theta}\end{array}\right\}=-\left\{\begin{array}{c}m 1 a_{g x}(t) \\ m 1 a_{g y}(t) \\ 0\end{array}\right\}$
Reference Point CR
$\left[\begin{array}{ccc}m & 0 & -m e_{y} \\ 0 & m & m e_{x} \\ -m e_{y} & m e_{x} & J_{R}\end{array}\right]\left\{\begin{array}{c}\ddot{u}_{x} \\ \tilde{u}_{y} \\ \ddot{u}_{\theta}\end{array}\right\}+\left[\begin{array}{ccc}\widetilde{K}_{x} & \widetilde{K}_{x y} & 0 \\ \widetilde{K}_{y x} & \widetilde{K}_{y} & 0 \\ 0 & 0 & \widetilde{K}_{\theta}\end{array}\right]\left\{\begin{array}{c}\tilde{u}_{x} \\ \tilde{u}_{y} \\ u_{\theta}\end{array}\right\}=-\left\{\begin{array}{c}m 1 a_{g x}(t) \\ m 1 a_{g y}(t) \\ -e_{y} m 1 a_{g x}(t)+e_{x} m 1 a_{g y}(t)\end{array}\right\}$
where JO : diagonal matrix of dimension N with diagonal entries JOi, the polar moment of inertia of the $j^{\text {th }}$ floor diaphragm about $Z$, the reference vertical axis passing through reference point Oj given by
$J_{o j}=\mathrm{m}_{\mathrm{j}}\left(r_{j}^{2}+x_{M j}^{2}+y_{M j}^{2}\right)$
$r$ is the radius of gyration; $x_{M}, y_{M}$ are the diagonal matrices of dimension $N$ with diagonal entries equal to $\mathrm{X}_{\mathrm{Mj}}$ and $\mathrm{y}_{\mathrm{Mj}}$, the coordinates of the center of mass of the $j^{\text {th }}$ floor relative to reference axes $X_{j}$ and $Y_{j}$, $J_{M}$ is a diagonal matrix of dimension N with diagonal entries $J_{M j}=m_{j} r_{j}^{2}$, the polar mass moment of inertia of the $j^{\text {th }}$ floor about a vertical axis passing through its center of mass, $\mathrm{J}_{\mathrm{R}}$ is diagonal matrix of dimension N with diagonal entries $J_{R j}$ equal the polar moment of inertia of the $\mathrm{j}^{\text {th }}$ deck about a vertical axis passing through the center of rigidity given by
$J_{R j}=m_{j}\left(e_{j}^{2}+r_{j}^{2}\right)$
$\mathrm{e}_{\mathrm{x}}, \mathrm{e}_{\mathrm{y}}$ : diagonal matrices of dimension N with diagonal entries $e_{x j}$ and $e_{y j}$, the $x$ and $y$ components of the static eccentricity of the $j^{\text {th }}$ floor given by:
$e_{x j}=x_{M j}-x_{R j}$
$e_{y j}=y_{M j}-y_{R j}$
$\mathrm{X}_{\mathrm{Mj}}, \mathrm{y}_{\mathrm{Mj}}$ are the x and y coordinates of the center of rigidity of the $\mathrm{j}^{\text {th }}$ floor relative to its reference axes $X_{j}$ and $Y_{j}$

The centers of rigidity and the centers of twist should be uniquely defined in order to determine a building stiffness matrix in the form of $k$ given in equation (3.27).

### 4.2.2 Center of Rigidity, Center of Twist and Shear Center

### 4.2.2.1 Center of rigidity

The coordinates of the center of rigidity are defined through the following procedure:

$$
\widetilde{K}=\left[\begin{array}{ccc}
K_{x} & K_{x y} & 0  \tag{3.31}\\
K_{y x} & K_{y} & 0 \\
0 & 0 & \widetilde{K}_{\theta}
\end{array}\right]
$$

$\widetilde{K}=\tilde{a}^{\top} K \tilde{a}$
$\mathrm{u}=\left\{\begin{array}{l}u_{x} \\ u_{y} \\ u_{\theta}\end{array}\right\}=\left[\begin{array}{ccc}1 & 0 & y_{R} \\ 0 & 1 & -x_{R} \\ 0 & 0 & 1\end{array}\right]\left\{\begin{array}{l}\tilde{u} \\ \tilde{u} \\ u_{\theta}\end{array}\right\}=\tilde{a} \tilde{u}$
$\widetilde{K}=\left[\begin{array}{ccc}K_{x} & K_{x y} & K_{x} y_{R}-K_{x y} x_{R}+K_{x \theta} \\ K_{y x} & K_{y} & K_{y x} y_{R}-K_{y} x_{R}+K_{y \theta} \\ K_{\theta x}+y_{R} K_{x}-x_{R} K_{y x} & K_{\theta y}+y_{R} K_{x y}-x_{R} K_{y} & \widetilde{K_{\theta}}\end{array}\right]$
in which:
K : the building stiffness matrix with respect to the degrees of freedom u at reference point 0
$\widetilde{K}$ : the building stiffness matrix with respect to the degrees of freedom u at the center of rigidity of the system
$\tilde{a}$ : the transformation matrix relating $u$ to $\tilde{u}$
Comparing (3.31) and (3.34):
$x_{R}=\frac{K_{y \theta}-K_{y x} K_{x}^{-1} K_{x \theta}}{K_{y}-K_{y x} K_{x}^{-1} K_{x y}}$
$y_{R}=-\frac{K_{x \theta}-K_{x y} K_{y}^{-1} K_{y \theta}}{K_{x}-K_{x y} K_{y}^{-1} K_{y x}}$
The matrices $x_{R}$ and $y_{R}$ should be diagonal matrices in order to specify unique centers of rigidity. Otherwise, unique centers of rigidity do not always exist and are load-dependent, where different load distributions lead to different locations of the center of rigidity.

If the equations (3.35) do not lead to diagonal matrices, the locations of the center of rigidity depend on the applied set of static lateral forces. The coordinates of the center of rigidity, $x_{R}$ and $y_{R}$, can be determined through the procedure below:
$\tilde{P}=\widetilde{K} \tilde{u}$

$$
\left\{\begin{array}{c}
\widetilde{P_{x}}  \tag{3.36}\\
\widetilde{P_{y}} \\
\frac{T_{\theta}}{\theta}
\end{array}\right\}=\left[\begin{array}{cc}
K_{x} & K_{x y} \\
K_{y x} & K_{x} y_{R}-K_{x y} x_{R}+K_{x \theta} \\
K_{y} & K_{y x} y_{R}-K_{y} x_{R}+K_{y \theta} \\
K_{\theta x}+y_{R} K_{x}-x_{R} K_{y x} & K_{\theta y}+y_{R} K_{x y}-x_{R} K_{y}
\end{array}\right.
$$

For the set of forces $P$, with $P_{x} \neq 0$ and $P_{y} \neq 0$ but $T_{\theta}=0$, according to definitions $u_{x} \neq 0$
and $\mathrm{u}_{\mathrm{y}} \neq 0$ but $\mathrm{u}_{\theta}=0$ :
$\left\{x_{R}\right\}=\left[\widetilde{P_{y}}\right]^{\wedge}(-1) \frac{K_{\theta y}-K_{\theta x} K_{x}^{-1} K_{x y}}{K_{y}-K_{y x} K_{x}^{-1} K_{x y}} \widetilde{P_{y}}$
$\left\{y_{R}\right\}=-\left[\widetilde{P_{x}}\right]^{\wedge}(-1) \frac{K_{\theta x}-K_{\theta y} K_{y}^{-1} K_{y x}}{K_{x}-K_{x y} K_{y}^{-1} K_{y x}} \widetilde{P_{x}}$
Since $\left[P_{y}\right]$ and $\left[P_{x}\right]$ are diagonal matrices, the equations (3.37) are simplified to equations (3.35). Consequently, the locations of the centers of rigidity are unique and independent of the applied loading.

The centers of rigidity can also be identified as load centers, as long as the $x$ - and $y$ - coordinates of the center of rigidity of a floor can be determined by finding the location of the resultant elemental loads at that level [8], as it is proved from the expressions below:
$x_{R}=\frac{\sum_{i i}\left[ \pm d_{a i} Q_{a i j}+( \pm) d_{b i} Q_{b i j}\right]}{\widetilde{P_{y j}}}$
$y_{R}=\frac{\sum_{i}\left[ \pm d_{a i} Q_{a i j}+( \pm) d_{b i} Q_{b i j}\right]}{\overrightarrow{P_{x j}}}$
The terms $\mathrm{Q}_{\mathrm{aij}}$ and $\mathrm{Q}_{\mathrm{bij}}$ are different in equations (3.38a) and (3.38b). Those involved in equation (3.38a) are computed for the applied forces $\mathrm{P}_{\mathrm{x}}$ and those in (3.38b) for $\mathrm{P}_{\mathrm{y}}$.

### 4.2.2.2 Centers of twist

According to the definition, the building stiffness matrix written with respect to degrees of freedom defined at the center of twist would be of the form of equation (3.31). Following the same procedure as that of the center of rigidity leads to the same expressions for the coordinates of the center of twist as the center of rigidity (3.5). If these expressions yield diagonal matrices, then centers of twist and centers of rigidity are coincident.

If the equations (3.37) do not lead to diagonal matrices, then the locations of the center of twist depend on the applied set of static torsional moments. The coordinates of the center of twist, $\mathrm{x}_{\mathrm{T}}$ and $\mathrm{y}_{\mathrm{T}}$, can be determined through the procedure below:
$\tilde{P}=\widetilde{K} \tilde{u}$
$\left\{\begin{array}{l}\widetilde{P_{x}} \\ \widetilde{P_{y}} \\ \widetilde{T_{\theta}}\end{array}\right\}=\left[\begin{array}{ccc}K_{x} & K_{x y} & K_{x} y_{T}-K_{x y} x_{T}+K_{x \theta} \\ K_{y x} & K_{y} & K_{y x} y_{T}-K_{y} x_{T}+K_{y \theta} \\ K_{\theta x}+y_{T} K_{x}-x_{T} K_{y x} & K_{\theta y}+y_{T} K_{x y}-x_{T} K_{y} & \widetilde{K_{\theta}}\end{array}\right]\left(\begin{array}{c}\tilde{u} \\ \tilde{u} \\ u_{\theta}\end{array}\right\}$

For the set of forces $P$ with $P_{x}=P_{y}=0$ and $T_{\theta} \neq 0$, according to definitions $u_{x}$ $=\mathrm{u}_{\mathrm{y}}=0$ but $\mathrm{u}_{\theta} \neq 0$ :
$\left\{x_{T}\right\}=\left[u_{\theta}\right]^{\wedge}(-1) \frac{K_{y \theta}-K_{y x} K_{x}^{-1} K_{x \theta}}{K_{y}-K_{y x} K_{x}^{-1} K_{x y}} u_{\theta}$
$\left\{y_{T}\right\}=\left[u_{\theta}\right]^{\wedge}(-1) \frac{K_{x \theta}-K_{x y} K_{y}^{-1} K_{y \theta}}{K_{x}-K_{x y} K_{y}^{-1} K_{y x}} u_{\theta}$
The equations above are further simplified on two special occasions:

The building has a vertical plane of stiffness symmetry. In this case, the terms $\mathrm{K}_{\mathrm{xyi}}$ and $\mathrm{K}_{\mathrm{x} \theta \mathrm{i}}$ are of the same value but of opposite algebraic signs. As a result $K_{x y}=K_{y x}=0$ and $K_{x \theta}=K_{\theta x}=0$, which leads to the equations:
$\mathrm{X}_{\mathrm{j}}$ direction in the direction of the symmetry plane:

$$
\begin{equation*}
\left\{x_{T}\right\}=\left[u_{\theta}\right]^{\wedge}(-1) K_{y}^{-1} K_{y \theta} u_{\theta} \text { and }\left\{y_{T}\right\}=-\left[u_{\theta}\right]^{\wedge}(-1) K_{x}^{-1} K_{x \theta} u_{\theta}=0 \tag{3.41}
\end{equation*}
$$

$Y_{j}$ direction along the symmetry plane:

$$
\begin{equation*}
\left\{x_{T}\right\}=\left[u_{\theta}\right]^{\wedge}(-1) K_{y}^{-1} K_{y \theta} u_{\theta}=0 \text { and }\left\{y_{T}\right\}=-\left[u_{\theta}\right]^{\wedge}(-1) K_{x}^{-1} K_{x \theta} u_{\theta} \tag{3.42}
\end{equation*}
$$

The resisting elements of the building are arranged such that their principal planes are parallel or orthogonal, or for buildings consisting of frames they are arranged in an orthogonal grid in plan [14]:

$$
\begin{equation*}
\left\{x_{T}\right\}=\left[u_{\theta}\right]^{\wedge}(-1) K_{y}^{-1} K_{y \theta} u_{\theta} \text { and }\left\{y_{T}\right\}=-\left[u_{\theta}\right]^{\wedge}(-1) K_{x}^{-1} K_{x \theta} u_{\theta} \tag{3.43}
\end{equation*}
$$

### 4.2.2.3 Shear centers

The location of the shear center of a floor is determined by finding the centroid of the interstorey shear forces experienced by individual resisting elements due to a static loading that causes no twist ( $u_{\theta}=0$ ) of any of the storeys. [1]

Substituting the equations of vectors of lateral displacements of the ith resisting element along its principal planes, $\mathrm{v}_{\mathrm{ai}}$ and $\mathrm{v}_{\mathrm{bi}}$, into the equations of vectors of applied lateral loads on the ith resisting element along its principal axes, $\mathrm{V}_{\mathrm{ai}}$ and $\mathrm{V}_{\mathrm{bi}}$ are given by:
$V_{a \mathrm{i}}=\mathrm{SQ}_{\mathrm{ai}}=\mathrm{Sk}_{\mathrm{ai}}\left(\cos \beta_{\mathrm{i}} \mathrm{u}_{\mathrm{x}}+\sin \beta_{\mathrm{i}} \mathrm{u}_{\mathrm{y}}\right)$
$V_{b i}=S Q_{b i}=S k_{b i}\left(-\sin \beta_{i} u_{x}+\cos \beta_{i} u_{y}\right)$
in which S is a summation matrix which is upper triangular, of dimension N and of the form:
$S=\left[\begin{array}{ccc}1 & \ldots & 1 \\ 0 & \ldots & \ldots \\ 0 & \ldots & 1\end{array}\right]$

Substituting and solving the equation of equilibrium of moments about the reference axis $Z$ of all shear forces acting at each floor level, leads to the coordinates of shear centers:
$\left\{x_{S}\right\}=\left[P_{y}^{\prime}\right]^{\wedge}(-1) S \frac{K_{\theta y}-K_{\theta x} K_{x}^{-1} K_{x y}}{K_{y}-K_{y x} K_{x}^{-1} K_{x y}} \widetilde{P}_{y}$
$\left\{y_{S}\right\}=-\left[P_{x}^{\prime}\right]^{\wedge}(-1) S \frac{K_{\theta x}-K_{\theta y} K_{y}^{-1} K_{y x}}{K_{x}-K_{x y} K_{y}^{-1} K_{y x}} \widetilde{P}_{y}$
where [ $P_{x}{ }^{\prime}$ ] and $\left[P_{y}^{\prime}\right.$ ] denote the diagonal matrix forms of vectors $S P_{x}$ and $S P_{y}$ respectively.

When equations (3.45) lead to a diagonal matrix with equal diagonal entries, equations (3.45) simplify to (3.35) and are load-independent. In such a case shear centers, centers of rigidity and centers of twist are coincident.

In conclusion, the centers of rigidity, the centers of twist and the shear centers of the floors of a multi-storey building do not generally coincide, apart from a special class of buildings, and are load-dependent.

### 4.2.2.4 A Special Type of Multi-Storey Buildings

Although it is impossible to define unique centers of rigidity of the various storeys of a multi-storey building (that means non force-dependent centers), there is a special class of buildings that allows the unique definition of the center of rigidity and possesses the following properties:
a) the centers of mass of all floors lie on a vertical line, b) the resisting elements are arranged such that their principal axes form an orthogonal grid in plan and are connected at each floor level by a rigid diaphragm and c) the lateral stiffness matrices of all resisting elements along one direction are proportional to each other. As a result of the two last properties, the centers of rigidity of all storeys lie on a vertical line. Consequently the static eccentricity of each floor is the same. [1]

For the analysis procedure the torsionally-coupled N -storey system was divided into two smaller systems: a) a corresponding torsionallyuncoupled, N -storey system and b) an associated torsionally-coupled onestorey system. The Response Spectrum Analysis was applied for each
system. However for the corresponding torsionally-uncoupled N-storey system in order to evaluate the maximum response quantity the SquareRoot of the Sum of Squares (SRSS) the combination rule was applied, while for the associated torsionally-coupled one-storey system the Complete Quadratic Combination was applied. The results are combined through the following relation:
$r_{n j}=\overline{r_{n J}} r_{j}$
where
$r_{n j}$ : the maximum value of any response quantity of the torsionallycoupled, N -storey building
due to its $\mathrm{nj}^{\text {th }}$ vibration mode
$\overline{r_{n j}}$ : the normalized maximum value of any response quantity of the associated torsionally-coupled one-storey system with uncoupled lateral vibration frequency $\omega_{y}$ equal to $\omega_{y j}$, in its $\mathrm{n}^{\text {th }}$ vibration mode, where the normalization is with respect to the maximum value of the corresponding response quantity in the corresponding torsionally-uncoupled, one-storey system.
$r_{j}$ : the maximum value of the same response quantity of the corresponding torsionally-uncoupled, N -storey system in its $\mathrm{j}^{\text {th }}$ lateral vibration mode

Similarly for one-storey systems, the coupled lateral-torsional response of the building depends on the following parameters: $\mathrm{e} / \mathrm{r}, \Omega, \rho, \mathrm{T}_{\mathrm{y} 1}$ and $\xi$. For fixed values of $e / r, \Omega$ and $\rho$ the response contributions of higher vibration modal-pairs increase by increasing $T_{y 1}$. For fixed values of $e / r, \Omega$ and $T_{y 1}$ the response contributions of higher vibration modal-pairs increase by increasing $\rho$. The response contributions of higher modal-pairs are different for the various response quantities. They affect more profoundly the base shear and base torque, for the local response quantities the column moments, and are insensitive to $\mathrm{e} / \mathrm{r}$ and $\Omega$.

Similarly for the one-storey system, the effects of lateral-torsional coupling on the responses of a multi-storey building decrease in the base shear, the base overturning moment and the top floor lateral displacement at the center of rigidity, but increase at the base torque. The difference between the multi-storey building and its associated one-storey system is the cross-correlation term. In addition the lateral-torsional coupling has no great effect on the height-wise variations of forces.

Finally, the analysis is further simplified, since the first two pairs of vibration modes associated with the first two vibration modes of the torsionally-uncoupled system have been proved to be sufficient. [1]

### 4.3 Torsional Axis and Torsional Radii of Gyration of Multi-Storey Buildings

A very important parameter for the torsionally coupled motions of irregular buildings is the optimum torsion axis. This is the theoretical part of the Greek Aseismic Code and is a good base to understated and design multi-storey buildings. This axis of a system is an axis upon which when the level of lateral static seismic forces is placed then the twist of the whole system is minimized [4-6] while the twist is equal to zero in the limit case where the relevant axis is a real elastic axis of the system [7]. Its contribution to the definition of the principal directions of the system and torsional radii of gyration is quite remarkable.

### 4.3.1 Optimum Torsion Axis

In order to define the location of the optimum torsion axis a continuum model of the structure is used. According to this model, a multi-storey spatial frame-wall system is divided into two spatial subsystems, the bending one and the shear one. Each of them contain the elastic centers K and S, respectively, and its principal elasticity axes I and II, provided that they maintain their elastic and geometric characteristics unchanged in elevation. The frame-wall multi-storey systems have proved [8] to possess three vertical torsion axis, $\Omega_{1}, \Omega_{2}, \Omega_{3}$, which are not upon the same line. The final response of the system, due to the lateral static loading $F(z)$ continuous distribution in elevation, arises from the
superposition of the three enforced rotations of the system around the relevant axes (Figure 3.3). It has been proved [8] that when there is a vertical real elastic axis in the system and is identified with $\Omega 3$ while the $\Omega 1, \Omega 2$ axes move to infinity (Figure 3.4).


Figure 3.3 Axes of enforced torsion in a frame-wall multi-storey system [8]


Figure 3.4 Axes of enforced torsion in symmetrical system [8]
On the special occasion where the multi-storey frame-wall system is monosymmetric, symmetrical axis $x-x$, the axis $\Omega_{1}$ moves to the $y$-infinity while the other two axes $\Omega_{2}, \Omega_{3}$ are upon x-x. The elastic centers K and S of the bending and the shear subsystem correspondingly are also upon $x$ $x$. The axes $\Omega_{2}, \Omega_{3}$ are always outside of the (KS) space. [7] When the lateral static loading $F(z)$ has a direction perpendicular to the symmetric axis of the system and is inside the $\left(\Omega_{2}, \Omega_{3}\right)$ space the two rotations have
an opposite direction (Figure 3.5). When the following expression is satisfied (3.47) the effects of torsion on the system are minimized.
$\min \theta^{2}=\frac{\theta_{1+\theta_{2}^{2}+\cdots+\theta_{N}^{2}}^{N}}{N}$
in which $\theta_{i}$ : rotation angle of the $i^{\text {th }}$ floor


Figure 3.5 Superposition of two rotations about $\Omega_{1} \Omega_{2}[7]$
The relation (3.47) is satisfied when the rotation angle of the floor is equal to zero at level $z=0.8 \mathrm{H}$ (Figure 3.6). [4], [5], [6] Solving the equation that stems from this condition, the location of the Optimum Torsion Axis is defined, point $\mathrm{P}_{0}$.


Figure 3.6 State Optimum Torsion in a multi-storey frame-wall building [4]
The Optimum Torsion Axis satisfies the following boundary conditions [6]:

Its position in the plan coincides with point K , called the elastic/stiffness centre, in the boundary case where the multi-storey system reduces to a single-storey system.

Its position in the plan coincides with point K when the system transforms into a purely bending one.

Finally its position in the plan coincides with point $S$ when the building transforms into a purely shear one.

## The properties of the Optimum Torsion Axis in asymmetric multi storey buildings

According to a study on a five-storey asymmetric building the optimum torsion axis is characterized by the following attributes:

The sum of the squares of the deck rotations and the sum of the squares of the deck displacements along the fictitious principal II-axis is minimum, when the vertical plane of the lateral static seismic forces passes through the fictitious elastic centre $P_{0}$ and is parallel to the fictitious principal Iaxis. The results are similar for lateral seismic forces along the II-axis.

The translational and rotational components are weakly coupled when the vertical mass axis coincides with the fictitious elastic axis.

The earthquake ground motion along the fictitious principal I-axis or IIaxis causes almost a translational vibration along the same axis when the vertical mass axis coincides with the fictitious elastic axis. The maximum deck rotations are very small.

The translational and the rotational components of motion are strongly coupled when the mass axis does not coincide with the fictitious elastic axis. [9]

### 4.3.2 Torsional Radii of Gyration

The torsional radius of gyration $\boldsymbol{\rho}_{\mathrm{I}}$ represents the lever arm, according to $K$, of the elastic forces of restoration during the torsional loading of the single-storey/monosymmetric system. [7]

It can be calculated in two different ways，resulting to the same value：

It can be calculated directly from the relation：

$$
\begin{equation*}
\rho_{\mathrm{I}}=\sqrt{\frac{K_{山}}{K_{\mu}}} \tag{3.48}
\end{equation*}
$$

where $\mathrm{K}_{\text {III }}$ ：the torsional stiffness of the single－storey system about the axis III
$\mathrm{K}_{\text {II }}$ ：the translational stiffness of the single－storey system according to principal axis II

It can also be calculated according to the ratio of special displacement：

$$
\begin{equation*}
\rho_{I}=\sqrt{\frac{K_{山}}{K_{\mu}}}=\sqrt{\frac{F_{\mu} / \theta_{z}}{F_{\mu} / u_{L}}}=\sqrt{\frac{u_{\mu}}{\theta_{z}}} \tag{3.49}
\end{equation*}
$$

where $u_{L}=F_{\zeta} / K_{Ц}: \quad$ the displacement for static load force $F_{L}$ at the point $K$

$$
\theta_{z}=F_{ц} / K_{山}: \text { the twist angle about } \mathrm{K} \text { for torsional loading } \mathrm{M}=1 \cdot \mathrm{~F}_{\mathrm{L}} \text { of }
$$ the system

The torsional radius of gyration $\mathrm{\rho I}$ of the frame－wall monosymmetric systems does not have the same value for every level $\xi$ ，but the one in diagrams of figures 3.7 a and 3.7 b ．It is suggested that the torsional radius of gyration of level $\mathrm{z}=0.8 \mathrm{H}$ is approximately equal to the torsional radius of gyration of the whole system，since the optimum torsional axis is defined at this level．According to the relation between the torsional radius of gyration $\rho \mathrm{I}$ at the center of mass and the radius of gyration of the diaphragm $r$ the torsional flexibility of the system for dynamic translational excitation is defined．Actually if $\rho m x \leq r$ the system is torsionally flexible．
$\rho_{\mathrm{mx}}=\sqrt{\rho_{l}^{2}+e_{o x}^{2}}$
$e_{o x}$ ：the static eccentricity along $x$ axis


Figure 3.7 Distribution of the torsional radius of the floors [7]
Another criterion for the torsional flexibility of a building is the coordinates of the center of vibration $\mathrm{O}_{\mathrm{i}}$ of the floors. A system is characterized as torsionally flexible when the vibration centers, calculated for the first and the second modal shape, occur inside the circle of the radius of inertia of the diaphragm, which means that the torsional vibrations of the diaphragm dominate the translational ones for pure translational excitation. The coordinates of the center of vibration $\mathrm{O}_{\mathrm{i}}\left(\mathrm{e}_{\mathrm{x},}, \mathrm{e}_{\mathrm{y} i}\right)$ are given by the expressions below:
$\varepsilon_{y i}=\frac{\varphi_{x i}}{\varphi_{z i}}$
$\varepsilon_{\mathrm{x} i}=\frac{\varphi_{y i}}{\varphi_{z i}}$

### 4.3.3 Equivalent Static Eccentricities

The equivalent static eccentricities $\mathrm{e}_{\mathrm{f}}, \mathrm{e}_{\mathrm{r}}$ are used in order to define the location of the point of application of the lateral static seismic forces and are given by the expressions (3.52) and (3.53), respectively. The accidental eccentricity $\mathrm{e}_{\mathrm{T}}$ is also taken into consideration.
$e_{f}=\frac{\rho_{1}^{2}}{r} \cdot R_{f}$
$e_{r}=\frac{\rho_{I}^{2}}{r} \cdot \frac{1-D_{r}}{l_{r}-\varepsilon_{o}} \leq \frac{1}{2} \cdot e_{o}$
where
$R_{f}=\frac{\sin 2 \theta}{2} \cdot\left(\frac{1}{A_{1}^{2 n}}+\frac{1}{A_{2}^{2 n}}-2 \varepsilon_{12} \cdot \frac{1}{A_{1}^{n} \cdot A_{2}^{n}}\right)^{1 / 2}$
$D_{r}=\frac{\sin 2 \theta}{2} \cdot\left(\frac{\delta_{r 1}^{2}}{A_{1}^{2 n}}+\frac{\delta_{r 2}^{2}}{A_{2}^{2 n}}+2 \varepsilon_{12} \cdot \frac{\delta_{r 1}^{2} \cdot \delta_{r 2}^{2}}{A_{1}^{n} \cdot A_{2}^{n}}\right)^{1 / 2}$
$\tan \mathrm{a}_{\mathrm{o}}=\frac{2 \varepsilon_{o}}{\varepsilon_{o}^{2}+\mu^{2}-1}$
If $\tan a_{0} \geq 0$, then $\theta=a_{0} / 2$.

If $\tan \mathrm{a}_{0}<0$, then $\theta=90-\left|a_{o}\right| / 2$
$\varepsilon_{0}=\frac{e_{O}}{r}, \rho_{\mathrm{l}}=\sqrt{\frac{K_{山}}{K_{Ц}}}=\sqrt{\frac{u_{, ~}}{\theta, M}}, \mu=\frac{\rho_{\mathrm{l}}}{r}$
$\mathrm{A}_{1}=1-\varepsilon_{0} \cdot \tan \theta, \mathrm{~A}_{2}=1+\varepsilon_{0} \cdot \cot \theta$
$\delta_{r 1}=\cot \theta-l_{r}, \delta_{r 2}=\tan \theta-l_{r}, l_{r}=\frac{L_{r}}{r}$
$\varepsilon_{12}(\zeta=5 \%), r_{12}=\sqrt{A_{2} / A_{1}}$
$\varepsilon_{12}=\frac{8 \zeta^{2} \cdot\left(1+r_{12}\right) \cdot r_{2}^{3 / 2}}{\left(1-r_{12}^{2}\right)+4 \zeta^{2} \cdot r_{12} \cdot\left(1+r_{12}\right)}$
On the special occasion of the double asymmetric system, the procedure is applied for both of its principal axis.

A five-storey building, made of reinforced concrete, with asymmetric arrangement of the stiffness elements has been examined. [7] The equivalent static method, the dynamic spectral method, the dynamic spectral solution and the spatial superposition have been applied to the five-storey building leading to the conclusion that although the building is highly torsionally flexible, if the application of the equivalent static method is used (by using the optimum torsion axis and the equivalent static eccentricities) then the results contain the results of the corresponding response of the dynamic spectral method.

### 4.4 Torsional Moment Assessment through the Static Eccentricity Concept

It is urgent to assess the torsional effect due to structural asymmetry in the seismic design of buildings, since the most damages during an earthquake are caused by this effect. In most cases, torsional effect is computed as the product of static eccentricity and equivalent static load. Several approaches have been proposed in order to compute the static eccentricity in multi-storey buildings [10]. The main problem is that this eccentricity depends on the horizontal load pattern. Two of these approaches are described below through an example.

A two-bay building (Figure 3.8) with frames A, B and C showing fig 3.8 is considered. In the $y$-direction the frames are considered with rigid floor diaphragms. In the first two storeys frames A, B and C are spanned, while in the last two storeys just frames A and B . The building is symmetrical along the x -direction and undergoes a static torsional load $P_{i}(i=1,2,3,4)$ acting at the center of mass of each floor. Due to the irregularity in plan, torsional moments are developed at each storey level $\left(M_{i}\right)_{k}(i=1,2,3,4)$.


Figure 3.8 Loads used in the eccentricity concept to multi-storey Buildings [10]

### 4.4.1 First evaluation method by Tso

In this case, the torsional moment is assessed through the developed floor torques. The load is divided in two components, the translational and the rotational, as shown in Fig. 3.9The load at each floor is relocated acting at
the generalized center of the floor's rigidity (the definition of the generalized center of rigidity is given below). According to assumption, the floor torques $T_{i}(i=1,2,3,4)$ are computed through the following expressions:
$T_{i}=P_{i} e_{i}(i=1,2,3,4)$
$e_{i}=\left(x_{m}\right)_{i}-\left(x_{R}\right)_{i}$
where $\boldsymbol{e}_{i}$ : the floor eccentricity, the distance between the center of mass and the generalized center of rigidity at that floor [10].

The generalized centers of rigidity are defined as points at the floor levels in a multi-storey structure such that when lateral load is applied at them, the structure deflects laterally without any floor rotation [10].

In order to specify the location of the generalized centers of rigidity at each floor, free body diaphragms of each floor under the translational loading are considered (Figure 3.9).

The frame reaction at the floor i is given by the following equation:
$\left(V_{i, j}-V_{i+1, j}\right)=f_{i, j}(i=1,2,3,4)(j=A, B, C)$
where $V_{i, j}$ : the storey shears below level i of frames j
Translational equilibrium at each floor (Figure 2.12b) gives the following equation:
$f_{i A}+f_{i B}+f_{i C}=P_{i} \quad(i=1,2,3,4)$


Figure 3.9 Free Body Diagram of Each Floor [10]

It is assumed that there is no rotation of the floors. The moment equilibrium about a vertical axis for each floor is computed when the loads act through the 'centroids' of the floors' frame actions. Provided that the frame reactions for a floor are known, the location of the floor's centers of rigidity can be defined as the sum of the first moments of the frame reactions divided by the total of the floor's frame reaction. Thus, the generalized centers of rigidity of a multi-storey building are characterized also as frame reaction centers.

### 4.4.2 Second evaluation method

In this case, the torsional moments are assessed through storey shear and storey eccentricity.

The torsional moment at storey k is expressed by the following equation:

$$
\begin{equation*}
\left(M_{t}\right)_{k}=V_{k} e_{k}^{*} \tag{3.58}
\end{equation*}
$$

where $V_{k}$ is the storey shear and $e_{k}^{*}$ : the storey eccentricity at storey k , defined as the horizontal distance between the shear center at the storey and the resultant of all lateral forces above the storey being considered [10] (computed from the equilibrium of the free body diaphragm above a cut at storey k-(Figure 3.10)).


Figure 3.10 Free Body Diagram of Substructures [10]
The torsional moment at storey k is expressed through the equation:

$$
\begin{equation*}
\left(M_{t}\right)_{k}=\sum_{i=k}^{4} P_{i}\left[\left(x_{m}\right)_{i}-\left(x_{s}\right)_{k}\right] \tag{3.59}
\end{equation*}
$$

From the equilibrium of the cut at storey k:

$$
\begin{equation*}
\widehat{V_{k}}=\sum_{i=k}^{4} P_{i} \tag{3.60}
\end{equation*}
$$

Through (1.7), (1.6) is transformed into:
$\left(M_{t}\right)_{k}=\sum_{i=k}^{4} P_{i}\left(x_{m}\right)_{i}-V_{k}\left(x_{s}\right)_{k}$
The x -coordinate of the resultant of all applied loads above storey k can be obtained as the ratio of the sum of the first moment of the applied loads to the sum of these loads [10]:

$$
\begin{align*}
\left(x^{*}\right)_{k} & =\frac{\sum_{i=k}^{4} P_{i}\left(x_{m}\right)_{i}}{V_{k}}  \tag{3.62}\\
\left(M_{t}\right)_{k} & =V_{k} e_{k}^{*}\left[\left(x^{*}\right)_{k}-\left(x_{s}\right)_{k}\right] \tag{3.63}
\end{align*}
$$

At Reference [10] it has been proved that both approaches reach the same result provided that the appropriate definitions for the eccentricities are assumed.

At the same Reference [10] it has also been proved through the given example that the storey eccentricity is less sensitive to load distribution than the floor eccentricity (Table 3.1). Therefore, a second approach is supposed to be more appropriate for a structural asymmetry assessment.

Table 3.1 Comparison of Results for Two Different Load Distributions [10]

|  | Uniform Distribution Loading |  |  |  | Triangular Distribution Loading |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Floor <br> eccentricity <br> Story <br> $(\mathrm{m})$ | Story <br> eccentricity <br> $(\mathrm{m})$ | Story <br> shear <br> $(\mathrm{kN})$ | Torsional <br> moment <br> $(\mathrm{kN}-\mathrm{m})$ | Floor <br> eccentricity <br> $(\mathrm{m})$ | Story <br> eccentricity <br> $(\mathrm{m})$ | Story <br> shear <br> $(\mathrm{kN})$ | Torsional <br> moment <br> $(\mathrm{kN}-\mathrm{m})$ |
| $(1)$ | $(2)$ | $(3)$ | $(4)$ | $(5)$ | $(6)$ | $(7)$ | $(8)$ | $(9)$ |
| 4 | -0.96 | -0.96 | 10 | -9.6 | -1.00 | -1.00 | 16 | -16.0 |
| 3 | -1.20 | -1.08 | 20 | -21.6 | -1.22 | -1.09 | 28 | -30.6 |
| 2 | -8.62 | -3.59 | 30 | -107.8 | -15.05 | -4.19 | 36 | -151.0 |
| 1 | 0.82 | -2.49 | 40 | -99.6 | 2.95 | -3.48 | 40 | -139.2 |

But there is a special class of buildings that the floor and the storey eccentricity are identical. The features of this special class of buildings are: (i) that they have proportional framing resulting to proportional stiffness properties of resisting elements, (ii) their generalized centers of rigidity lie on a vertical line and their position is independent of load
distribution and (iii) their floors' centers of mass lie along a vertical axis. As a result their floor and storey eccentricities are identical, as mentioned before, and remain constant along the height. It can easily be concluded that the centers of rigidity coincide with the shear centers.
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# 5 Torsionally unbalanced inelastic buildings - An overview 

It is a matter of vital importance for engineers to define the torsional collapse mechanisms of building systems, since this knowledge is valuable in predicting the seismic response of torsional vulnerable structures. The existing codes deals with the problem of torsion assuming elastic behavior of structures. However it is the plastic mechanisms that give the engineer the opportunity to estimate the displacement ductility demand of the system and compare it with the displacement ductility capacity of the structural resisting elements. In order to define the critical elements, inelastic structures are classified as torsionally unrestrained or restrained, resulting in two different classes of mechanism.

### 5.1 Torsional mechanisms in ductile building systems

Torsionally unrestrained systems are the systems, which cannot resist torsion in the post-yield range. Thus, torsion can be undertaken by the structural elements with the elastic domain since they are unable to resist torsional effects at the inelastic stage. As a result one corner element may be subjected to excessive plastic deformations while the other, at the opposite side, may be in the elastic domain. This is associated with a reduction of the base shear capacity of the system. [1]

For instance, the system of Figure 4.1 is considered assuming that the response of the lateral force resisting elements is perfectly elastic-plastic. When element (2) is about to yield and its displacement ductility capacity
$\mu_{\Delta 2 \max }$ should not be exceeded, the system displacement ductility demand should be limited to:
$\mu_{\Delta} \leq \beta \frac{\Delta_{y 1}}{\Delta_{y}}+a \mu_{\Delta 2 \max } \frac{\Delta_{y 2}}{\Delta_{y}}$
where
$\Delta_{y}$ : the system yield displacement (for torsionally unrestrained systems), relevant to CM
$\Delta_{y}=\beta \Delta_{y 1}+\alpha \Delta_{y 2}$
with the introduction of a geometric system parameter:
$\psi=\frac{\alpha \Delta_{y 2}}{\beta \Delta_{y 1}}=\frac{a l_{w 1}}{\beta l_{w 2}}$
Expression (4.1) simplifies to:

$$
\begin{equation*}
\mu_{\Delta} \leq \frac{\mu_{\Delta 2 \max }+1}{1+\psi} \tag{4.4a}
\end{equation*}
$$



Figure 4.1 Arrangement of lateral forces resisting elements in a torsionally unrestrained system [1]

When it is found that element (1) is about to yield and its displacement ductility capacity should not be exceeded, the system displacement ductility should be limited to:

$$
\begin{equation*}
\mu_{\Delta} \leq \frac{\mu_{\Delta 1 \max }+\psi}{1+\psi} \tag{4.4b}
\end{equation*}
$$

Finally, in the design of such a system, the system ductility demand should be limited to the lesser of the two values (4.4a and b).

Limited torsional restrained systems are the systems, whose elements exhibit post-yield stiffness, $\mathrm{k}_{\mathrm{pi}}=\sigma \mathrm{k}_{\mathrm{i}}$ ( $\sigma$ :post-yield stiffness coefficient), i.e. for typical reinforced concrete elements $\sigma<0.06$. In this case, the nominal strength of one element is in excess of that assigned to it, for example the element (1), $\mathrm{V}_{\mathrm{n} 1}=\lambda_{1} \mathrm{~V}_{1}$ where $\lambda_{1}>1.00$. An upper limit is established, which reassures the development of post-yield deformation of element (1). Beyond this value and for a given post-yield stiffness of element (2), element (1) cannot yield. This limit is expressed by the equation:
$\lambda_{1}<1+\sigma\left(\mu_{\Delta 2 \max }-1\right)$
It has been proved [1] that in the case of limited torsional restraint the system ductility demand should be restricted to:
$\mu_{\Delta}=\mu_{\Delta 2 \max }-\frac{\lambda_{1}-1}{\sigma(1+\psi)}$
Torsionally restrained systems can resist earthquake-induced torque up to their ultimate limit state with transverse elements remaining within the elastic range, which also control the system twist, while translatory elements are subjected to inelastic displacements of different magnitudes. The center of resistance of these inelastic translator elements, CV, can be found by strength eccentricity. Torsionally restrained mechanisms subjected to inelastic skew displacements must be expected to degenerate into torsionally ones.


Figure 4.2 Arrangement of lateral forces resisting elements in a torsionally unrestrained system [1]

Strength eccentricity is the distance between CM and CV defined by the equation:

$$
\begin{equation*}
e_{v x=\frac{\Sigma x_{i} V_{n i}}{\Sigma V_{n i}}} \tag{4.7}
\end{equation*}
$$

Where $x_{i}$ is the distance of the element of CM
When one or more of the elements do not respond to their nominal strength, then the reduced one must be used in equation (4.7). This case is usually encountered in torsionally unrestrained systems or in restrained systems, when the transverse elements, providing torsional resistance, yield before all translator elements develop their nominal strength.

The wise assignment of the nominal strength of translatory elements would lead the system to the optimum response, provided that $\sum V_{n i} \geq V_{E}$. The location of CV is of crucial importance, since during a damaging earthquake some of the lateral force resisting elements yield and stiffness eccentricity is inappropriate to represent the asymmetry of the structure. In this case, the structure is subjected for portions of time in the elastic state and for others in the plastic state. It has been proved that the produced rotations in the different states cancel one another when stiffness and strength eccentricity have opposite signs, which means that the location of the centre of rigidity and the centre of strength are on the opposite sides of the centre of mass. [2]

### 5.2 Inelastic seismic behavior of asymmetric in plan buildings

In order to understand the seismic inelastic behavior of asymmetric-plan buildings, the base shear and torque historeys are superimposed to the base shear and torque surface (BST) of the building. The main advantage of the BST surface is that in cooperation with the base shear and torque historeys it offers a conceptual evaluation before the dynamic analysis. Subsequently, the construction of the base-shear and torque surface is
described, as well as, the parameters that affect its shape and its properties.

Single storey buildings consisting of a rigid diaphragm, where all the storey mass is lumped, are analyzed. The $i_{\text {th }}$ resisting plane in the $x$ direction has stiffness kxi, lateral strength fxi and is located at distance yi from the center of mass (CM) of the building. Similarly, for the jth resisting plane in the y -direction kyj , fyj and xj , respectively (Figure 4.3).


Figure 4.3 Typical plan of buildings considered (asymmetric-plan buildings) [3]

The equation of motion that describes the dynamic response of the system to base accelerations $\mathrm{a}_{\mathrm{gx}}(\mathrm{t})$ and $\mathrm{a}_{\mathrm{gy}}(\mathrm{t})$ in the x - and y -directions, is:
$M \ddot{u}+C \dot{u}+R(\delta, \dot{\delta})=-M r a_{g}$
where: $u=\left\{\begin{array}{l}u_{x} \\ u_{y} \\ u_{\theta}\end{array}\right\}$
$\ddot{u}, \dot{u}:$ the accelerations and velocities of the diaphragm
$\ddot{\delta}, \dot{\delta}$ : the vectors containing the deformation and deformation rates of the different resisting elements, which are computed from the displacements $u$ and velocities $\dot{u}$ as $\delta=L u$ and $\dot{\delta}=L \dot{u}$, where L is the displacementdeformation transformation matrix; M and C are the mass and damping matrices; $\mathrm{R}(\delta, \delta)$ is the vector of restoring forces in the system
$r$ : a $3 \times 2$ matrix with its two columns $r_{x}=\left\{\begin{array}{l}1 \\ 0 \\ 0\end{array}\right\}$ and $r_{y}=\left\{\begin{array}{l}0 \\ 1 \\ 0\end{array}\right\}$, the influence vector for excitations $a_{g x}(t)$ and $a_{g y}(t)$, respectively
$a_{g}(t)=\left\{\begin{array}{l}a_{g x}(t) \\ a_{g y}(t)\end{array}\right\}$
The base shear and torque surface (BST) and base shear and torque historeys are presented in a space spanned by the base shears $V_{x}$ and $V_{y}$ in the $x$ - and $y$-directions, respectively, and base torque $T$.

The BST surface consists of all combinations of base shear and torque that applied statically leading to the collapse of the system. The force space is divided by the BST surface in two regions, the interior and the exterior. The interior consists of points which represent base shear and torque combinations causing elastic behavior of the structure. The exterior contains statically inadmissible base shear and torque combinations. The BST surface is the limit between the two regions where the inelastic behavior of the system is developed.

The BST surface below is computed for a symmetric single-storey system (Figure 4.4).

a)

b)

Figure 4.4 Example for the construction of a BST ultimate surface [3]

Next, the procedure of computing the first quadrant is carried out; the other three quadrants are symmetric.

Point P1 represents a purely translational mechanism of the plan (Figure $4.5 a, b)$ - simultaneous yielding all resisting planes in the $y$-direction, $\mathrm{V}_{\mathrm{y}}=3 f$ and $\mathrm{T}=0$. Branch $\mathrm{P} 1-\mathrm{B}$ represents mechanisms involving rotation of the plan (Figure $4.5 \mathrm{c}, \mathrm{d}$ ) - the plan rotation increases linearly always leaving the deformation of resisting plane 1 equal to $u_{y}, V_{y}=3 f$ and $T=f a$. Branch B-C represents mechanisms always leaving the resisting plane 1 in the elastic range (Figure $4.5 e, f)$ - point $C, V_{y}=f$ and $T=f(a+b)$. Branch $C-$ P2 represents mechanisms always leaving the resisting plane 2 in the elastic range (Figure 4.5 g ) - rotation is fixed at its maximum value and the base shear in the $y$-direction is decreasing. Point P2 represents a purely torsional mechanism (Figure $4.5 h$ ) $-V_{y}=0$ and $T=f(a+b)$.


Figure 4.5 Construction of the BST surface in the first quadrant [3]

### 5.2.1 Properties of the BST surface

The BST surface is convex and it is composed of linear branches [3].

The slope of a tangent to the BST surface tells the position of the element in the building plan that remains elastic during the mechanism (or branch) considered. Besides, this slope also defines the center of plastic rotation of the building [3].

The BST ultimate surface has as many branches with a finite slope as twice the number of resisting planes in the structure in the direction of the ground motion. Starting in a counter-clockwise sense from the branch of
constant base shear in the first quadrant, the first branch is associated with mechanisms that leave the leftmost resisting plane in the elastic range, the second branch the second farthest plane to the plane, and so forth until we reach the rightmost resisting plane [3].

The BST surface is point-symmetric with respect to the origin if the element yield displacements are the same under load reversals [3].

The BST surface of the system contracts along the torque axis as the base shear in the x-direction $V_{x}$ increases from zero to its maximum value $V_{x o}$ [3]. All these properties are proved in Reference [4].

### 5.2.2 Parameters affecting the BST surface

The inelastic behavior of a building is described by the shape of the BST surface. As a result, the parameters that affect the shape of the BST surface affect the inelastic behavior of the building. These parameters are:

The strength of the resisting planes in the $x$ - and $y$-directions. An isotropic change of the resisting planes' strength causes proportional change (dilation or contraction) of the surface (Figure 4.6b).

The strength of the resisting planes in the orthogonal direction. An increase of the strength of the resisting planes causes an increase of the torsional capacity of the system and of the length of the constant base shear branches of the BST surface (Figure 4.6c).

Asymmetry in stiffness. The BST surface is independent of the stiffness eccentricity.

Asymmetry in strength. The skewness and stretching of the BST surface are affected by strength asymmetry. The inelastic behavior of a building developed along the long branches implies that the strongest resisting plane remains elastic while the others yield significantly (Figure 4.6d).

Planwise distribution of strength.
Number of resisting planes. According to the properties of the BST surface, the number of branches with a finite slope are more since we
have more resisting elements. As a result the BST surface looks rounder in comparison with the reference system (Figure 4.6f).

(b) Global increase in strength

(c) Increase in strength of orthogonal resisting planes


Figure 4.6 Effect of different parameters on the shape of the BST surface [3]

### 5.3 A simplified model for analysis and design

The difficulties of defining the earthquake response of asymmetric buildings, such as analysis cost, computational effort and the inefficiency of current analyses methods to design any ground motion characteristics, led engineers to search for other methods. The new methods should overcome all the obstacles mentioned above and should also offer
accurate results through a simpler analysis procedure. A new simplified analysis method proposed by Llera and Chopra [5] is based on one structural super-element (SE) per building storey, which sufficiently represents the elastic and inelastic properties of the storey.

In order to give results, the systems considered in the investigation above [5] are single and multi-storey buildings consisting of rigid diaphragms, flexurally and axially, where all the storey masses are lumped; lateral resistance is provided by resisting planes in the $x$ - and $y$-directions [Figure 4.7(a)] composed of elasto-plastic resisting elements. The systems are symmetric in stiffness and strength about the $x$-axis.

Next the equation of motion of the system is given in order to assess the dynamic response of it to base acceleration $a_{g y}(\mathrm{t})$ in the y -direction:
$\mathrm{M} \ddot{u}+C u+\dot{R}(\delta, \dot{\delta})=-M r a_{g y}(\mathrm{t})$
where $u=\left\{\begin{array}{l}u_{x} \\ u_{y} \\ u_{\theta}\end{array}\right\}$
$u_{x}$ : the vector of displacements $u_{x}^{(j)}$ of the $j$ th floor $C M$ along the $x$ direction
$u_{y}$ : the vector of displacements $u_{y}^{(j)}$ of the jth floor CM along the $y$ direction
$u_{\theta}$ : the vector of rotations $u_{\theta}^{(j)}$ of the jth rigid floor diaphragm about a vertical axis through the CM [Figure 4.6(a)]
$M$ : the mass matrix given by
$\mathrm{M}=\left[\begin{array}{ccc}m & 0 & 0 \\ 0 & m & 0 \\ 0 & 0 & I_{p}\end{array}\right]$
where $m$ and $I_{p}$ are diagonal matrices containing the masses and polar moments of inertia for each building storey

C: the linear viscous damping matrix
$R(\delta, \dot{\delta})$ : the vector of restoring forces in the system
$r=\left\{\begin{array}{l}0 \\ 1 \\ 0\end{array}\right\}$ : the influence vector for the ground acceleration $a_{g y}(\mathrm{t})$
The equation of motion (4.9) above will be integrated numerically using the partitioned predictor-corrector scheme developed in Reference [6].


Figure 4.7 Buildings considered and the SE model [5]
The SE model of a building consists of a single fictitious structural element per storey. This element has three degrees of freedom per node (Figure 4.7b), the two translations and the rotation of floors are connected by the element, and is appropriate for representing the elastic and inelastic properties of the storey.

Subsequently, the elastic and inelastic properties of the SE model are presented.

### 5.3.1 Elastic properties of the SE model

On the elastic occasion, the SE model has the same stiffness matrix as the storey considered:
$K_{S E}=\left[\begin{array}{cc}K & -K \\ -K & K\end{array}\right]$
where $\quad K=\left[\begin{array}{ccc}K_{x} & 0 & 0 \\ 0 & K_{y} & K_{y \theta} \\ 0 & K_{y \theta} & K_{\theta}\end{array}\right]$
$K_{x}, K_{y}, K_{y \theta}, K_{\theta}$ : are scalar quantities for the storey considered

A possible obstacle, as far as $K_{\text {SE }}$ is concerned, may appear when the center of mass of the different storeys do not lie on the same vertical line (Figure 4.7). In order to overcome this problem, a linear transformation $a_{u}$ between the degrees of freedom $u^{(1)}$ at the CM of the first floor and the degrees of freedom $u^{(1)}$ 'at the bottom of the second storey SE , is used:
$\left\{\begin{array}{l}u_{x}^{(1) \prime} \\ u_{y}^{(1) \prime} \\ u_{\theta}^{(1) \prime}\end{array}\right\}=\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & 1 & \chi_{1} \\ 0 & 0 & 1\end{array}\right]\left\{\begin{array}{l}u_{x}^{(1)} \\ u_{y}^{(1)} \\ u_{\theta}^{(1)}\end{array}\right\}=\left[a_{u}\right]\left\{\begin{array}{l}u_{x}^{(1)} \\ u_{y}^{(1)} \\ u_{\theta}^{(1)}\end{array}\right\}$
The stiffness matrix of the second-storey SE with respect to the degrees of freedom at the CM of floors 1 and 2 can be expressed as:
$K_{S E}=\left[\begin{array}{cc}K & -K a_{u} \\ -a_{u}^{T} K & a_{u}^{T} K a_{u}\end{array}\right]$


### 5.3.2 Inelastic properties of the SE model

In order to match the inelastic properties of the storey and the SE model, the storey shear and torque (SST) ultimate surface is used. The SST surface consists of all combinations of storey shears and torque that applied statically and would lead to the collapse of the storey.

The exact model of a section of the SST (Figure 4.9-solid line) surface is presented below, for a storey with three resisting planes along the $y$-axis (the direction of asymmetry and of ground motion) and two resisting planes in the orthogonal direction, with constant storey shear Vx. Later on this model will prove to predict accurately the response of systems regardless of the number of resisting planes they consist of. The seven parameters that affect the shape of the SST surface will also be investigated.

The following expressions define the coordinates ( $\mathrm{xj}, \mathrm{yj}$ ) of the vertices of this surface:
$x_{1}=V_{y o}, \quad y_{1}=V_{y o} x_{p}+T_{\perp}\left(1-\widehat{V}_{x}\right)$
$x_{2}=V_{y u}+V_{y c}, \quad y_{2}=T_{o}+T_{\perp} \widehat{V}_{x}$
$x_{3}=V_{y u}-V_{y c}, \quad y_{3}=T_{o}-T_{\perp} \widehat{V}_{x}$
$x_{4}=-V_{y o}, \quad y_{4}=-V_{y o} x_{p}+T_{\perp}\left(1-\widehat{V}_{x}\right)$
$x_{5}=-x_{1}, \quad y_{5}=-y_{1}$
$x_{6}=-x_{2}, \quad y_{6}=-y_{2}$
$x_{7}=-x_{3}, \quad y_{7}=-y_{3}$
$x_{8}=-x_{4}, \quad y_{8}=-y_{4}$
where:
$\widehat{V_{x}}=\frac{V_{x}}{V_{x o}}$ : the normalized storey shear in the x-direction; $V_{x o}=\sum_{i=1}^{M} f_{x}^{(i)}:$ the lateral capacity of the storey in the x -direction; $f_{x}^{(i)}$ : the capacity of the
ith resisting plane in the $x$-direction; and $M$ : the number of resisting planes in the $x$-direction
$V_{y o}=\sum_{i=1}^{N} f_{y}^{(i)}$ : the lateral capacity of the storey in the $y$-direction; $f_{y}^{(i)}$ : the capacity of the ith resisting plane in the y -direction; and N : the number of resisting planes in the $y$-direction
$V_{y c}$ : the capacity of resisting planes in the $y$-direction passing through the CM of the system; in practical terms, it will represent the capacity of all resisting planes 'close' to the CM
$T_{o}=\sum_{i=1}^{N}\left|f_{y}^{(i)} x^{(i)}\right|+\sum_{i=1}^{M}\left|f_{x}^{(i)} y^{(i)}\right|$ : the torsional capacity of the system
$T_{\perp}=\sum_{i=1}^{M} f_{x}^{(i)} y^{(i)}$ : the torque provided by the resisting planes in the orthogonal direction
$x_{p}=\frac{\sum_{i=1}^{N} f_{y}^{(i)} x^{(i)}}{V_{y o}}:$ the strength eccentricity, or the first moment of strength



Figure 4.9 Parametric representation of the SST surface [5]
Subsequently, the seven parameters that control the shape of the SST surface are analyzed:

The normalized storey shear $\widehat{V}_{x}$ varies from $0\left(V_{x}=0\right)$ to $1\left(V_{x}=V_{x o}\right)$ and is responsible for the variation of the SST surface along the Vx shear axis. This variation arises due to a lesser contribution to the torsional capacity of the system (because of the $x$-direction component of ground motion). In this case, the planes must be subjected to translation along this direction, which lead to a decrease in force-couple, consequently in torque resistance.

The lateral capacity $V_{y o}$ represents the maximum shear of a purely translational mechanism of the storey and the limits of abscissas of the SST surface.

The capacity $V_{y c}$ represents the capacity of the resisting planes passing through the CM. This capacity controls the length of the constant torque branches of the SST surface. These branches correspond to predominantly torsional mechanisms. This parameter should also contain the capacity of resisting planes 'close' to the CM.

The torsional capacity To represents the torque of a purely torsional mechanism of the storey and establishes the limits of the ordinates of the SST surface. Large values of To means that there are strong resisting planes along the edges while small values of To means that there are central cores on the plane.

The torsional capacity $T_{\perp}$ of the resisting planes in the orthogonal direction affects the length of the constant base shear branches of the SST surface, which represent predominantly translational mechanisms.

The strength eccentricity $x_{p}$ is equal to the slope of the ray connecting the centre of the surface and the middle point of the constant base shear branch 1-8 (Figure 4.4). The value of $x_{p}$ controls the skewness and width of the SST surface (i.e. large values of strength eccentricity lead to skewed and narrow surfaces).

The 'strength unbalance' $V_{y u}$ affects the abscissa of the central point of the constant torque branch of the SST surface at positive torque (Figure 4.8). This parameter also controls the skewness of the surface and is equal to zero when the lateral capacities of the resisting planes on both sides of the CM are identical. Its physical meaning is that it represents the storey shear of the system for a purely torsional mechanism about a vertical axis passing through the central resisting plane.

The SST surface leads to two significant conclusions:

The SST surfaces for the exact and the SE models for two three-plane single-storey systems are identical (Figure 4.10).

The constant torque branches 2-3 and 6-7 of the SST surface means that the system has one (or several) central resisting planes passing through or 'close' to the CM. The SST surface of a storey with an eccentric central resisting plane located at distance $x_{c}$ is the one with dashed lines (Figure 4.10). The abscissas of the vertices for the two SST surfaces are the same, while the ordinates varie. The ordinates of vertices $1,2,7$ and 8 need to add the torque $V_{y c} x_{c}$, whereas the ordinates of the vertices $3,4,5$ and 6 need to subtract the torque $V_{y c} x_{c}$.

The co-ordinates of the vertices $1,4,5$ and 8 are defined still from equation (4.12), but the strength eccentricity is the one of the new system.

The ordinates from the vertices $2,3,6$ and 7 are given from the following expressions:

$$
\begin{align*}
& y_{2}=T_{o}-T_{\perp} \widehat{V_{x}}+V_{y c} x_{c} \\
& y_{3}=T_{o}-T_{\perp} \widehat{V}_{x}-V_{y c} x_{c}  \tag{4.14}\\
& y_{6}=-y_{2} \\
& y_{7}=-y_{3}
\end{align*}
$$

It is important to notice that the eccentric central plane causes an inclination of the segment 2-3 (6-7) in a slope equal to $x_{c}$.

(b) Strength asymmetric system

Figure 4.10 Comparison between the actual and theoretical SST surface in a symmetric and an asymmetric structure [5]

Finally, the accuracy of the SE model is questioned. After experiments upon several asymmetric plan buildings [6], the following conclusions were derived:

The SE model can lead to safe conceptual evaluation.
The error of the SE is less than 20 percent - in terms of differences in peak deformations. Especially, for systems with stiffness and strength asymmetries in the same direction, the error in peak is even smaller (below 10 percent).

Because of the inaccuracy of the prediction of the plan rotation, errors arise, since this model can not describe the inelastic behavior of the system in the transition between its elastic and completely plastic states.
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# 6 Reaching the best possible design with optimization tools 

Engineers' objective is to design resistant structures, which satisfy all the constraints (defined by codes) and also acquire specific attributes (low cost, low weight, small displacements just to name a few). This can be accomplished by the optimization process through a trial and error procedure, which is a computationally intensive task. Thanks to developments in Computational Mechanics the solution of this problem is feasible using evolutionary algorithms. Inspired by the Darwinian evolution, this procedure is an imitation of it.

The best known evolutionary algorithms include Genetic Algorithms (Gas) [1], Evolutionary Programming (EP) [2], Genetic Programming (GP) [3] and Evolution Strategies (ESs) [4,5].

### 6.1 Formulation of the optimization problem for torsionally balanced systems

Structural optimization problems are characterized by various objective and constraint functions that are generally non-linear functions of design variables. These functions are usually implicit, discontinuous and nonconvex. The mathematical formulation of structural optimization problems with respect to the design variables, the objective and the constraint functions depends on the type of application. However, most optimization problems can be expressed in standard mathematical terms as a nonlinear programming problem. A discrete structural optimization problem can be formulated in the following form:
$\min \quad \mathrm{F}(\mathbf{s})$
subject to $\quad g_{j}(\mathbf{s}) \leq 0 \quad j=1, \ldots, m$
where $F(\mathbf{s})$ and $g_{j}(\mathbf{s})$ denote the objective and constraints functions respectively, $R^{d}$ is a given set of discrete values, while the design variables $\mathrm{s}_{\mathrm{i}}(\mathrm{i}=1, \ldots, \mathrm{n})$ can take values only from this set.

There are three main classes of structural optimization problems depending on the type of design variables employed: (i) sizing, (ii) shape and (iii) topology. In sizing optimization problems the aim is usually to minimize the weight of the structure under certain behavioral constraints on stresses and displacements. The design variables are most frequently chosen to be dimensions of the cross-sectional areas of the structure's members. In structural shape optimization problems the aim is to improve the performance of the structure by modifying its shape. The design variables are either some of the coordinates of the key points in the boundary of the structure or some other parameters that influence the shape of the structure. Structural topology optimization assists the designer to define the type of structure, which is best suited to satisfy the operating conditions for the problem at hand. In the current study the task of topology optimization is to define the position of the columns and the shear walls in each storey layout, while the task of sizing optimization is related to the size of the cross sections of the columns and the shear walls.

### 6.1.1 Definitions

There are some definitions that have to be given in order to facilitate the description of the problem and its handling of the optimization algorithm in the present study.

Torsionally balanced: A structural system is defined as torsionally balanced when, in any storey of the structure, the mass center coincides or almost coincides with the rigidity center.

For every column and shear wall, two architectural constraints are defined:

Architectural constraint 1: The first architectural constraint (AC-1) is related to the boundaries of the plan where a column or shear wall could be located. It is implemented as a rectangle with dimensions AC-1x $\times$ AC$1 y$. A design is considered as feasible, with respect to the AC-1 constraint, when the cross section of the columns and shear walls are contained in the corresponding rectangles. In Figures 5.1 a and 5.1 b two $\mathrm{AC}-1$ rectangles are shown for a typical plan view of a concrete building.

Architectural constraint 2: The second architectural constraint (AC-2) is related to the topological position of the beams in conjunction with their supporting columns and/or shear walls. This constraint is implemented as a point located within the rectangle AC-1. The AC-2 is essential in assisting the optimization procedure to reach layouts where the beams and their cross points are supported by columns or shear walls. In any feasible design the AC-2 point should correspond to a joint of horizontal (beam) and vertical (column/shear wall) elements. In Figures 5.1a and 5.1 b the AC-2 points are shown.

Column type: Two types of columns/shear walls are considered. Type $I$ is defined as the column/shear wall where the AC-2 point corresponds to one of the corners of the rectangle AC-1 (see Figure 5.1a, the AC-2 point coincides with one of the corners of the AC-1 rectangle labeled as F); Type $I I$ is defined as the column/shear wall where the AC-2 point is located inside the rectangle AC-1 (see Figure 5.1b, the AC-2 point is located inside the $\mathrm{AC}-1$ rectangle).


Figure 5.1a Sample column Type $I$ with its architectural constraints AC-1 and $A C-2$.


Figure 5.1b Sample column Type II with its architectural constraints AC-1 and AC-2.

### 6.1.2 Combined topology and sizing optimization

In the column/shear wall topology-sizing optimization problem for each storey pursued in this study, the basic goal is to formulate an optimization procedure that could lead to designs with improved earthquake resistance. The objective is to create torsionally balanced designs by minimizing the mass eccentricity eMC-RC between the mass center and the rigidity center of each storey subject to the behavioral constraints imposed by the design codes as well as to the architectural constraints. The design variables are divided in two categories: (i) topology design variables corresponding to the topology or layout of the columns and shear walls of the building and (ii) sizing design variables corresponding to the dimensions of the cross sections. The mathematical formulation of the problem can be stated as follows:
$\min$

$$
\begin{align*}
& \mathrm{e}_{\mathrm{MC}-\mathrm{RC}}=\sqrt{\left(\mathrm{x}_{\mathrm{MC}}^{\mathrm{i}}-\mathrm{x}_{\mathrm{RC}}^{\mathrm{i}}\right)^{2}+\left(\mathrm{y}_{\mathrm{MC}}^{\mathrm{i}}-\mathrm{y}_{\mathrm{RC}}^{\mathrm{i}}\right)^{2}}, \mathrm{i}=1,2, \ldots, \mathrm{n}_{\text {storeys }} \\
& \mathrm{g}_{\mathrm{k}}(\mathbf{s}) \leq 0, \mathrm{k}=1,2, \ldots, \mathrm{~m} \text { (behavioral) } \tag{5.2}
\end{align*}
$$

subject to
$\left.\begin{array}{l}\mathrm{t}_{\mathrm{lb}, \mathrm{j}}^{\mathrm{i}} \leq \mathrm{r}_{\mathrm{j}}^{\mathrm{i}} \leq \mathrm{t}_{\mathrm{ub,j},}^{\mathrm{i}}, \mathrm{j}=1,2, \ldots, \mathrm{n}_{\text {columns }} \\ \mathrm{s}_{\mathrm{lb}, \mathrm{j}}^{\mathrm{i}} \leq \mathrm{h}_{\mathrm{j}}^{\mathrm{i}} \leq \mathrm{s}_{\mathrm{ub}, \mathrm{j}}^{\mathrm{i}}, \mathrm{j}=1,2, \ldots, \mathrm{n}_{\text {columns }}\end{array}\right\}$ (architectural)
where ( $\left(\mathrm{x}_{\mathrm{MC}}^{\mathrm{i}}, \mathrm{y}_{\mathrm{MC}}^{\mathrm{i}}\right)$, $\left(\mathrm{x}_{\mathrm{RC}}^{\mathrm{i}}, \mathrm{y}_{\mathrm{RC}}^{\mathrm{i}}\right)$ are the coordinates of the of the Mass Center (MC) and the Rigidity Center (RC), respectively, in the i-th group of storeys having the same layout in the plan. $\mathrm{n}_{\text {storeys }}$ is the total number of groups of storeys in the structure, $\mathrm{g}_{\mathrm{k}}(\mathbf{s})$ are the behavioral constraints imposed by the design codes, $\mathrm{r}_{\mathrm{j}}^{\mathrm{i}}$ is the distance of the individual element center of the $j$-th column/shear wall in the i-th group of storeys from its corresponding AC-2 point (see Figure 1b where for simplicity reasons the superscript $i$ and subscript $j$ are omitted). $\mathrm{t}_{\mathrm{lbj}, \mathrm{j}}^{\mathrm{i}}, \mathrm{t}_{\mathrm{ubj}, \mathrm{j}}^{\mathrm{i}}$ are the lower and upper bounds of the topology design variables imposed by the architectural constraints. $h_{j}^{i}$ is the largest edge of the $j$-th column/shear wall in the $i$-th group of storeys, corresponding to the sizing design variables (see Figure 1a where for simplicity reasons the superscript $i$ and subscript $j$ are omitted). $s_{10 . j}^{\mathrm{i}}, \mathrm{s}_{\mathrm{ubj}, \mathrm{j}}^{\mathrm{i}}$ are the lower and upper bounds of the sizing design variables imposed by the architectural constraints. As it will be seen in the following subsection of the problem's description there is a relation between the two kinds of design variables, topology and sizing, as well as their bounds.

### 6.1.3 Type of design variables

In this study the columns/shear walls are of rectangular shape with dimensions $h \times b$, where $h \geq b$. In our implementation the smallest column that is permitted to be allocated is $25 \times 30 \mathrm{~cm}^{2}$. In our formulation the sizing design variables of the columns and shear walls depend on the topology design variables which are defined first. This way, we solved the coupled topology - sizing problem that is a very difficult problem in structural optimization of buildings because of its complexity.

### 6.1.3.1 Topology design variables

As mentioned above the columns are divided in two categories. For Type I column/shear walls if AC-1x > AC-1y the final position of the individual element center of the column/shear wall will be allocated along the AC-1x rectangular edge, otherwise it will be allocated along the AC-1y edge. In the case of a square architectural constraint with AC-1x = AC-1y, the selection of the edge is random. For Type I column/shear walls the lower
bound of the topology design variable depends on the indicative minimum column size:

$$
\begin{equation*}
\mathrm{t}_{\mathrm{lb}, \mathrm{j}}^{\mathrm{i}}=\frac{\mathrm{h}_{\min }}{2} \tag{5.3}
\end{equation*}
$$

where $h_{\text {min }}$ is the minimum column size, which is equal to 30 cm , as mentioned above. The upper bound is equal to half the size of the corresponding architectural constraint edge (AC-1x or AC-1y):

$$
\begin{equation*}
\mathrm{t}_{\mathrm{ub}, \mathrm{j}}^{\mathrm{i}}=\frac{1}{2} \sqrt{\left(\mathrm{x}_{\mathrm{S}}-\mathrm{x}_{\mathrm{F}}\right)^{2}+\left(\mathrm{y}_{\mathrm{S}}-\mathrm{y}_{\mathrm{F}}\right)^{2}} \tag{5.4}
\end{equation*}
$$

In Figure 1a the largest edge of the AC-1 architectural constraint is AC-1y which will be selected as the edge to which the individual element center of the column/shear wall will be allocated. Furthermore, $S\left(x_{S}, y_{s}\right)$ is the starting point and $F\left(x_{F}, y_{F}\right)$ is the finishing point of the AC-1y edge, while the AC-2 point coincides with the finishing point $F$.

In Type II column/shear walls the edge of the AC-1 architectural rectangle, where the individual element center of the column will be allocated, has either been selected beforehand or it will be selected by the smallest distance of the projection of the AC-2 point to the four edges of the $\mathrm{AC}-1$ rectangle. In Figure 5.1b the four projections points PPi, $\mathrm{i}=1, \ldots, 4$ are shown. It can be seen that the distance between the points AC-2 and PP1 is the smallest one, so the edge $A C-1 x$ of the corresponding architectural constraint is selected for the allocation of the individual element center of the column/shear wall and the PP1 projection point is renamed to $A C-2 . S(x S, y S)$ is the starting point and $F(x F, y F)$ is the finishing point of this edge. The allocation of the mass center of the column/shear wall is either on the left or on the right side of the renamed projection point PP1. Irrespectively of the side to which the individual element center will be allocated, the lower bound is defined to be equal to zero:

$$
\begin{equation*}
\mathrm{t}_{\mathrm{lb}, \mathrm{j}}^{\mathrm{i}}=0 \tag{5.5}
\end{equation*}
$$

The definition of the upper bound depends on which side of the projected AC-2 point the column mass center will be allocated.
$\mathrm{t}_{\mathrm{ub}, \mathrm{j}}^{\mathrm{i}}=\frac{\mathrm{a}}{2}$ (if on the left side)
$\mathrm{t}_{\mathrm{ubj}, \mathrm{j}}^{\mathrm{i}}=\frac{\mathrm{b}}{2}$ (if on the right side)
where $a$ is the distance of the new position of the $A C-2$ point from point $S$ and $b$ is the distance of the new position of the AC-2 point from point $F$ (see Figure 5.1b).

### 6.1.3.2 Sizing design variables

As mentioned above topology design variables are defined first, followed by the sizing design variables, which are related to the topology design variables. In the case of Type I columns/shear walls there is a direct relation between the topology and sizing design variables for each column/shear wall. This sizing design variable is defined as inactive.

$$
\begin{equation*}
h_{j}^{i}=2 r_{j}^{i} \tag{5.7}
\end{equation*}
$$

In the case of Type II column/shear walls there is an indirect relation between the two types of design variables defined by:
$\mathrm{s}_{\mathrm{Ib}, \mathrm{j}}^{\mathrm{i}}=2 \mathrm{r}_{\mathrm{j}}^{\mathrm{i}}$
$\mathrm{s}_{\mathrm{ub}, \mathrm{j}}^{\mathrm{i}}=2 \min \left(\mathrm{a}^{\prime}, \mathrm{b}^{\prime}\right)$
where $\mathrm{a}^{\prime}$ and $\mathrm{b}^{\prime}$ refer to the distance of the individual element center of the column/shear wall from points $S$ and $F$, respectively, as it can be seen in Figure 5.1b. This sizing design variable is defined as active. In the case of Type II column/shear walls the sizing design variable is active, since their dimensions have to be defined by the optimizer and not by the topology design variables as in the case of Type I. The bounds of the size of the column/shear walls are dependent on the topological design variable $r_{j}^{i}$.

### 6.2 Optimization Procedures

Computer algorithms based on the process of natural evolution have been found capable to produce very powerful and robust search mechanisms although the similarity between these algorithms and the natural evolution is based on a crude imitation of biological reality. The resulting Evolutionary Algorithms (EA) are based on a population of individuals, each of which represent a search point in the space of potential solutions of a given problem. These algorithms adopt a selection process based on the fitness of the individuals and some recombination operators. The best known EA in this class include evolutionary programming (EP) [6], Genetic Algorithms (GA) [7,8] and Evolution Strategies (ES) [9,10]. The first attempt to use evolutionary algorithms took place in the sixties by a team of biologists [11] and was focused on building a computer program that would simulate the process of evolution in nature.

Both GA and ES imitate the biological evolution in nature and have three characteristics that differ from other conventional optimization algorithms: (i) In place of the usual deterministic operators, they use randomized operators: mutation, selection and recombination. (ii) Instead of a single design point, they work simultaneously with a population of design points in the space of design variables. (iii) They can handle - with minor modifications continuous, discrete or mixed optimization problems. The second characteristic allows for a natural implementation of GA and ES on a parallel computing environment [12,13,14].

In structural optimization problems, where the objective function and the constraints are highly non-linear functions of the design variables, the computational effort spent in gradient calculations required by the mathematical programming algorithms is usually large. In two recent studies by Papadrakakis et al. [15,16] it was found that probabilistic search algorithms are computationally efficient even if a greater number of analyses are needed to reach the optimum. These analyses are computationally less expensive than in the case of mathematical programming algorithms since they do not require gradient information. Furthermore, probabilistic methodologies were found to be more robust in
finding the global optimum due to their random search. Whereas mathematical programming algorithms may be trapped in local optima.

### 6.3 Solution of the structural optimization problem

### 6.3.1 Evolutionary optimization algorithms

ES were proposed for parameter optimization problems in the seventies by Rechenberg [90] and Schwefel [96]. Some differences between GA and ES stem from the numerical representation of the design variables used by these two algorithms. The basic GA operate on fixed-sized bit strings which are mapped to the values of the design variables, while ES work on real-valued vectors. Another difference can be found in the use of the genetic operators. Although, both GA and ES use the mutation and recombination (crossover) operators, the role of these genetic operators is different. In GA mutation only serves to recover lost alleles, while in ES mutation implements some kind of hill-climbing search procedure with self-adapting step sizes $\sigma$ (or $\gamma$ ). In both algorithms recombination serves to enlarge the diversity of the population, and thus the covered search space. There is also a difference in treating constrained optimization problems where in the case of ES the death penalty method is always used, while in the case of GA only the augmented Lagrangian method can guarantee the convergence to a feasible solution. The ES, however, achieve a high rate of convergence than the GA due to their selfadaptation search mechanism and are considered more efficient for solving real world problems [61]. The ES were initially applied for continuous optimization problems, but recently they have also been implemented in discrete and mixed optimization problems [106,107]. The ES algorithms used in the present study are based on the work of Thierauf and Cai who applied the ES methodologies in sizing structural optimization problems having discrete and/or continuous design variables [85,86]. In the following paragraphs different versions of ES algorithms are discussed and compared in some test examples.

### 6.3.2 Genetic Algorithms (GA)

GA are probably the best-known evolutionary algorithms, receiving substantial attention in recent years. The GA model used in this study and in many other structural design applications refers to a model introduced and studied by Holland and co-workers [1]. In general the term genetic algorithm refers to any population-based model that uses various operators (selection-crossover-mutation) to evolve. In the basic genetic algorithm each member of this population will be a binary or a real valued string, which is sometimes referred to as a genotype or, alternatively, as a chromosome.

Different versions of GA have appeared in literature in the last decade dealing with methods for handling the constraints or techniques to reduce the size of the design vectors' population. In this section basic genetic algorithms are considered along with some of the most frequently used versions of GA.

### 6.3.2.1 The Basic Genetic Algorithms

The three main steps of the basic GA

Step 0 Initialization
The first step in implementing any genetic algorithm is to generate an initial population. In most cases the initial population is generated randomly. After creating an initial population, each member of the population is evaluated by computing its fitness function.

## Step 1 Selection

A selection operator is applied to the current population in order to create an intermediate one. In the first generation the initial population is considered as the intermediate one, while in the next generations this population is created by the application of the selection operator.

Step 2 Generation
In order to create the next generation crossover and mutation operators are applied to the intermediate population in order to create the next
population. Crossover is a reproduction operator, which forms a new chromosome by combining parts of each of the two parental chromosomes. Mutation is a reproduction operator that forms a new chromosome by making (usually small) alterations to the values of genes in a copy of a single parent chromosome. The process of moving from the current population to the next population constitutes one generation in the evolution process of a genetic algorithm. If the termination criteria are satisfied then the procedure stops. Otherwise it returns to step 1.

## Encoding

The first step before the activation of any operator is to encode the design variables of the optimization problem into a string of binary digits (l's and 0 's) called a chromosome. If there are $n$ design variables in an optimization problem and each design variable is encoded as a L-digit binary sequence, then a chromosome is a string of $n \times L$ binary digits. In the case of discrete design variables each discrete value is assigned to a binary string, while in the case of continuous design variables the design space is divided into a number of intervals (to the power of 2 ). The number of intervals L+1 depends on the tolerance given by the designer. If $s \in[s \ell, s u]$ is the decoded value of the binary string $\left.<b_{L} b_{L-1} \ldots b_{0}\right\rangle$ then
$\mathrm{s}=\mathrm{DE}\left(<\mathrm{b}_{\mathrm{L}} \mathrm{b}_{\mathrm{L}-1} \ldots \mathrm{~b}_{0}>\right)=\mathrm{s}^{\ell}+\frac{\mathrm{s}^{\mathrm{u}}-\mathrm{s}^{\ell}}{2^{\mathrm{L}}-1}\left(\sum_{\mathrm{i}=0}^{\mathrm{L}} \mathrm{b}_{\mathrm{i}} \cdot 10^{\mathrm{i}}\right)$
where $\operatorname{DE}($.$) is the function that performs the decoding procedure. In$ order to code a real valued number into the binary form the reverse procedure is followed.

## Evaluation of fitness function

Apart from the objective function, the so-called fitness function is also used by a genetic algorithm. The evaluation of a string refers to the evaluation of that string's objective function value and it is independent of the evaluation of any other string. The fitness of that string, however, is always defined with respect to other members of the current population. The fitness is used to determine the selection probability of the
chromosome that will become the parent chromosome for the generation of the new chromosomes. In the basic genetic algorithm, fitness is defined by: $\mathrm{F}_{\mathrm{i}}^{\prime} / \overline{\mathrm{F}}^{\prime}$ where $\mathrm{F}_{\mathrm{i}}^{\prime}$ is the penalized objective function associated with string i. $\overline{\mathrm{F}}^{\prime}$ is the average penalized objective function value of all the strings in the population. Fitness can also be assigned based on a string's rank in the population [30] or by sampling methods, such as tournament selection [51].

## Selection

There are a number of ways to perform the selection. According to the Tournament Selection scheme each member of the intermediate population is selected to be the best member from a randomly selected group of members belonging to the current population. According to the Roulette Wheel selection scheme, the population is laid out in random order as in a pie graph, where each individual is assigned a place on the pie graph in proportion to its fitness. Next an outer roulette wheel is placed around the pie graph with $N$ equally spaced pointers, where N is the size of the population. A single spin of the roulette wheel will now simultaneously pick all N members of the intermediate population.

## Crossover

Crossover is a reproduction operator, which forms a new chromosome by combining parts of both 'parent' chromosomes. The simplest form is called the single-point crossover, in which an arbitrary point in the chromosome is selected. According to this operator, two 'offspring' chromosomes are generated, the first one is generated by copying all the information from the start of the parent $A$ to the crossover point and all the information from the crossover point to the end of parent B. The second 'offspring' chromosome is generated by the reverse procedure. Variations exist which use more than one crossover point, or combine information from parents in other ways.

## Mutation

Mutation is a reproduction operator, which forms a new chromosome by making (usually small) alterations to the values of the genes in a copy of a single parent chromosome.

### 6.3.2.2 Micro Genetic Algorithms ( $\mu \mathrm{GA}$ )

The micro genetic algorithm was introduced by Krishnakumar [67] and applied to simple mathematical test functions and to the wind shear optimal guidance problem. The main objective of this scheme is to reduce the size of the population compared to the basic one. This corresponds, in the case of structural optimization problems discretized with finite elements, to less finite element analyses per generation. It is a known fact that GA generally exhibit poor performance with a small population size due to insufficient information processed and premature convergence to non-optimal results. A solution to this problem, suggested by Goldberg [53], could be to restart the evolution process in case of nominal convergence with a new initial population, which will include the best solution already achieved. Based on this suggestion Krishnakumar proposed the $\mu \mathrm{GA}$ which can be described by the following steps:

## Step 0 Initialization

The first step generates a population of size 5 either randomly or by generating 4 strings randomly and by selecting 1 good string from any previous search, or according to the experience of the designer.

## Step 1 Fitness evaluation

In this step the fitness of each individual is evaluated and the best string is determined. The best string is labeled as string 5 and it is carried to the next generation (elitist strategy). This way there is a guarantee that the information about good strings is not lost.

## Step 2 Generation

According to the previous step the best individual of the current generation is carried out to the next one. The remaining four members of the next generation are chosen according to the tournament selection
operator. After the selection operator is terminated the crossover operator is applied.

## Step 3 Convergence check

If the termination criteria is satisfied the process ends. Otherwise check for nominal convergence which is measured by bit wise convergence in case of binary coding or by comparing the design variables in case of real valued strings. If it converges go to step 0 , else return to step 1.

A modified version of $\mu \mathrm{GA}$ is tested in this study, where only feasible designs are accepted for the evolution process. This version, which resembles the death penalty treatment of the constraints adopted by ES, is abbreviated to $m \mu G A$.

### 6.3.2.3 Methods for handling the constraints

Although genetic algorithms are initially developed to solve unconstrained optimization problems during the last decade several methods have been proposed for handling constrained optimization problems as well. The methods based on the use of penalty functions are employed in the majority of cases for treating constraint optimization problems with GA. In this study methods belonging to this category have been implemented and will be briefly described in the following paragraphs.

Method of static penalties
In this simple method the objective function is modified as follows

$$
F^{\prime}(s)=\left\{\begin{array}{lr}
F^{(n)}(s), & \text { if } s \in F  \tag{5.10}\\
F^{(n)}(s)+p \cdot \operatorname{viol}^{(n)}(s), & \text { otherwise }
\end{array}\right.
$$

where p is the static penalty parameter, $\mathrm{viol}^{(\mathrm{n})}(\mathrm{s})$ is the sum of the violated constraints

$$
\begin{equation*}
\operatorname{viol}(s)=\sum_{j=1}^{m} f_{j}(s) \tag{5.11}
\end{equation*}
$$

and $F^{(n)}(s)$ is the objective function to be minimized, both normalized in $[0,1]$, while $F$ is the feasible region of the design space.

The sum of the violated constraints is normalized before it is used to calculate the modified objective function. The main advantage of this method is its simplicity. However, there is no guidance on how to choose the single penalty parameter $p$. If it is chosen too small the search will converge to an infeasible solution and if it is chosen too large a feasible solution may be located but it would be far from the global optimum. A large penalty parameter will force the search procedure to work away from the boundary, where the global optimum is usually located, that divides the feasible region from the infeasible one.

Method of dynamic penalties
The method of dynamic penalties was proposed by Joines and Houck [43] and applied to mathematical test functions. As opposed to the previous method, the penalty parameter does not remain constant during the optimization process. Individuals are evaluated (at generation g) by the following formula

$$
\begin{equation*}
\mathrm{F}^{\prime}(\mathrm{s})=\mathrm{F}^{(\mathrm{n})}(\mathrm{s})+(\mathrm{c} \cdot \mathrm{~g})^{\alpha} \mathrm{viol}^{(\mathrm{n})}(\mathrm{s}) \tag{5.12}
\end{equation*}
$$

with

$$
\begin{equation*}
\operatorname{viol}(s)=\sum_{j=1}^{m} f_{j}^{\beta}(s) \tag{5.13}
\end{equation*}
$$

where $c, a$ and $\beta$ are constants. A reasonable choice for these parameters was proposed as follows: $c=0.5 \div 2.0, a=\beta=1$ or 2 . However, for a high generation number the $(\mathrm{c} \cdot \mathrm{g})^{a}$ component of the penalty term takes on extremely large values which makes even the slightly violated designs not to be selected in subsequent generations. Thus, the system has little chances to escape from local optima. In most experiments reported by Michalewicz [71] the best individual was found in early generations.

### 6.3.2.4 Augmented Lagrangian method

The Augmented Lagrangian method (AL-GA) was proposed by Adeli and Cheng [1,3]. According to this method the constrained problem is transformed to an unconstrained one, by introducing two sets of penalty
coefficients $\mathrm{Y}\left[\left(\mathrm{Y}_{1}, \mathrm{Y}_{2}, \ldots, \mathrm{Y}_{\mathrm{M}+\mathrm{N}}\right)\right]$ and $\mu\left[\left(\mu_{1}, \mu_{2}, \ldots, \mu_{M+N}\right)\right]$. The modified objective function, for generation g , is defined as follows

$$
\begin{equation*}
\mathrm{F}^{\prime}(\mathrm{s}, \gamma, \mu)=\frac{1}{\mathrm{~L}_{\mathrm{f}}} \mathrm{~F}(\mathrm{~s})+\frac{1}{2}\left\{\sum_{\mathrm{j}=1}^{\mathrm{N}} \gamma_{\mathrm{j}}^{(\mathrm{g})}\left[\left(\mathrm{q}_{\mathrm{j}}-1+\mu_{\mathrm{j}}^{(\mathrm{g})}\right)^{+}\right]^{2}+\sum_{\mathrm{j}=1}^{\mathrm{M}} \gamma_{\mathrm{j}+\mathrm{N}}^{(\mathrm{g})}\left[\left(\frac{\left|\mathrm{d}_{\mathrm{j}}\right|}{\left|\mathrm{d}_{\mathrm{j}}^{\mathrm{a}}\right|}-1+\mu_{\mathrm{j}+\mathrm{N}}^{(\mathrm{g})}\right)^{+}\right]^{2}\right\} \tag{5.14}
\end{equation*}
$$

where $L_{f}$ is a factor for normalizing the objective function; $q_{j}$ is a nondimensional ratio related to the stress constraints of the $j^{\text {th }}$ element group (see eqs. (62), (63)); $d_{j}$ is the displacement in the direction of the $j^{\text {th }}$ examined degree of freedom, while $d_{j}^{a}$ is the corresponding allowable displacement; N, M correspond to the number of stress and displacement constraint functions, respectively:

$$
\begin{align*}
& \left(\mathrm{q}_{\mathrm{j}}-1+\mu_{\mathrm{j}}^{(\mathrm{I})}\right)^{+}=\max \left(\mathrm{q}_{\mathrm{j}}-1+\mu_{\mathrm{j}}^{(\mathrm{I})}, 0\right)  \tag{5.15}\\
& \left(\frac{\left|\mathrm{d}_{\mathrm{j}}\right|}{\left|\mathrm{d}_{\mathrm{j}}^{\mathrm{a}}\right|}-1+\mu_{\mathrm{j}+\mathrm{N}}^{(\mathrm{I})}\right)^{+}=\max \left(\frac{\left|\mathrm{d}_{\mathrm{j}}\right|}{\left|\mathrm{d}_{\mathrm{j}}^{\mathrm{a}}\right|}-1+\mu_{\mathrm{j}+\mathrm{N}}^{(\mathrm{I})}, 0\right) \tag{5.16}
\end{align*}
$$

There is an outer step I and the penalty coefficients are updated at each step according to the expressions $\gamma_{\mathrm{j}}^{(\mathrm{I}+1)}=\beta \cdot \gamma_{\mathrm{j}}^{(\mathrm{I})}$ and $\mu_{\mathrm{j}}^{(\mathrm{I})}=\mu_{\mathrm{j}}^{(\mathrm{I})} / \beta$, where $\mu_{\mathrm{j}}^{(\mathrm{I}+1)}=\mu_{\mathrm{j}}^{(\mathrm{I})}+\max \left[\operatorname{con}_{\mathrm{j}, \mathrm{ave}}^{(\mathrm{I})},-\mu_{\mathrm{j}}^{(\mathrm{I})}\right]$ and $\operatorname{con}_{\mathrm{j}, \mathrm{ave}}^{(\mathrm{I})}$ is the average value of the $j^{\text {th }}$ constraint function for the $\mathrm{I}^{\text {th }}$ outer step, while the initial values of $\gamma^{\prime} s$ and $\mu$ 's are set equal to 3 and zero, respectively. Coefficient $\beta$ is taken equal to 10 as recommended by Belegundu and Arora [32].

### 6.3.2.5 Segregated GA

The basic idea of the segregated GA (S-GA) [69] is to use two static penalty parameters instead of one, as in the method of static penalties. The two values of the penalty parameters are associated with two populations that have a different level of satisfaction of the constraints. Each of the groups correspond to the best performing individuals with respect to the associated penalty parameter.

The segregated GA can be described as follows:

## Step 0 Initialization

Random generation of 2 N designs. The objective functions of the designs $1,2, \ldots, N$ are evaluated using the $\mathrm{p}_{\mathrm{h}}$ penalty parameter, while the remaining designs $N+1, \ldots, 2 N$ are evaluated using the $\mathrm{p}_{\ell}$ penalty parameter.

## Step 1 Selection

An intermediate population of size N is created by selecting the best individuals from both populations.

## Step 2 Generation

Generate N offsprings using the basic operators mutation and crossover. The parents are evaluated using the $\mathrm{p}_{\mathrm{h}}$ penalty parameter while the offsprings are evaluated using the $\mathrm{p}_{\ell}$. The process is then repeated by returning to step 1.

This version was used in [48] for the minimal weight design problem of a composite laminated plate.

### 6.3.3 Evolution Strategies (ES)

### 6.3.3.1 The Evolution Strategy algorithm

At the beginning of the procedure (in generation $\mathrm{t}=0$ ) the initial parent population, composed by $\mu$ design vectors, is generated randomly (line 3). Lines 5 to 12 describe the main part of the ES algorithm, where every generation $\lambda$ offspring vectors are generated by means of recombination and mutation. Recombination and mutation operators, described in lines 7 to 10, act on both design variable vectors $s_{l}$ and distribution parameter vectors $\sigma_{l}$ and $a_{l}$ (both distribution parameter vectors denoted as $y_{l}$ in the pseudo-code). In line 11 the objective and constraint functions are calculated in order to assess the design vectors in terms of the objective function value and feasibility. Figure 5.2 includes a pseudo-code of the ES algorithm which describes the procedure above.

```
Procedure \((\mu / \rho+\lambda)\)-ES;
                line
Begin 11
```

$g:=0 ;$ ..... 2
initialize $\left(\mathfrak{P}_{\mathrm{p}}^{(0)}:=\left\{\left(\mathbf{y}_{m}^{(0)}, \mathrm{s}_{m}^{(0)}, F\left(\mathbf{y}_{m}^{(0)}\right)\right), \quad m=1, \ldots, \mu\right\}\right)$; ..... 3
Repeat ..... 4
For $l:=1$ To $\lambda$ Do Begin ..... 5
$\mathfrak{E}_{l}:=\operatorname{marriage}\left(\mathfrak{P}_{\mathrm{p}}^{(g)}, \rho\right)$; ..... 6
$\mathrm{s}_{l}:=$ s_recombination( $\left._{l}\right)$; ..... 7
$\mathbf{y}_{l}:=\mathrm{y}$ _recombination( $\mathfrak{E}_{l}$ ); ..... 8
$\tilde{\mathbf{s}}_{l}:=\mathrm{s}_{\mathbf{\prime}}$ mutation( $\mathbf{s}_{l}$ ); ..... 9
$\tilde{\mathbf{y}}_{l}:=\mathrm{y}$ _mutation $\left(\mathrm{y}_{l}, \tilde{\mathbf{s}}_{l}\right)$; ..... 10
$\tilde{F}_{l}:=F\left(\tilde{\mathbf{y}}_{l}\right)$ ..... 11
End; ..... 12
$\mathfrak{P}_{o}^{(g)}:=\left\{\left(\tilde{\mathbf{y}}_{l}, \tilde{\mathbf{s}}_{l}, \tilde{F}_{l}\right), l=1, \ldots, \lambda\right\} ;$ ..... 13
Case selection_type Of ..... 14
$(\mu, \lambda): \quad \mathfrak{P}_{\mathrm{p}}^{(g+1)}:=\operatorname{selection}\left(\mathfrak{P}_{\mathrm{o}}^{(g)}, \mu\right)$; ..... 15
$(\mu+\lambda): \mathfrak{P}_{\mathrm{p}}^{(g+1)}:=$ selection $\left(\mathfrak{P}_{\mathrm{o}}^{(g)}, \mathfrak{P}_{\mathrm{p}}^{(g)}, \mu\right)$ ..... 16
End; ..... 17
$g:=g+1 ;$ ..... 18
Until termination_condition ..... 19
End ..... 20

Figure 5.2 Pseudo-code of the ES algorithm

### 6.3.3.2 Multi-Membered ES

In this case a population of $\mu$ parents will produce $\lambda$ offsprings.

## Formulation of the optimization problem

The optimization problem is considered:
$F(s) \rightarrow$ min
$s=\left\{s_{1}, s_{2}, \ldots \ldots, s_{n}\right\}^{T}$
$l_{i} \leq s_{i} \leq u_{i}, i=1,2, \ldots . n$
$g_{j}(s) \geq 0, j=1,2, \ldots . ., m$
$h_{j}(s)=0, j=m+1, m+2, \ldots \ldots, t$
where
$F(s)$ : the objective function
$s$ : the vector corresponds to the design variables
$g_{j}(s), h_{j}(s)$ : the constraint functions

## Recombination

For every offspring vector a temporary parent vector $\tilde{s}=\left\{\tilde{s}_{1}, \tilde{s}_{2}, \ldots \ldots, \tilde{s}_{n}\right\}^{T}$ is initially built by means of recombination. For a continuous problem, five recombination cases which can be used selectively are given:
$\tilde{s}_{i}=s_{a, i}$ or $s_{b, i}$ randomly
$1 / 2\left(s_{a, i}+s_{b, i}\right)$
$s_{b j, i}$
$s_{a, i}$ or $s_{b j, i}$ randomly
$1 / 2\left(s_{a, i}+s_{b j, i}\right)$
where
$\tilde{s}_{i}$ : the ith component of the temporary parent vector $\tilde{S}$
$s_{a, i}, s_{b, i}$ : the ith components of the vectors $S_{a}$ and $S_{b}$ which are two parent vectors randomly chosen from the population
$s_{b j, i}$ : the ith component of $\tilde{S}$ is chosen randomly from the ith components of all $\mu$ parent vectors

One of the advantages which recombination offers is that different good building blocks from different parents are mixed together, thus combining the good properties of the parents in the offspring. [1]

## Mutation

The parent $S_{p}^{(g)}$ of the generation g produces an offspring $S_{o}^{(g)}$, whose genotype is slightly different from that of the parent:
$S_{o}^{(g)}=S_{p}^{(g)}+Z^{(g)}$
where

$$
Z^{(g)}=\left[Z_{1}^{(g)}, Z_{2}^{(g)}, \ldots \ldots, Z_{n}^{(g)}\right]^{T}: \text { a random vector }
$$

In order to choose the random vector, since the mutation is of random and purposeless events, a probability distribution is used according to which small changes occur frequently but large ones rarely. Two requirements arise together by analogy with the natural evolution: (i) the expectation value $\xi_{i}$ for a component $Z_{i}$ has the value zero; and (ii) the variance $\sigma_{i}^{2}$, the average squared deviation from the mean, is small. [2]

## Selection

There are two different types of multi-membered ES:
$(\mu+\lambda)-E S$ : The best $\mu$ individuals are selected from a temporary population of $(\mu+\lambda)$ individuals to form the parents of the next generation.
$(\mu, \lambda)-E S$ : The $\mu$ individuals produce $\lambda$ offsprings and the selection process defines a new population of $\mu$ individuals from the set of $\lambda$ offsprings. Obviously, this strategy relies on a birth surplus, on $\lambda>\mu$ in a strict Darwinian sense of natural selection.

For the second type, the life of each individual is limited to one generation. This allows the $(\mu, \lambda)-E S$ selection to perform better on problems with an optimum moving over time, or on problems where the objective function is noisy.

### 6.3.3.3 The modified evolution strategies

For the solution of discrete optimization problems modified evolution strategies are proposed (Chai, 1995; Cai and Thierauf, 1993)

## Formulation of the optimization problem

The discrete optimization problem is considered:
$F(s) \rightarrow$ min
$s=\left\{s_{1}, s_{2}, \ldots \ldots, s_{n}\right\}^{T}$
$l_{i} \leq s_{i} \leq u_{i}, i=1,2, \ldots . n$
$s_{i} \in R^{d}, i=1,2, \ldots . . n$
$g_{j}(s) \geq 0, j=1,2, \ldots . ., m$
$h_{j}(s)=0, j=m+1, m+2, \ldots ., t$
where
$F(s)$ : the objective function
$s$ : the vector corresponds to the design variables
$g_{j}(s), h_{j}(s)$ : the constraint functions
$R^{d}$ : a given set of discrete design values, the design variables $s_{i}$ can only take discrete values of this set

## Recombination

For every offspring vector a temporary parent vector $\tilde{s}=\left\{\tilde{s}_{1}, \tilde{s}_{2}, \ldots \ldots, \tilde{s}_{n}\right\}^{T}$ is initially built by means of recombination. For a continuous problem, five recombination cases which can be used selectively are given:

$$
\begin{align*}
& \tilde{s}_{i}=s_{a, i} \text { or } s_{b, i} \text { randomly }  \tag{A}\\
& s_{m, i} \text { or } s_{b, i} \text { randomly }  \tag{B}\\
& s_{b j, i}  \tag{C}\\
& s_{a, i} \text { or } s_{b j, i}  \tag{D}\\
& \text { randomly }  \tag{5.21}\\
& s_{m, i} \text { or } s_{b j, i}
\end{align*} \text { randomly }
$$

where
$\tilde{s}_{i}$ : the ith component of the temporary parent vector $\tilde{S}$
$s_{a, i}, s_{b, i}$ : the ith components of vectors $S_{a}$ and $S_{b}$ which are two parent vectors randomly chosen from the population.
$s_{b j, i}$ : the ith component of $\tilde{S}$ is chosen randomly from the ith components of all $\mu$ parent vectors.
$s_{m, i}$ : the vector $S_{m}$ is not chosen randomly but is the best of the $\mu$ vectors in the gth generation, in the cases of (B) and (E) if the information from the best parent is used it can lead to a better convergence.

One of the advantages which recombination offers is that different good building blocks from different parents are mixed together, thus combining the good properties of the parents in the offspring.[23]

## Mutation

The parent $S_{p}^{(g)}$ of the generation g produces an offspring $S_{o}^{(g)}$, whose genotype is slightly different from that of the parent:
$S_{o}^{(g)}=S_{p}^{(g)}+Z^{(g)}$
where

$$
Z^{(g)}=\left[Z_{1}^{(g)}, Z_{2}^{(g)}, \ldots ., Z_{n}^{(g)}\right]^{T}: \text { a random vector }
$$

The mutation operator, in the continuous version of the ES based optimization, produces a normally distributed random change vector $Z^{(g)}$, whose each component has a small standard deviation value $\sigma_{i}$ and zero expectation. This means that there is a possibility that all components of a parent vector will need to be changed but the changes are usually small. [2]

In the discrete version of the ESs we have to change the generator of the random vector $Z^{(g)}$ in order to produce a modified vector that leads from one discrete value to another adjacent one. The difference between any two adjacent values is usually not small, which goes against the second requirement that arises by analogy to the natural evolution. For this reason, it is suggested that not all of the n components of a parent vector, but only few (say I) will be randomly changed every time. This means that (n-I) components of the randomly changed vector $Z^{(g)}$ have zero value. [23]

The components of the randomly changed vector $Z^{(g)}$ have the form:
$z_{i}^{(g)}=(\kappa+1) \delta x_{i} \quad$ for $I$ randomly chosen components and 0 for $n-I$ other components

Where:
$\delta x_{i}$ : the current difference between two adjacent values in the discrete set $\kappa$ : a Poisson distributed integer random number with the following distribution
$p(\kappa)=\frac{(\gamma)^{\kappa}}{\kappa!} e^{-\gamma}$
where y : the deviation and the expectation of the random number k
From the equation above it is proved that the random change vector $Z^{(g)}$ depends on $\gamma$. A uniformly distributed random choice decides which 1 components should be changed according to equation (5.24). For structural optimization problems a suitable I value ranges from 8 to 12.

## Selection

There are two different types of multi-membered ES:
$(\mu+\lambda)-E S$ : The best $\mu$ individuals are selected from a temporary population of $(\mu+\lambda)$ individuals to form the parents of the next generation.
$(\mu, \lambda)-E S$ : The $\mu$ individuals produce $\lambda$ offsprings and the selection process defines a new population of $\mu$ individuals from the set of $\lambda$ offsprings. Obviously, this strategy relies on a birth surplus, on $\lambda>\mu$ in a strict Darwinian sense of natural selection.

For the second type, the life of each individual is limited to one generation. This allows the $(\mu, \lambda)-E S$ selection to perform better on problems with an optimum moving over time, or on problems where the objective function is noisy.

The suggested convergence criteria for discrete optimization can be used selectively:

If the best value of the objective function in the last $k_{\mathrm{I}}(>4 n \mu / \lambda)$ generations has not been improved

If the mean value of the objective values from all parent vectors in the last $\mathrm{k}_{\mathrm{II}}(>2 n \mu / \lambda)$ has not been improved by less than a given value $\varepsilon_{b}$

If the relative difference between the best objective function value and the mean value of the objective values from all parent vectors in the current generation is less than a given value $\varepsilon_{c}(=0.0001)$

If the ratio $\mu_{b} / \mu$ has reached a given value $\varepsilon_{d}(=0.5$ to 0.8$)$ where $\mu_{b}$ is the number of parent vectors in the current generation with the best objective function value.

The ES algorithm for structural optimization applications can be stated as follows [3]:

1. Initialization step: random generation of $\mathrm{s}_{\mathrm{j}}(\mathrm{j}=1,2, \ldots, \mu)$ parent vectors
2. Analysis step: solve $\mathbf{K}\left(\mathrm{s}_{\mathrm{i}}\right) \mathbf{u}_{\mathrm{i}}=\mathbf{f},(\mathrm{i}=1,2, \ldots, \mu)$
3. Constraints check: all parent vectors become feasible
4. Offspring generation: generate $\mathbf{s}_{\mathrm{j}},(\mathrm{j}=1,2, \ldots, \lambda)$ offspring vectors
5. Analysis step: solve $\mathbf{K}\left(\mathbf{s}_{\mathrm{j}}\right) \mathbf{u}_{\mathrm{j}}=\mathbf{f},(\mathrm{j}=1,2, \ldots, \lambda)$
6. Constraints check: if satisfied continue, else change $\mathbf{s}_{\mathrm{j}}$ and go to step 4
7. Selection step: selection of the next generation parents according to $(\mu+\lambda)$ or $(\mu, \lambda)$ schemes
8. Convergence check: If satisfied stop, else go to step 3

### 6.3.3.4 Evolution Strategies for discrete optimization problems

Evolution Strategies were proposed for parameter optimization problems in the seventies by Rechenberg (1973). ES was initially applied for continuous optimization problems, but recently they have also been implemented in discrete and mixed optimization problems (Lagaros et al. 2004; Papadrakakis and Lagaros 2002). In engineering practice the design variables are not continuous because the structural parts are usually constructed with certain variations of their dimensions. Thus design variables can only take values from a predefined discrete set. The basic differences between discrete and continuous ES are restricted to the mutation and the recombination operators.

### 6.3.3.5 Recombination and mutation

In any generation $\mu$ parents produce $\lambda$ offsprings. The genotype of any descendant differs only slightly from that of its parents. For every offspring vector a temporary parent vector $\tilde{\mathbf{s}}=\left[\tilde{\mathrm{s}}_{1}, \tilde{\mathbf{s}}_{2}, \ldots, \tilde{\mathrm{~s}}_{\mathrm{n}}\right]^{\mathrm{T}}$ is first built by means of recombination. In our implementation the following discrete recombination scheme has been used
$\tilde{\mathrm{s}}_{\mathrm{i}}=\mathrm{s}_{\mathrm{a}, \mathrm{i}}$ or $\mathrm{s}_{\mathrm{b}, \mathrm{i}}$ randomly
$\tilde{s}_{i}$ is the $i$-th component of the temporary parent vector $\tilde{\mathbf{s}}, \mathbf{s}_{\mathrm{a}, \mathrm{i}}$ and $\mathrm{s}_{\mathrm{b}, \mathrm{i}}$ are the i -th components of vectors $\mathbf{s}_{\mathrm{a}}$ and $\mathbf{s}_{\mathrm{b}}$ which are two parent vectors randomly chosen from the population. From the temporary parent $\tilde{\mathbf{s}}$ an offspring can be created through the mutation operator.

An offspring $\mathbf{s}_{o}^{(g)}$ is generated through the temporary parent $\tilde{\mathbf{s}}^{(\mathrm{g})}$ of the g th generation using the mutation operator as follows:
$\mathbf{s}_{\mathrm{o}}{ }^{\mathrm{g})}=\tilde{\mathbf{s}}^{(\mathrm{g})}+\mathbf{z}^{(\mathrm{g})}$
where $\mathbf{z}^{(\mathrm{g})}=\left[\mathbf{z}_{1}^{(\mathrm{g}}, \mathbf{Z}_{2}^{(\mathrm{g})}, \ldots, \mathbf{Z}_{\mathrm{n}}^{(\mathrm{g})}\right]^{\mathrm{T}}$ is a random vector. The terms of vector $\mathbf{z}^{(\mathrm{g})}$ is derived from:
$\mathrm{z}_{\mathrm{i}}^{(\mathrm{g})}=\left\{\begin{array}{cc}(\kappa+1) \delta \mathrm{s}_{\mathrm{i}} & \text { for } \ell \text { randomly chosen components } \\ 0 & \text { for } \mathrm{n}-\ell \text { other components }\end{array}\right.$
where $\delta s_{\mathrm{i}}$ is the difference between two adjacent values in the discrete set and $\kappa$ is a random integer number, which follows the Poisson distribution:
$p(\kappa)=\frac{(\gamma)^{\kappa}}{\gamma!} \mathrm{e}^{-\gamma}$
$Y$ is the standard deviation as well as the mean value of the random number $\kappa$. The choice of $\ell$ depends on the size of the problem and it is usually taken as being $1 / 5$ of the total number of design variables, while the $\ell$ components are selected using a uniform random distribution.

## Selection

There are two different types of selection schemes:
$(\mu+\lambda)$-ESs: Where the best $\mu$ individuals are selected from a temporary population of $(\mu+\lambda)$ individuals to form the parents of the next generation.
( $\mu, \lambda$ )-ESs: Where the $\mu$ individuals produce $\lambda$ offsprings ( $\mu \leq \lambda$ ) and the selection process defines a new population of $\mu$ individuals from the set of $\lambda$ offsprings only.

The optimization procedure terminates when the following termination criterion is satisfied: the ratio $\mu_{\mathrm{b}} / \mu$ has reached a given value $\varepsilon_{\mathrm{d}}$ ( $=0.8$ in the current study) where $\mu_{\mathrm{b}}$ is the number of the parent vectors in the current generation with the best objective function value.

### 6.3.3.6 Types of Algorithms

The ES can be divided into a two-membered evolution strategy (2-ES) or a multi-membered evolution strategy (M-ES).

The two-member ES

The earliest evolution strategies were based on a population consisting of one individual only. The two-membered scheme is the minimal concept for an organic evolution imitation. The two principles of mutation and selection, which Darwin recognized to be most important in 1859, are taken as rules for variation of the parameters and for recursion of the iteration sequence respectively.

The two-membered ES for the solution of the optimization problem works in two steps:

Step 1 (mutation). The parent $\mathrm{s}_{\mathrm{p}}^{(\mathrm{g})}$ of generation g produces an offspring $\mathrm{s}_{\mathrm{o}}^{(\mathrm{g})}$, whose genotype is slightly different from that of the parent
$\mathrm{s}_{\mathrm{o}}^{(\mathrm{g})}=\mathrm{s}_{\mathrm{p}}^{(\mathrm{g})}+\mathrm{z}^{(\mathrm{g})}$


Step 2 (selection). The selection chooses the best individual between the parent and the offspring to survive
$\mathrm{s}_{\mathrm{p}}^{(\mathrm{g}+1)}=\left\{\begin{array}{lc}\mathrm{s}_{\mathrm{o}}^{(\mathrm{g})} & \text { if } \mathrm{g}_{\mathrm{i}}\left(\mathrm{s}_{\mathrm{o}}^{(\mathrm{g})}\right) \leq 0 \mathrm{i}=1,2, \ldots, 1 \text { and } \mathrm{f}\left(\mathrm{s}_{\mathrm{o}}^{(\mathrm{g})}\right) \leq \mathrm{f}\left(\mathrm{s}_{\mathrm{p}}^{(\mathrm{g})}\right) \\ \mathrm{s}_{\mathrm{p}}^{(\mathrm{g})} & \text { otherwise }\end{array}\right.$
The question of how to choose the random vector $\mathrm{z}^{(\mathrm{g})}$ in Step 1 is very important. This choice has the role of mutation. Mutation is understood to be random, purposeless events, which occur very rarely. If one interprets them, as is done here, as a sum of many individual events, it is then a natural choice to use a probability distribution according to which small changes occur frequently, but large ones only rarely. Two requirements arise together by analogy with the natural evolution: (i) the expected mean value $\xi_{i}$ for a component $z_{i}^{(g)}$ to be zero; and (ii) the variance $\sigma_{i}^{2}$, the average squared deviation from mean value, is small.

The probability density function for normally distributed random events is given by

$$
\begin{equation*}
\mathrm{p}\left(\mathrm{z}_{\mathrm{i}}^{(\mathrm{g})}\right)=\frac{1}{\sqrt{(2 \pi) \sigma_{\mathrm{i}}}} \exp \left(-\frac{\left(\mathrm{z}_{\mathrm{i}}^{(\mathrm{g})}-\xi_{\mathrm{i}}\right)^{2}}{2-\sigma_{\mathrm{i}}^{2}}\right) \tag{5.31}
\end{equation*}
$$

When $\xi_{i}=0$ the so-called $\left(0, \sigma_{\mathrm{i}}\right)$ normal distribution is obtained. By analogy with other deterministic search strategies, $\sigma_{i}$ can be called a step length, in the sense that it represents average values of the random steps' length. If the step length is too small the search takes an unnecessarily large number of iterations. On the other hand, if the step length is too large the optimum can only be crudely approached and the search might even get stuck far away from the global optimum. Thus, as in all optimization strategies, the step length control is the most important part of the algorithm after the recursion formula, and it is further more linked closely to the convergence behavior.

## Multi-membered ES

The multi-membered evolution strategies differ from the previous twomembered strategies in the size of the population. In this case a population of $\mu$ parents will produce $\lambda$ offsprings. Thus the two steps are defined as follows:

Step 1 (recombination and mutation). The population of $\mu$ parents at g-th generation produces $\lambda$ offsprings. The genotype of any descendant differs only slightly from that of its parents.

Step 2 (selection). There are two different types of the multi-membered ES:
$(\mu+\lambda)$-ES: The best $\mu$ individuals are selected from a temporary population of $(\mu+\lambda)$ individuals to form the parents of the next generation.
( $\mu, \lambda$ )-ES: $\quad$ The $\mu$ individuals produce $\lambda$ offsprings ( $\mu<\lambda$ ) and the selection process defines a new population of $\mu$ individuals from the set of $\lambda$ offsprings only.

For the second type, the existence of each individual is limited to one generation. This allows the $(\mu, \lambda)$-ES selection to perform better on problems with an optimum moving over time, or on problems where the objective function is noisy.

In Step 1, for every offspring vector a temporary parent vector $\widetilde{\mathrm{s}}=\left[\widetilde{\mathrm{s}}_{1}, \widetilde{\mathrm{~s}}_{2}, \ldots, \widetilde{\mathrm{~s}}_{\mathrm{n}}\right]^{\mathrm{T}}$ is initially built by means of recombination. For continuous problems the following recombination cases can be used

$$
\widetilde{s}_{i}=\left\{\begin{array}{l}
\mathrm{s}_{\alpha, \mathrm{i}} \text { or } \mathrm{s}_{\mathrm{b}, \mathrm{i}} \text { randomly }  \tag{a}\\
1 / 2\left(\mathrm{~s}_{\alpha, \mathrm{i}}+\mathrm{s}_{\mathrm{b}, \mathrm{i}}\right) \\
\mathrm{s}_{\mathrm{bj}, \mathrm{i}} \\
\mathrm{~s}_{\alpha, \mathrm{i}}{\text { or } \mathrm{s}_{\mathrm{bj}, \mathrm{i}}}^{1 / 2\left(\mathrm{~s}_{\alpha, \mathrm{i}}+\mathrm{s}_{\mathrm{bj}, \mathrm{i}}\right)}
\end{array}\right.
$$

where $\tilde{s}_{i}$ is the $i$-th component of the temporary parent vector $\widetilde{s}, s_{a, i}$ and $\mathrm{s}_{\mathrm{b}, \mathrm{i}}$ are the i-th components of vectors $\mathrm{s}_{\mathrm{a}}$ and $\mathrm{s}_{\mathrm{b}}$ which are two parent vectors randomly chosen from the population. In case (5.32c), $\widetilde{\mathrm{s}}_{\mathrm{i}}=\mathrm{s}_{\mathrm{b}, \mathrm{i}, \mathrm{i}}$ means that the $i$-th component of $\widetilde{s}$ is chosen randomly from the $i$-th components of all $\mu$ parent vectors. From the temporary parent $\widetilde{\mathrm{s}}$ an offspring can be created in the same way as in two-membered ES (eq. (5.29)).

Multi-membered ES termination criteria are the following: (i) when the absolute or relative difference between the best and the worst objective function values is less than a given value $\varepsilon_{1}$, or (ii) when the mean value of the objective values from all parent vectors in the last $2 *$ n generations has not been improved by less than a given value $\varepsilon_{2}$.

### 6.3.3.7 ES in structural optimization problems

In this work ESs methods are proposed for parameter optimization problems and have three characteristics that differentiate them from other conventional optimization algorithms: (i) in place of usual deterministic operators, they use randomized operators: recombination, mutation and selection; (ii) instead of a single design point, they work simultaneously with population of design points in the space of variables; (iii) they can handle continuous, discrete and mixed optimization problems. The ESs also achieve a higher rate of convergence than GAs owing to their selfadaptation search mechanism and are considered more efficient for solving real world problems. In the ES algorithm, each individual is equipped with a set of parameters:
$a=[s, \sigma, a] \epsilon I_{c}$
$I_{c}=R^{n_{s}} \times R_{+}^{n_{\sigma}} \times[-\pi, \pi]^{n_{a}}$
where
$s \in R^{n_{s}}$ : the vector of the design variables
$\sigma \epsilon R_{+}^{n_{\sigma}}$ : vector $\sigma$ corresponds to the standard deviations $\left(1 \leq n_{\sigma} \leq n_{s}\right)$ of the normal distribution
$a \epsilon[-\pi, \pi]^{n_{a}}$ : vector $a$ corresponds to the inclination angles
( $n_{a}=\left(n_{c}-\frac{n_{\sigma}}{2}\right)\left(n_{\sigma}-1\right)$ ) defining linearly correlated mutations of the continuous design variables $s$.

The ES optimization procedure starts with a set of parent vectors and if any of these parent vectors give an infeasible design then this parent vector is modified until it becomes feasible. Subsequently, the offsprings are generated and checked if they are in the feasible region. The
computational efficiency of the multi-membered ES is affected by the number of parents and offsprings involved. It has been observed that values of $\mu$ and $\lambda$ should be close to the number of the design variables in order to produce best results [64].

The ES algorithm for structural optimization applications can be stated as follows:

1. Selection step: selection of $s_{i}(i=1,2, \ldots, \mu)$ parent vectors of the design variables
2. Analysis step: solve $\mathrm{K}\left(\mathrm{s}_{\mathrm{i}}\right) \mathrm{u}_{\mathrm{i}}=\mathrm{f} \quad(\mathrm{i}=1,2, \ldots, \mu)$, where K is the stiffness matrix of the structure and $f$ is the loading vector
3. Constraints check: all parent vectors become feasible
4. Offspring generation: generate $\mathrm{s}_{\mathrm{j}},(\mathrm{j}=1,2, \ldots, \lambda)$ offspring vectors of the design variables
5. Analysis step: solve $\mathrm{K}\left(\mathrm{s}_{\mathrm{j}}\right) \mathrm{u}_{\mathrm{j}}=\mathrm{f}(\mathrm{j}=1,2, \ldots, \lambda)$
6. Constraints check: if satisfied continue, else change $\mathrm{s}_{\mathrm{j}}$ and go to step 4
7. Selection step: selection of the next generation parents according to $(\mu+\lambda)$ or $(\mu, \lambda)$ selection schemes

Convergence check: If satisfied stop, else go to step 3

### 6.3.3.8 Contemporary ES (C-ES) - The ( $\mu, \lambda, \theta$ ) Evolution Strategies

This is a more general ES version, which was proposed by Schwefel and Rudolph [74] for application in continuous problems but has not been applied either to continuous or to discrete optimization problems [71]. Considering the two schemes of the multi-membered evolution strategy, namely the $(\mu+\lambda)$ and the ( $\mu, \lambda$ ) ES, only empirical results have shown that the 'plus' version performs better in structural optimization problems [18,75]. The ( $\mu, \lambda)$-ES version is in danger to diverge because the so far best position is not preserved within the generation cycle (the so-called
elitist strategy). The 'comma' version implies that each parent can have children only once (duration of life: one generation or one reproduction cycle), whereas in the 'plus' version individuals may live eternally if no child achieves a better or at least the same improvement in the objective function.

The C-ES introduce a maximal life span of $\theta \geq 1$ reproduction cycles which gives the 'comma' scheme for $\theta=1$ and the 'plus' one for $\theta=\infty$. If $\mu \geq 1$ is the number of parents, $\lambda>\mu$ is the number of offsprings, then $\rho$ with 1 $\leq \rho \leq \mu$ is the number of ancestors for each descendant. This ES version differs in two points from the basic one: (i) Free number of parents are involved in reproduction ranging from 1 to $\mu$. (ii) A finite number of reproduction cycles per individual is performed, not one (1) or infinite ( $\infty$ ) as for the 'comma' and the 'plus' schemes, respectively. The selection operator used in the C-ES can be similar to the one used by the genetic algorithms.

### 6.3.3.9 Adaptive ES (A-ES)

The handling of the constraints by the basic ES is based on the death penalty approach [8], where every infeasible design point is discarded. Thus the process is directed to search only in the feasible region of the design space. Due to this approach many designs that are examined by the optimizer during the search process and are close to the acceptable design space are rejected leading to the loss of valuable information. The idea introduced in this work is to use soft constraints during the first stages of the search and as the search approaches the region of the global optimum the constraints to become more severe until they reach their real values.

The implementation of A-ES in structural optimization problems is straightforward and follows the same steps described in the section of the basic ES. The ES optimization procedure starts with a population of parent vectors, while a level of violation of the constraints is determined. If any of these parents corresponds to an infeasible design lying outside the extended design space then this parent is modified until it becomes 'feasible'. Then the offsprings are generated and checked if they are in the
'feasible' region according the current level of violation. In every generation the values of the objective function are compared between the parent and the offspring vectors and the worst vectors are rejected, while the remaining ones are considered to be the parent vectors of the new generation. This procedure is repeated until the termination criterion is satisfied.

In this adaptive scheme a nominal convergence check is adopted for the determination of the level of violation of constraints. Nominal convergence occurs when the mean value of the objective function of the designs of the current population is relatively close to the best design achieved until the current generation, according to the expression

$$
\begin{equation*}
\frac{\overline{\mathrm{F}}^{(\mathrm{g})}-\mathrm{F}_{\text {best }}^{(\mathrm{g})}}{\overline{\mathrm{F}}^{(\mathrm{g})}} \leq \varepsilon_{\mathrm{ad}} \tag{5.34}
\end{equation*}
$$

where $\overline{\mathrm{F}}^{(\mathrm{g})}$ is the mean objective function value, $\mathrm{F}_{\text {best }}^{(\mathrm{g})}$ is the best objective function value of all parents in the g -th generation, and $\varepsilon_{\mathrm{ad}}=0.05$.

The A-ES steps can be stated as follows:

1. Initialization step: Selection of $\mathrm{s}_{\mathrm{i}},(\mathrm{i}=1,2, \ldots, \mu)$ parent vectors of the design variables and the percentage of violation of the constraints $\mathrm{v}_{0}$ (usually taken between 20-50\%)
2. Analysis step: Solve $K\left(\mathrm{~s}_{\mathrm{i}}\right) \mathrm{u}_{\mathrm{i}}=\mathrm{f} \quad(\mathrm{i}=1,2, \ldots, \mu)$
3. Constraints check: All parent vectors become "feasible", within the prescribed level of constraints violation $\mathrm{v}_{0}$
4. Offspring generation: Generate $\mathrm{s}_{\mathrm{j}},(\mathrm{j}=1,2, \ldots, \lambda)$ offspring vectors of the design variables.
5. Analysis step: Solve $\mathrm{K}\left(\mathrm{s}_{\mathrm{j}}\right) \mathrm{u}_{\mathrm{j}}=\mathrm{f} \quad(\mathrm{j}=1,2, \ldots, \lambda)$
6. Nominal convergence check: If nominal convergence has occurred the level of violation $\mathrm{v}_{\mathrm{g}}$ becomes more severe by reducing its value by a small quantity (usually 0.1 or 0.2 )
7. Constraints check: If satisfied according to the current level of violation $\mathrm{v}_{\mathrm{g}}$ continue, else change $\mathrm{s}_{\mathrm{j}}$ and return to step 4
8. Selection step: Selection of the next generation parents according to $(\mu+\lambda)$ or $(\mu, \lambda)$ selection schemes

Convergence check: If satisfied stop, else return to step 3

### 6.3.3.10 ES for discrete optimization problems

In engineering practice the design variables are not continuous because the structural parts are usually constructed with certain variations of their dimensions. Thus design variables can only take values from a predefined discrete set. For the solution of discrete optimization problems Thierauf and Cai [85] have proposed a modified ES algorithm. The basic differences between discrete and continuous ES are focused on the mutation and the recombination operators. In the discrete version of ES the random vector $\mathrm{z}^{(\mathrm{g})}$ is properly generated in order to force the offspring vector to move to another set of discrete values.

The fact that the difference between any two adjacent values can be relatively large is against the requirement that the variance $\sigma_{i}^{2}$ should be small. For this reason it is suggested that not all the components of a parent vector, but only a few of them (e.g. $\ell$ ) should be randomly changed in every generation. This means that $\mathrm{n}-\ell$ components of the randomly changed vector $\mathrm{z}^{(\mathrm{g})}$ will have zero value. In other words, the terms of vector $\mathrm{z}^{(\mathrm{g})}$ are derived from
$\mathrm{z}_{\mathrm{i}}^{(\mathrm{g})}=\left\{\begin{array}{cl}(\kappa+1) \delta \mathrm{s}_{\mathrm{i}} & \text { for } \ell \text { randomly chosen components } \\ 0 & \text { for } \mathrm{n}-\ell \text { other components }\end{array}\right.$
where $\delta s_{j}$ is the difference between two adjacent values in the discrete set and k is a random integer number which follows the Poisson distribution

$$
\begin{equation*}
p(\kappa)=\frac{(\gamma)^{\kappa}}{\kappa!} e^{-\gamma} \tag{5.36}
\end{equation*}
$$

$Y$ is the standard deviation as well as the mean value of the random number к. The choice of $\ell$ depends on the size of the problem and it is
usually taken as being $1 / 5$ of the total number of design variables. The $\ell$ components are selected using uniform random distribution in every generation.

For discrete optimization the procedure terminates when one of the following termination criteria is satisfied: (i) when the best value of the objective function in the last $4 * n * \mu / \lambda$ generations remains unchanged, (ii) when the mean value of the objective values from all parent vectors in the last $2 * \mathrm{n} * \mu / \lambda$ generations has not been improved by less than a given value $\varepsilon_{\mathrm{b}}$ ( $=0.0001$ ), (iii) when the relative difference between the best objective function value and the mean value of the objective function values from all parent vectors in the current generation is less than a given value $\varepsilon_{\mathrm{c}}\left(=0.0001\right.$ ), (iv) when the ratio $\mu_{\mathrm{b}} / \mu$ has reached a given value $\varepsilon_{\mathrm{d}}$ ( $=0.5$ to 0.8 ) where $\mu_{\mathrm{b}}$ is the number of parent vectors in the current generation with the best objective function value.

### 6.3.4 Hybrid Optimization Algorithms

Several hybrid optimization algorithms which combine evolutionary computation techniques with deterministic procedures for numerical optimization problems have been recently investigated. Papadrakakis et al. [64] used evolution strategies with the SQP method, while Waagen et al. [91] combined evolutionary programming with the direction set method of Hooke and Jeeves [42]. The hybrid implementation proposed in [64] was found very successful on shape optimization problems, while the method proposed in [91] was applied to unconstrained mathematical test functions. Myung et al. [52] considered an approach similar to Waagen et al., but they experimented with constrained mathematical test functions. Myung et al. combined a floating-point evolutionary programming technique, with a method developed by Maa and Shanblatt [49] applied to the best solution found by the evolutionary programming technique. The second method iterates until the system defined by the combination of the objective function, the constraint functions and the design variables reach equilibrium.

A characteristic property of the SQP based optimizers is that they usually capture the right path to the nearest optimum very fast, irrespective of its
local or global optimum nature. However, after locating the area of this optimum it might oscillate until all constraints are satisfied since it is observed that even small constraint violations often slow down the convergence rate of the method. On the other hand, EA proceed with a slower rate, due to their random search, but the absence of strict mathematical rules, which govern the convergence rate of the mathematical programming methods, make EA less vulnerable to local optima. Therefore it is most likely to converge towards the global optimum in non-convex optimization problems. These two facts gave the motivation to combine EA with MP methodologies. Between the two EA examined in this study the basic genetic algorithms seem to be faster than evolution strategies since they do not always operate on the feasible region of the design space as the evolution algorithms. However, they are most often found unable to converge to feasible designs.

In order to benefit from the advantages of both methodologies a hybrid approach is proposed, which combines the two optimization methodologies in an effort to increase the robustness and the computational efficiency of the optimization procedure. Two combinations of SQP and EA methodologies are implemented : (i) In the first approach the SQP method is used first, giving a design very close to the optimum, followed by EA in order to accelerate convergence and avoid the oscillations of SQP due to small constraint violations around the optimum. The transition from one algorithm to the other is performed when
$\left|\frac{\mathrm{f}_{\mathrm{j}+1}-\mathrm{f}_{\mathrm{j}}}{\mathrm{f}_{\mathrm{j}}}\right| \leq \varepsilon$
where $\varepsilon$ is taken to be 0.01 . This approach appears to be more suitable when the design space is convex, i.e. there is a unique optimum irrespective of the starting design. (ii) In the second approach the sequence of the methods is reversed. An EA procedure, either GA or ES, is used first in order to locate the region where the global optimum lies, and then the SQP is activated in order to exploit its higher order of accuracy in the neighbourhood of the optimum. In this case the switch is performed when there is a small difference $(\varepsilon=0.1)$ between the best designs of two
consecutive generations. This approach appears to be more rational in the general case when more complex and non-convex design problems are to be solved with many local optima and is perfectly suited to GA since it improves the fast-converged solution to an infeasible design by GA. Furthermore a combination of GA and ES are performed in which ES are used to improve the quality of the solution achieved by GA.
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## 7 Elastic design of 3D reinforced concrete irregular buildings

In this chapter we present the results and conclusions derived from the first stage of our investigation. In these examples, we performed elastic static or response spectrum analyses as described below. The object function in most of the cases was the minimization of the distance between the center of mass and the center of rigidity of each floor plan. The results were very important and led us to the next steps of our investigation.

### 7.1 Structural response

Apart from the architectural constraints, behavioral constraints, imposed by the design codes, have to be satisfied in order to accept a design as feasible. These behavioral checks are performed following a structural analysis where internal forces and global displacements are calculated and checked according to the EC2 and EC8 design codes. In order to minimize the computational effort the optimization procedure is decomposed in two stages, depending on the type of the structural analysis and the corresponding behavioral constraints employed.

### 7.1.1 Structural analysis

Two different structural analysis procedures have been implemented in the proposed methodology: (i) a simplified analysis is applied during the first stage of the optimization procedure and (ii) a more accurate analysis, based on the EC8 design code, is applied during the second stage of the optimization procedure. A number of refinement steps are performed during the second stage in order to improve the optimum design achieved during the first stage and fulfil the requirements which are imposed by EC2 and and EC8 design codes.

### 7.1.1.1 Simplified structural analysis

Frames with almost rigid beams subjected to lateral forces exhibit zero moments at the mid-height of the columns and relative displacement proportional to the shear forces. These systems are called shear frames. In general, due to their T -section, beams exhibit a much larger stiffness compared to the supporting columns [15]. Therefore their behavior is very similar to the behavior of shear frames and thus a simplified structural analysis is justified during the first stage of the optimization procedure. In the simplified structural analysis the concrete structure is considered as a shear-type building where the rigidity of the horizontal structural elements is much higher than that of the vertical elements. For this type of modeling the simplified modal response spectrum analysis method can be effective where the structure is loaded with horizontal static forces at each storey level according to:

$$
\begin{equation*}
\mathrm{F}_{\mathrm{i}}=\mathrm{V}_{\mathrm{b}} \cdot \frac{\mathrm{z}_{\mathrm{i}} \cdot \mathrm{~m}_{\mathrm{i}}}{\sum \mathrm{z}_{\mathrm{j}} \cdot \mathrm{~m}_{\mathrm{j}}} \tag{6.1}
\end{equation*}
$$

where $\mathrm{V}_{\mathrm{b}}$ is the base shear force determined for each main direction, $\mathrm{z}_{\mathrm{i}}$ and $z_{j}$ are the heights of the storeys defined from the level of application of the seismic action (foundation) and masses $m_{i}$ and $m_{j}$ are the masses of the corresponding storey.

### 7.1.1.2 Detailed structural analysis

The detailed structural analysis implemented at the final stage after the convergence of the optimization procedure is based on the multi-Modal Response Spectrum (mMRS) analysis, by using the full modeling of the building. The mMRS analysis is a simplification of the mode superposition approach recommended by the Eurocode 8 (EC8 1996) and aims at avoiding time history analyses which are required by both direct integration and mode superposition approaches.

### 7.1.2 Behavioral constraints

In the intermediate optimization steps where the simplified structural analysis is performed for each vertical structural element the following behavioral constraints are checked:
$\sigma_{\mathrm{c}} \leq \frac{\mathrm{f}_{\mathrm{ck}}}{\gamma_{\mathrm{c}}}, \quad \sigma_{\mathrm{t}} \leq \frac{\mathrm{f}_{\mathrm{yk}, \mathrm{s}}}{\gamma_{\mathrm{s}}}$
where $\sigma_{c}, \sigma_{t}$ are the maximum axial compression and tension stresses, respectively, encountered in the cross-section of the vertical structural element, $f_{c k}$ is the concrete's characteristic compressive cylinder strength at 28 days, and $f_{y k, s}$ is the characteristic yield strength of the steel reinforcement. The corresponding parameters $\gamma_{c}$ and $\gamma_{s}$ are the partial safety factors for the strength of materials which is equal to 1.50 for concrete and 1.15 for steel, respectively. The interstorey drift constraint employed in a frame structure can be written as:

$$
\begin{equation*}
\frac{\mathrm{d}_{\mathrm{r}}}{\mathrm{v}} \leq 0.004 \times \mathrm{h} \tag{6.3}
\end{equation*}
$$

where $v$ is a reduction factor for the serviceability limit state (taken equal to 2.0 for the test examples considered in this study) and $d_{r}$ is the relative drift between two consecutive storeys.

The optimum design achieved has to satisfy all performance requirements for resistance, serviceability and durability. These requirements are expressed through the limit states; beyond these states the structure no longer satisfies the design performance requirements. The limit states considered by Eurocode 2 (EC2 1992) and Eurocode 8 (EC8 1996) are classified into: (i) ultimate limit states, associated with collapse or with other forms of structural failure which may endanger the safety of people and (ii) serviceability limit states, corresponding to states beyond which specific service requirements are no longer satisfied.

### 7.1.3 Ultimate limit states

In the ultimate limit states the following verification check should be performed. When considering a limit state of static equilibrium or of gross displacements or deformations of the structure, it should be verified that:

$$
\mathrm{E}_{\mathrm{d}, \mathrm{dst}}<\mathrm{E}_{\mathrm{d}, \mathrm{st}}
$$

where $E_{d, d s t}$ and $E_{d, s t b}$ are the design effects of destabilizing and stabilizing actions, respectively. When considering a limit state of rupture or
excessive deformation of a section, member or connection (fatigue excluded) it should be verified that:

$$
\begin{equation*}
\mathrm{S}_{\mathrm{d}} \leq \mathrm{R}_{\mathrm{d}} \tag{6.4}
\end{equation*}
$$

where $S_{d}$ is the design value of an internal force or moment (or of a respective vector of several internal forces or moments) and $R_{d}$ is the corresponding design resistance, associating all structural properties with the respective design values.

When considering a limit state of transformation of the structure into a mechanism, it should be verified that a mechanism does not occur unless actions exceed their design values, associating all structural properties with the respective design values. When considering a limit state of stability induced by second-order effects it should be verified that instability does not occur unless actions exceed their design values, associating all structural properties with the respective design values. When considering a limit state of rupture induced by fatigue it should be verified that
$\mathrm{D}_{\mathrm{d}} \leq 1$
where $D_{d}$ is the design value of the damage indicator.

### 7.1.4 Serviceability limit states

In the serviceability limit states it should be verified that:

$$
\begin{equation*}
\mathrm{E}_{\mathrm{d}} \leq \mathrm{C}_{\mathrm{d}} \text { or } \mathrm{E}_{\mathrm{d}} \leq \mathrm{R}_{\mathrm{d}} \tag{6.6}
\end{equation*}
$$

where $C_{d}$ is a nominal value or a function of certain design properties of materials related to the design effects of actions considered, and $E_{d}$ is the design effect of actions.

### 7.2 Numerical results

Two 3D multi-storey concrete buildings, corresponding to real structures, have been considered for the evaluation of the proposed methodology. In all test cases the following material properties have been considered: concrete with modulus of elasticity $\mathrm{E}_{\mathrm{c}}=27.5 \mathrm{GPa}$ and characteristic
compressive cylinder strength of concrete fck= 16 MPa , longitudinal steel reinforcement with modulus of elasticity $\mathrm{Es}=210 \mathrm{GPa}$ and characteristic yield strength fyk,s=400MPa and transverse reinforcement with modulus of elasticity Es=210GPa and characteristic yield strength fyk,s=220MPa. The design spectrum that has been used has the following characteristics: $A=0.16 \mathrm{~g}$ (seismic hazard level II), ground type $B$ ( $T 1=0.15 \mathrm{sec}$ and $\mathrm{T} 2=0.60 \mathrm{sec}$ ) and behavior factor $\mathrm{q}=3.5$ according to Eurocode 8 (EC8 1996). The cross section of the beams for both test examples is $25 \times 60$ $\mathrm{cm}^{2}$.

### 7.2.1 Test example 6.1

The first test example is a three-storey concrete space frame. In this test example there is only one group of storeys since the plan layout of the columns/shear walls is the same for all storeys. For this test example 6.1 the design variables being used are: 10 topology and 2 active sizing design variables for the single group of storeys.


|  | AC - 1 |  |
| :---: | :---: | :---: |
| Column | AC - 1x | AC - 1y |
| C1 | 70 | 145 |
| C2 | 200 | 100 |
| C3 | 190 | 65 |
| C4 | 280 | 70 |
| C5 | 85 | 150 |
| C6 | 345 | 65 |
| C7 | 65 | 225 |
| C8 | 75 | 340 |
| C9 | 295 | 50 |
| C10 | 120 | 220 |

Figure 6.1 Test example 6.1 - Architectural constraints of a typical storey
In Figure 6.1 both architectural constraints (AC-1 rectangles and AC-2 points) are presented for all columns/shear walls. In Figure 6.2a the applied solution provided by an experienced structural engineer is presented, while in Figure 6.2b the optimum design achieved by the proposed methodology is depicted.

(a)

(b)

| Solution | $\mathbf{e}_{\mathbf{x}}(\mathrm{cm})$ | $\mathbf{e}_{\mathbf{y}}(\mathrm{cm})$ |
| :---: | :---: | :---: |
| Applied | 69.50 | 114.40 |
| Optimum | 2.25 | 0.23 |

Figure 6.2 Test example 6.1 - (a) Applied and (b) Optimum solutions ( $e_{\text {MC-RC }}$ eccentricity in $x$ and $y$ directions)

It has to be noted that both solutions fulfil the requirements of EC2 and EC8 design codes. It can be seen from Table 1 that the distance between the rigidity center and the storey mass center is reduced from 133 cm in Figure 6.2a to 2.26 cm in Figure 6.2b.

Table 6.1. Test example 6.1 - Final cross-sectional dimensions

| Column | Applied solution |  | Optimum solution |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{e}_{\text {Mc- } \mathrm{Rc}}=133 \mathrm{~cm}$ |  | $\mathrm{e}_{\text {мс-вс }}=2.26 \mathrm{~cm}$ |  |
|  | $\operatorname{dim}_{x}$ | $\operatorname{dim}_{y}$ | $\operatorname{dim}_{x}$ | $\operatorname{dim}_{y}$ |
| C1 | 25 | 120 | 25 | 90 |
| C2 | 150 | 25 | 70 | 25 |
| C3 | 150 | 25 | 140 | 25 |
| C4 | 150 | 25 | 150 | 25 |
| C5 | 25 | 150 | 25 | 70 |
| C6 | 120 | 25 | 120 | 25 |
| C7 | 25 | 150 | 25 | 90 |
| C8 | 25 | 150 | 25 | 70 |
| C9 | 150 | 25 | 140 | 25 |
| C10 | 25 | 150 | 25 | 50 |

Table 6.2 Test example 6.1-Material required and relative costs of the vertical structural elements

| Solution | Concrete |  | Longitudinal <br> reinforcement | Transverse <br> reinforcement | Total |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\left(\mathrm{m}^{3}\right)$ | cost | (tn) | cost | (tn) | cost |

In Table 6.1 the cross-sections of the columns/shear walls for both solutions are given and it is clear that the sizes for the optimized solution are smaller than those of the applied ones. Respectively, the dimensions of the columns are denoted as $\operatorname{dim}_{x}$ and $\operatorname{dim}_{y}$ corresponding to the $x$ and $y$ axis. The importance of designing torsionally balanced structures is
presented in Table 6.2, where the relative cost of the columns and the shear walls of the structure is given. There are two reasons why the "Optimum" solution requires more longitudinal reinforcement than the "Applied" solution: (i) Comparing the "Optimum Solution" with the "Applied Solution", we can see that smaller column cross-sections are assigned in the first one, so more longitudinal reinforcement is required in order to fulfil EC2 and EC8 provisions. (ii) Bending behavior is dominant in a torsionally balanced structure, requiring more longitudinal than transverse reinforcement.

### 7.2.2 Test example 6.2

The second test example is a four-storey concrete space frame. In this test example there are two groups of storeys, the first group corresponds to storeys 1 and 2, while the second group corresponds to storeys 3 and 4. For this test example 6.2 design variables are used. These correspond to topology design variables only because all columns/shear walls are of Type I. 11 topology design variables correspond to the first group of storeys while 8 topology design variables correspond to the second group.


| Column | AC-1 |  |
| :---: | :---: | :---: |
|  | AC - 1x | AC-1y |
| Group (a) |  |  |
| C1 | 230 | 55 |
| C2 | 190 | 40 |
| C3 | 145 | 45 |
| C4 | 85 | 175 |
| C5 | 195 | 55 |
| C6 | 50 | 145 |
| C7 | 60 | 185 |
| C8 | 90 | 180 |
| C9 | 50 | 250 |
| C10 | 85 | 170 |
| C11 | 50 | 230 |
| Group (b) |  |  |
| C12 | 230 | 55 |
| C13 | 190 | 40 |
| C14 | 145 | 45 |
| C15 | 85 | 175 |
| C16 | 195 | 55 |
| C17 | 50 | 145 |
| C18 | 60 | 185 |
| C19 | 90 | 180 |

Figure 6.3 Test example 6.2 - Architectural constraints of a typical storey
In Figure 6.3 both architectural constraints (AC-1 rectangles and AC-2 points) for both groups of storeys are presented, where group (a)
corresponds to the layout of 1 and 2 storeys, while group (b) corresponds to the layout of 3 and 4 storeys. In Figure 6.4 a the applied solution provided by an experienced structural engineer is presented. Figure 6.4b depicts the optimum design achieved by the proposed methodology considering only the optimization of the first group of storeys, while Figure 6.4 c shows the optimum design achieved by the proposed methodology if both groups of storeys are optimized.

It can be seen in Table 6.3 that, in the first group of storeys, the distance between the rigidity center and the storey mass center is reduced from 176 cm in Figure 6.4 a to 0.23 cm in Figure 6.4b (and Figure 6.4c) when either the first or both groups of storeys are optimized. Concerning the second group of storeys, only when the first group of storeys is optimized then the distance between the rigidity center and the storey mass center is increased from 100 cm in Figure 6.4 a to 130 cm in Figure 6.4 b . This distance in the second group of storeys is reduced from 100 cm in Figure 6.4 a to 4.56 cm in Figure 6.4 c if both groups of storeys are optimized.

Table 6.3 Test example 6.2 - Final cross-sectional dimensions

| Column | Applied solution |  | Optimum solution I |  | Optimum solution II |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | layout group (a) |  |  |  |  |  |
|  | $\mathrm{e}_{\mathrm{MC}-\mathrm{Rc}}=176 \mathrm{~cm}$ |  | $\mathrm{em}_{\text {MC-Rc }}=0.23 \mathrm{~cm}$ |  | $\mathrm{em}_{\text {M }- \text {-rc }}=0.23 \mathrm{~cm}$ |  |
|  | $\operatorname{dim}_{x}$ | $\operatorname{dim}_{y}$ | $\operatorname{dim}_{x}$ | $\operatorname{dim}_{y}$ | $\operatorname{dim}_{x}$ | $\operatorname{dim}_{y}$ |
| 1 | 120 | 25 | 90 | 25 | 90 | 25 |
| 2 | 50 | 40 | 50 | 25 | 50 | 25 |
| 3 | 25 | 45 | 25 | 40 | 25 | 40 |
| 4 | 25 | 120 | 25 | 120 | 25 | 120 |
| 5 | 120 | 25 | 70 | 25 | 70 | 25 |
| 6 | 30 | 50 | 25 | 30 | 25 | 30 |
| 7 | 25 | 70 | 25 | 40 | 25 | 40 |
| 8 | 25 | 70 | 25 | 70 | 25 | 70 |


| 9 | 25 | 120 | 25 | 40 | 25 | 40 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 25 | 120 | 25 | 40 | 25 | 40 |
| 11 | 25 | 120 | 25 | 100 | 25 | 100 |
| Column |  | $\mathrm{e}_{\text {мс-Rc }}=100 \mathrm{~cm}$ | layout group (b) |  |  |  |
| 12 | 120 | 25 | 90 | 25 | 70 | 25 |
| 13 | 50 | 40 | 50 | 25 | 30 | 25 |
| 14 | 25 | 45 | 25 | 40 | 25 | 30 |
| 15 | 25 | 120 | 25 | 120 | 25 | 80 |
| 16 | 120 | 25 | 70 | 25 | 50 | 25 |
| 17 | 30 | 50 | 25 | 30 | 25 | 30 |
| 18 | 25 | 70 | 25 | 40 | 25 | 40 |
| 19 | 25 | 70 | 25 | 70 | 25 | 60 |

Table 6.4 Test example 6.2-Material required and relative costs of the vertical structural elements

| Solution | Concrete |  | Longitudinal <br> reinforcement |  | Transverse <br> reinforcement | Total |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\left(\mathrm{m}^{3}\right)$ | cost | (tn) | cost | (tn) | cost |

In Table 6.3 the cross-sections of the columns/shear walls for all three designs are given. It is clear that the cross-sections of the optimized design are smaller than those obtained by the experienced engineer. The relative cost of the columns and the shear walls of the structure is given in Table 6.4. For the reasons described in test example 6.1 the "Optimum"
solution requires more longitudinal reinforcement than the "Applied" solution.

(a)

(b)

(c)

| Solution | Group (a) |  | Group (b) |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{e}_{\mathrm{x}}(\mathrm{cm})$ | $\mathbf{e}_{\mathrm{y}}(\mathrm{cm})$ | $\mathbf{e}_{\mathrm{x}}(\mathrm{cm})$ | $\mathbf{e}_{\mathrm{y}}(\mathrm{cm})$ |
| Applied | 126.30 | 123.52 | 76.67 | 64.64 |
| Optimum I | 0.16 | 0.17 | 121.91 | 45.72 |
| Optimum II | 0.16 | 0.17 | 2.41 | 3.87 |

Figure 6.4 Test example 6.2 - (a) Applied, (b) Optimum I and (c) Optimum II solutions ( $e_{M C-R C}$ eccentricity in $x$ and $y$ directions)

### 7.3 Conclusions

The influence of a large eccentricity of the rigidity center in relation to the mass center is very important for the seismic response of buildings. In
this study Evolution Strategies have been implemented for the minimization of the distance between the mass center and the rigidity center of each floor layout of the building's vertical structural elements. The proposed design methodology is a two stage procedure leading to the coincidence of the mass and rigidity centers for each storey layout and fulfiling the EC2 and EC8 requirements. The minimization of the distance between the mass center and the rigidity center leads to a significant reduction of the torsional strain on the vertical elements of the structure and thus, leading implicitly to a cost-effective design of these elements. The beneficial effect of this kind of optimized layout arrangements of the columns and shear walls is directly observed on the cross-sectional and transverse reinforcement requirements for the structural systems' vertical elements. Evolution Strategies have proved to be a robust and efficient tool for the economically design optimization of seismic resistant reinforced concrete 3D frames.

## REFERENCES

[1] H. Bachmann, "Seismic Conceptual Design of Buildings - Basic principles for engineers, architects, building owners, and authorities," Order Number: 804.802e, Swiss Federal Office for Water and Geology, Swiss Agency for Development and Cooperation, Bwg, Biel, 2002.
[2] R. J. Balling \& X. Xiao, "Optimization of reinforced concrete frames," J. Struct. Engrg., Asce, vol. 123, no. 2, pp. 193-202, 1997.
[3] R. D. Bertero , "Inelastic torsion for preliminary seismic design," J. Struct. Engrg., Asce, vol. 121, no. 8, pp. 1183-1189, 1995.
[4] V. W. T. Cheung \& W. K. Tso, "Eccentricity in irregular multistorey buildings," Can. J. Civ. Engng., vol. 13, pp. 46-52, 1986.
[5] X. N. Duan \& A. M. Chandler, "An optimized procedure for seismic design of torsionally unbalanced structures.," Earthquake Engrg. Struct. Dynamics, vol. 26, pp. 737-757, 1997.
[6] "Eurocode 2. Design of concrete structures," Env1992, Cen European Committee for Standardization, Brussels, 1992.
[7] "Eurocode 8. Design provisions for earthquake resistance of structures," Env1998, Cen European Committee for Standardization, Brussels, 1996.
[8] M.J. Fadaee \& D.E. Grierson, "Design optimization of 3D reinforced concrete structures," J. Struct. Opt., vol. 12, no. 2/3, pp. 127-134, 1996.
[9] "Federal Emergency Management Agency FEMA-310," Handbook for the Seismic Evaluation of Buildings-a Prestandard, Prepared By the American Society of Civil Engineers for the Federal Emergency Management Agency, Washington, Dc., 1998.
[10] S. Ganzerli, C. P. Pantelides \& L.D. Reaveley, "Performance-based design using structural optimization," Earthquake Engrg. Struct. Dynamics, vol. 29, no. 11, 1677-1690, 2000.
[11] J. Holland, "Adaptation in natural and artificial systems," University of Michigan Press, Ann Arbor., 1975.
[12] N. D. Lagaros, M. Fragiadakis \& M.Papadrakakis, "On the optimum design of shell structures with stiffening beams," Aiaa J., vol. 42, no. 1, pp. 175-184, 2004.
[13] "National Building Code of Canada," Part 4 Structural Design." Issued By the Canadian Commission On Building and Fire Codes, Federal Publications Inc., Toronto, 1995.
[14] M. Papadrakakis \& N. D. Lagaros, "Reliability-based structural optimization using neural networks and Monte Carlo simulation," Comput. Methods Appl. Mech. Engrg, vol. 191, no. 32, pp. 3491-3507, 2002.
[15] G. G. Penelis \& A. J. Kappos, "Earthquake-resistant concrete structures," E\&fn Spon, 1997.
[16] Rechenberg "Evolution strategy: optimization of technical systems according to the principles of biological evolution," Frommann-Holzboog, Stuttgart, 1973.
[17] K. C. Sarma \& H. Adeli, "Cost Optimization of Concrete Structures," J. Struct. Engrg., Asce, vol. 124, no. 5, pp. 570-578, 1998.
[18] K. W. Tso, "Static Eccentricity concept for torsional moment estimations," J. Struct. Engrg., Asce, vol. 116, no. 5, pp. 1199-1212, 1990.
[19] C. M. Wong \& W. K. Tso, "Evaluation of seismic torsional provisions in uniform building code," J. Struct. Engrg., Asce, vol. 121, no. 10, pp. 14361442, 1995.

## 8 Performance Based Design of irregular buildings

### 8.1 Performance-based design procedure

Performance-based seismic design has the following distinctive features with respect to the prescriptive design codes: (i) it allows the owner, architect and structural engineer to choose both the appropriate level of seismic hazard and the corresponding performance level of the structure, and (ii) the structure is designed to meet a series of combinations of hazard levels in conjunction with corresponding performance levels.

The proposed PBD process is a displacement-based design procedure where the design criteria and the capacity demand comparisons are expressed in terms of displacements rather than forces [3], [4]. The main part in a performance-based seismic design procedure is the definition of the performance objectives that will be used. The proposed PBD process can be described by the following two steps:
(1) Proportioning of the longitudinal and transverse reinforcement of all members on the basis of the serviceability limit state.
(2) Use of non-linear dynamic analysis in order to estimate the structural capacities of the design for the different intensity levels employed. Revision of the reinforcement and the dimension of the members so that the capacities exceed the seismic demands [4].

The completion of Step 1 is necessary for Step 2 as the structural capacity depends both on the reinforcement and the dimensions of the members. The constraints considered for Step 2 of the PBD procedure are related to the maximum interstorey drift limits $\Delta$, which are the largest values of the height-wise peak interstorey drift ratios for each hazard level. This is a commonly used measure of both structural and non-structural damage because of its close relationship to plastic rotation demands on individual beam-column connection assemblies. In this study, three performance
objectives are considered that correspond to 50, 10 and $2 \%$ probabilities of exceedance in 50 years of hazard levels. The drift limits $\Delta$, for the three performance objectives considered, are $0,5 \%, 1,0 \%$ and $3,0 \%$ for the three hazard levels 50in50, 10in50 and 2 in50 respectively.

One performance objective is defined as the combination of a performance level for a specific hazard level. In this work three performance objectives have been considered corresponding to the 'Enhanced Objectives' of FEMA 356 [5]. The first step in defining the performance objectives is the selection of the performance levels. The performance levels that have been considered are the following:
(i) Operational: The overall damage level is characterized as very light. No permanent drift is encountered, while the structure essentially retains its original strength and stiffness.

To attain the Operational Building Performance Level, the structural components of the building need to meet the requirements for the Immediate Occupancy Structural Performance Level and the nonstructural components need to meet the requirements for the Operational Nonstructural Performance Level.

The immediate occupancy structural performance level shall be defined as the post-earthquake damage state that remains safe to occupy and essentially retains the pre-earthquake design strength and stiffness of the structure.

Also the immediate occupancy structural performance level means the post-earthquake damage state in which only very limited structural damage has occurred. The basic vertical- and lateral-force-resisting systems of the building retain nearly all of their pre-earthquake strength and stiffness. The risk of life threatening injury as a result of structural damage is very low, and although some minor structural repairs may be appropriate, these would generally not be required prior to reoccupancy.

And the operational nonstructural performance level shall be defined as the post-earthquake damage state in which the nonstructural components are able to support the pre-earthquake functions present in the building.

At this level, most nonstructural systems required for normal use of the building-including lighting, plumbing, HVAC and computer systems-are functional, although minor cleanup and repair of some items may be required. This Nonstructural Performance Level requires considerations beyond those that are normally within the sole province of the structural engineer. In addition to assuring that nonstructural components are properly mounted and braced within the structure, it is often necessary to provide emergency standby utilities. It may also be necessary to perform rigorous ability qualification testing of key electrical and mechanical equipment items to function during or after strong shaking. Users wishing to design this Nonstructural Performance Level will need to refer to appropriate criteria from other sources (such as equipment manufacturers' data) to ensure the performance of the mechanical and electrical systems.

So, buildings meeting this target Building Performance Level are expected to sustain minimal or no damage to their structural and nonstructural components. The building is suitable for normal occupancy and use, although possibly in a slightly impaired mode, with power, water and other required utilities provided from emergency sources, and possibly with some nonessential systems not functioning. Buildings meeting this target Building Performance Level pose an extremely low risk to life safety.

Under very low levels of earthquake ground motion, most buildings should be able to meet or exceed this target Building Performance Level. Typically, however, it will not be economically practical to design this target Building Performance Level for severe ground shaking, except for buildings that house essential services.

## (ii) Life safety: The overall damage level is characterized as

 moderate. Permanent drift is encountered while strength and
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stiffness has left in all storeys. Gravity-load bearing elements continue to function while there is no out-of plane failure of the walls. The overall risk of life-threatening injury as a result of structural damage is expected to be low. It should be possible to repair the structure; however, for economic reasons this may not be practical.


To attain the Life Safety Building Performance Level, the structural components of the building need to meet the requirements for the Life Safety Structural Performance Level and the nonstructural components need to meet the requirement for the Life Safety Nonstructural Performance Level.

The structural performance level shall be defined as the post-earthquake damage state that includes damage to structural components but retains a margin against onset of partial or total collapse.

Also the structural performance level means the post-earthquake damage state in which significant damage has occurred to the structure, but some margin against either partial or total structural collapse remains. Some structural elements and components are severely damaged, but this has not resulted in large falling debris hazards, either within or outside the building. Injuries may occur during the earthquake; however, the overall risk of life-threatening injury as a result of structural damage is expected to be low. It should be possible to repair the structure; however, for economic reasons this may not be practical. While the damaged structure does not pose an imminent collapse risk, it would be wise to implement structural repairs or install temporary bracing prior to its reoccupancy.

And the life safety nonstructural performance level shall be defined as the post-earthquake damage state that includes damage to nonstructural components but the damage is not life-threatening.

Also the life safety nonstructural performance level is the post-earthquake damage state in which potentially significant and costly damage has occurred to nonstructural components but they have not dislodged and fallen, threatening life safety either inside or outside the building. Egress
routes within the building are not extensively blocked, but may be impaired by lightweight debris. HVAC, plumbing and fire suppression systems may have been damaged, resulting in local flooding as well as loss of function. While injuries may occur during the earthquake from the failure of nonstructural components, overall, the risk of life-threatening injury is very low. Restoration of the nonstructural components may require extensive effort.

So, buildings meeting this level may experience extensive damage to structural and nonstructural components. Repairs may be required before reoccupancy of the building occurs, and repairing may be deemed as economically impractical. The risk to life safety in buildings meeting this target Building Performance Level is low.

This target Building Performance Level entails somewhat more damage than anticipated for new buildings that have been properly designed and constructed for seismic resistance when subjected to their design earthquakes. Many building owners will desire to meet this target Building Performance Level for severe ground shaking.
(iii) Collapse prevention: The overall damage level is characterized as severe. Substantial damage has occurred to the structure, including significant degradation in the stiffness and strength of the lateral-force resisting system. Large permanent lateral deformation of the structure and degradation of the vertical-load bearing capacity is encountered. However, all significant components of the gravity load-resisting system continue to carry their gravity load demands. The structure may not be technically practical to repair and is not safe for reoccupancy, since aftershock activity could induce collapse.

To attain the Collapse Prevention Building Performance Level, the structural components of the building need to meet the requirements for the Collapse Prevention Structural Performance Level. Nonstructural components are not considered.

The structural performance level shall be defined as the post-earthquake damage state that includes damage to structural components such that the structure continues to support gravity loads but retains no margin against collapse.

However, the structural performance level means the post-earthquake damage state in which the building is on the verge of partial or total collapse. Substantial damage to the structure has occurred, potentially including significant degradation in the stiffness and strength of the lateral-force-resisting system, large permanent lateral deformation of the structure, and-to a more limited extent- degradation of the vertical-load-carrying capacity. However, all significant components of the gravity load- resisting system must continue to carry their gravity load demands. Significant risk of injury due to falling hazards from structural debris may exist. Technically, the structure may not be practical to repair and is not safe for reoccupancy, as aftershock activity could induce collapse. And as nonstructural performance is not considered shall be classified a building rehabilitation that does not address nonstructural components.

Additionally, in some cases, the decision to rehabilitate the structure may be made without addressing the vulnerabilities of nonstructural components. It may be desirable to do this when rehabilitation must be performed without interruption of the building operation. In some cases, it is possible to perform all or most of the structural rehabilitation from outside occupied building areas. Extensive disruption of normal operation may be required to perform nonstructural rehabilitation. Also, since many of the most severe hazards to life safety occur as a result of structural vulnerabilities, some municipalities may wish to adopt rehabilitation ordinances that require structural rehabilitation only.


Figure 7.1 The Design Performances [3]
The second step in defining the performance objectives is to determine the earthquake hazard levels. Earthquake hazards include direct ground fault rupture, ground shaking, liquefaction, lateral spreading and land sliding FEMA-350 [6]. Ground shaking is the only earthquake hazard that the structural design provisions of the building codes directly address. Ground shaking hazards are typically characterized by a hazard curve, which indicates the probability that a given value of a ground motion parameter, for example peak ground acceleration, will be exceeded over a certain period of time. The ground shaking hazard levels that have been considered are the following:
(i) Occasional earthquake hazard level: with a probability of exceedance of $50 \%$ in 50 years with a 72 years interval of recurrence.
(ii) Rare earthquake hazard level: with a probability of exceedance of $10 \%$ in 50 years with a 475 years interval of recurrence.
(iii) Maximum considered event earthquake hazard level: with a probability of exceedance of $2 \%$ in 50 years with a 2475 years interval of recurrence.

### 8.2 Elastic response of reinforced concrete buildings

### 8.2.1 Design Principles

The main objective in the seismic resistant design of structural systems, like reinforced concrete buildings, is the proper conceptual design of the seismically resistant structural components and the appropriate planning arrangement of the vertical structural elements. It is obvious that the architectural layout of the structure imposes the principal restrictions related to the position of the structural elements of the building. The cooperation between the designer and the architect at the structural conceptual level might be crucial in the subsequent design stages. There are two general guidelines for the design engineer to take into account during the early designing stages of a concrete building: (i) guidelines related to the mass and stiffness distribution among the storeys of the structure and (ii) guidelines related to the plan arrangement of the vertical structural elements of the building where a rule of a minimum distance between the mass and the elastic centers for each storey (mass eccentricity) should be followed.

The elastic axis, which is the geometrical locus of the elastic centers of the storeys in a multi-storey building, cannot be accurately defined. The inability to accurately define the elastic axis has led to the following approximate approaches: (i) decomposition of the multi-storey structural system into single independent storey systems, (ii) use of the shear walls' center of gravity only and (iii) replacement of the elastic axis with an axis defined by the geometric locus of the rigidity centers of the stroreys (Cheung and Tso 1986; Tso 1990). In the present study, approach (iii), which has been adopted by the Eurocode 8 (EC8 1996) and the National Building Code of Canada (NBCC 1995), when an 'equivalent' elastic axis defined by the geometric locus of the rigid centers of each storey is considered.

According to the Federal Emergency Management Agency (FEMA-310 1998) it is suggested that, in order to minimize the influence of the
torsion, the distance between the storey's centre of mass and the storey's centre of rigidity is less than $20 \%$ of the building width in either plan dimension for Life Safety (LS) and Immediate Occupancy (IO) design states of the building. In most cases of building layouts it is not easy, even through a trial and error procedure, to define the plan arrangement of the columns and shear walls so that the rigidity center coincides closely with the mass center. What is needed is an automatic optimization procedure which is specially tailored for the solution of such a problem.

The optimum design of steel reinforced concrete 3D frames is formulated in this study on the basis of the FEMA-310 (1998) recommendation where the torsional response demands are to be reduced during a seismic event and thus implicitly enhance the seismic resistance of the structure. In this study, torsional response demands are reduced by minimizing the mass eccentricity, which is defined as the distance between the mass and the rigidity centers in each storey.

### 8.2.2 Seismic Design Procedures

The majority of the seismic design codes belong to the category of the prescriptive building design codes, which include: site selection and development of conceptual, preliminary and final design stages. According to a prescriptive design code, the strength of the structure is evaluated at one limit state between life-safety and near collapse using a response spectrum corresponding to one design earthquake [1]. In addition, serviceability limit state is usually checked in order to ensure that the structure will not deflect or vibrate excessively during its functioning. On the other hand, PBD is a different approach for the seismic design which includes, apart from the site selection and the development of the design stages, the construction and maintenance of a building in order to ensure reliable and predictable seismic performance over its life span. [2]

### 8.2.3 EAK-EKOS design procedures

According to the Greek national design codes, a number of checks must be considered in order to ensure that the structure will meet the design requirements. Each candidate design is assessed using these constraints.

All EKOS 2000 checks must be satisfied for the gravity loads using the following load combination:
$S_{d}=1.35 \sum_{j} G_{k j}+1.5 \sum_{i} Q_{k i}$
where '+' implies "to be combined with", the summation symbol ' $\Sigma$ ' implies "the combined effect of", $G_{j k}$ denotes the characteristic value ' $k$ ' of the permanent action $j$ and $Q_{k j}$ refers to the characteristic value ' $k$ ' of the variable action i . If the above constraints are satisfied, the multi-modal response spectrum analysis is performed, according to EAK 2000, and the earthquake loading is considered using the following load combination:
$S_{d}=\sum_{j} G_{k j}+E_{d}+\sum_{i} \psi_{2 i} Q_{k i}$
where $E_{d}$ is the design value of the seismic action for the two components (longitudinal and transverse), respectively, and $\psi_{2 i}$ is the combination coefficient for the quasi-permanent action I, here taken to be equal to 0.30 .

The main principle of new provisions, EAK 2000 included, is to design structural systems based on energy dissipation and ductility in order to control inelastic seismic response. Designing a multi-storey RC building for energy dissipation comprises the following features: (i) fulfilment of the strong column/weak beam rule, (ii) member verification in terms of forces and resistances for the ultimate limit strength limit state under the design earthquake (with a return period of 475 years and a $10 \%$ probability of exceedance in 50 years), with the elastic spectrum reduced by the qfactor equal to 3.5 times, (iii) damage limitation for the serviceability limit state and (iv) capacity design of beams and columns against shear failure.

### 8.3 Inelastic response of reinforced concrete buildings

### 8.3.1 Direct Integration of Equations of Motion

The one-storey sytems used in the models below are inelastic. The analytical solution of the equation of motion for nonlinear systems is not
possible, so numerical time-stepping methods for integration of differential equations are used.

The equation of motion of an inelastic system is:
$m u+c \dot{u} \ddot{+} f_{s}(u, \dot{u})=p(t)$
In order to solve this equation, numerical integration is used, specifically Newmark's method (an implicit method). This method is based on the equations below:
$\dot{u}_{i+1}=\dot{u}_{\mathrm{i}}+[(1+\gamma) \Delta t] \ddot{u}_{i}+(\gamma \Delta t) \ddot{u}_{i+1}$
$u_{i+1}=u_{i}+(\Delta t) \dot{u}_{i}+\left[(0.5-\beta)(\Delta t)^{2}\right] \ddot{u}_{i}+\left[\beta(\Delta t)^{2}\right] \ddot{u}_{i+1}$
The parameters $\beta$ and $\gamma$ usually take values $\mathrm{Y}=\frac{1}{2}$ and $\frac{1}{6} \leq \beta \leq \frac{1}{4}$ and express the variation during a time step and affect the stability and accuracy of the method. Special occasions are for values $\gamma=\frac{1}{2}$ and $\beta=\frac{1}{4}$ (Average acceleration method) and $\gamma=\frac{1}{2}$ and $\beta=\frac{1}{6}$ (Linear acceleration method).

These two equations (7.3), (7.4) in combination with
$m u_{i+1}+c \dot{u}_{i+1}+\left(f_{s}\right)_{i+1}=p_{i+1}$
underlie in order to compute $u_{i+1}, \dot{u}_{i+1}, \ddot{u}_{i+1}$ at time $\mathrm{i}+1$ from the known $u_{\mathrm{I}}$, $\dot{u}_{\mathrm{I}}, \ddot{u}_{\mathrm{I}}$ at time i . Iteration is required to implement these computations because the unknown $\ddot{u}_{i+1}$ appears on the right-hand side of (7.3) and (7.5).

The key equation solved at each time step in Newmark's method, modified for nonlinear systems is:
$\hat{k}_{\mathrm{i}} \Delta u_{i}=\Delta \hat{p}_{\mathrm{t}}$
where
$\Delta \hat{p}_{\mathrm{i}}=\Delta p_{i}+\left(\frac{1}{\beta \Delta t} m+\frac{\gamma}{\beta} c\right) \dot{u}_{\mathrm{i}}+\left[\frac{1}{2 \beta} m+\Delta t\left(\frac{\gamma}{2 \beta}-1\right) c\right] \ddot{u}_{1}$
$\hat{k}_{\mathrm{i}}=k_{i}+\frac{\gamma}{\beta \Delta t} c+\frac{1}{\beta(\Delta t)^{2}} m$

For convenience in notation we replace i with T in $\mathrm{k}_{\mathrm{i}}$ in order to emphasize that it is the tangent stiffness
$\hat{k}_{\top} \Delta u=\Delta \hat{p}$
$\hat{k}_{\mathrm{T}}=k_{T}+\frac{\gamma}{\beta \Delta t} c+\frac{1}{\beta(\Delta t)^{2}} m$
The first step of the iterative procedure is the application of equation (7.7'):
$\hat{k}_{\top} \Delta u^{(1)}=\Delta \hat{p}$
In this way $\Delta u^{(1)}$ is determined. The true force $\Delta f^{(1)}$ is associated with $\Delta u^{(1)}$ and is less than $\Delta \hat{p}$, so the residual force is defined:
$\Delta R^{(2)}=\Delta \hat{p}-\Delta f^{(1)}$
The additional force displacement $\Delta u^{(2)}$ due to this residual force is determined from:
$\hat{k}_{T} \Delta u^{(2)}=\Delta u^{(2)}=\Delta \hat{p}-\Delta f^{(1)}$
From this equation, additional displacement $\Delta u^{(2)}$ is computed and used to define a new value of residual force. The same procedure is continued until convergence. Table 7.1 describes the process for the time step i to $i+1$, which is the modified Newton-Raphson method (Figure 7.2).


Figure 7.1 Iteration within a time step for non-linear systems: a) modified Newton-Raphson iteration; b) Newton-Raphson iteration [7]
1.0 Initialize data.

$$
u_{i+1}^{(0)}=u_{i} \quad f_{S}^{(0)}=\left(f_{S}\right)_{i} \quad \Delta R^{(1)}=\Delta \hat{p}_{i} \quad \hat{k}_{T}=\hat{k}_{i}
$$

2.0 Calculations for each iteration, $j=1,2,3, \ldots$
2.1 Solve: $\hat{k}_{T} \Delta u^{(j)}=\Delta R^{(j)} \Rightarrow \Delta u^{(j)}$.
$2.2 u_{i+1}^{(j)}=u_{i+1}^{(j-1)}+\Delta u^{(j)}$.
$2.3 \Delta f^{(j)}=f_{S}^{(j)}-f_{S}^{(j-1)}+\left(\hat{k}_{T}-k_{T}\right) \Delta u^{(j)}$.
$2.4 \Delta R^{(j+1)}=\Delta R^{(j)}-\Delta f^{(j)}$.
3.0 Repetition for next iteration. Replace $j$ by $j+1$ and repeat calculation steps 2.1 to 2.4 .

## Table 7.2 Modified Newton-Raphson Iteration [7]

When the incremental displacement $\Delta u^{(l)}$ satisfies the equation below the procedure is terminated:
$\frac{\Delta u^{(l)}}{\Delta u} \leq \varepsilon$
where
$\Delta u=\sum_{j=1}^{l} \Delta u^{(j)}$
The displacement over the time step i to $\mathrm{i}+1$ :
$\Delta u_{i}=\sum_{j=1}^{l} \Delta u^{(j)}$
Using the equations below (7.14) and (7.15) and deriving the value of $\Delta u_{i}$, $\Delta \dot{u}_{\mathrm{i}}, \Delta \ddot{u}_{\mathrm{I}}$ are defined:
$\Delta \dot{u}_{\mathrm{i}}=\frac{\gamma}{\beta \Delta t} \Delta u_{i}-\frac{\gamma}{\beta} \dot{u}_{\mathrm{i}}+\Delta t\left(1-\frac{\gamma}{2 \beta}\right) \ddot{u}_{\mathrm{l}}$
$\Delta \ddot{u}_{\mathrm{i}}=\frac{1}{\beta(\Delta t)^{2}} \Delta u_{i}-\frac{\gamma}{\beta \Delta t} \dot{u}_{\mathrm{i}}-\frac{1}{2 \beta} \ddot{u}_{\text {I }}$

Table 7.3 describes the analysis procedure using Newmark's method. [7]
(1) Average acceleration method ( $\gamma=\frac{1}{2}, \beta=\frac{1}{4}$ )
(2) Linear acceleration method $\left(\gamma=\frac{1}{2}, \beta=\frac{1}{6}\right)$
1.0 Initial calculations
$1.1 \quad \ddot{u}_{0}=\frac{p_{0}-c \dot{u}_{0}-\left(f_{S}\right)_{0}}{m}$.
1.2 Select $\Delta t$
$1.3 a=\frac{1}{\beta \Delta t} m+\frac{\gamma}{\beta} c$; and $b=\frac{1}{2 \beta} m+\Delta t\left(\frac{\gamma}{2 \beta}-1\right) c$.
2.0 Calculations for each time step, $i$
$2.1 \Delta \hat{p}_{i}=\Delta p_{i}+a \dot{u}_{i}+b \ddot{u}_{i}$.
2.2 Determine the tangent stiffness $k_{i}$.
$2.3 \hat{k}_{i}=k_{i}+\frac{\gamma}{\beta \Delta t} c+\frac{1}{\beta(\Delta t)^{2}} m$.
2.4 Solve for $\Delta u_{i}$ from $\hat{k}_{i}$ and $\Delta \hat{p}_{i}$ using the iterative procedure of Table 5.7.1.
$2.5 \Delta \dot{u}_{i}=\frac{\gamma}{\beta \Delta t} \Delta u_{i}-\frac{\gamma}{\beta} \dot{u}_{i}+\Delta t\left(1-\frac{\gamma}{2 \beta}\right) \ddot{u}_{i}$.
$2.6 \Delta \ddot{u}_{i}=\frac{1}{\beta(\Delta t)^{2}} \Delta u_{i}-\frac{1}{\beta \Delta t} \dot{u}_{i}-\frac{1}{2 \beta} \ddot{u}_{i}$.
$2.7 u_{i+1}=u_{i}+\Delta u_{i}, \dot{u}_{i+1}=\dot{u}_{i}+\Delta \dot{u}_{i}, \ddot{u}_{i+1}=\ddot{u}_{i}+\Delta \ddot{u}_{i}$.
3.0 Repetition for the next time step. Replace $i$ by $i+1$ and implement steps 2.1 to 2.7 for the next time step.

### 8.3.2 DESIGNING AGAINST THE SEISMIC HAZARD

According to FEMA-310 [15] it is suggested that, in order to minimize the influence of the torsion for Life Safety (LS) and Immediate Occupancy (IO) design states of the building, the distance between the storey's center of mass and the storey's center of rigidity must be less than $20 \%$ of the building width in either plan dimension. In many cases of building layouts it is not easy, even though a trial and error procedure, to define the plan arrangement of the columns and shear walls so that the rigidity center to closely coincide with the mass center. What is needed is an automatic optimization procedure specially tailored for the solution of such a problem. According to the first approach, examined in this study, the minimum torsional response problem for 3D RC frames is formulated on the basis of the FEMA-310 [15] recommendations, where the torsional response demands are to be reduced during a seismic event and thus implicitly enhancing the seismic resistance of the structure. The response
demands are reduced, according to Bertero [6] by minimizing the mass eccentricity, which is defined as the distance between the mass and rigidity centers at each storey of the building. According to Pauley [16], strength can be assigned to the elements in any way that suits the designer's intentions. A desirable strength distribution is achieved when the center of strength is located close to or coincides with the center of mass of the system $[16,17]$. Based on this concept the second design approach of the minimum torsional response problem is formulated such that the eccentricity between strength and mass centers is minimized.

### 8.4 Optimum Design of RC buildings

Structural optimization problems are characterized by various objective and constraint functions that are generally non-linear functions of the design variables. These functions are usually implicit, discontinuous and non-convex. The mathematical formulation of the structural optimization problems with respect to the design variables, the objective and constraint functions depend on the type of the application. Most optimization problems can be expressed in standard mathematical terms as a nonlinear programming problem. A structural optimization problem can be formulated in the following form:

$$
\begin{array}{ll}
\min & F(\mathbf{s}) \\
\text { subject to } & g_{j}(\mathbf{s}) \leq 0 \quad j=1, \ldots, m  \tag{7.16}\\
& s_{i} \in R^{d}, \quad i=1, \ldots, n
\end{array}
$$

where $\mathrm{F}(\mathbf{s})$ and $\mathrm{g}_{\mathrm{j}}(\mathbf{s})$ denote the objective and constraints functions, respectively, $R^{d}$ is a given design set, while the design variables $s_{i}$ ( $\mathrm{i}=1, \ldots, \mathrm{n}$ ) can take values only from this set.

### 8.4.1 Definitions

There are some definitions that have to be provided in order to facilitate the description of the problem and its handling by the adopted optimization algorithm.

Torsionally balanced: A structural system is defined as torsionally balanced when the mass center coincides or almost coincides with the rigidity center at any storey of the structure.

Center of rigidity ( $C R$ ): Only in a special class of multi-storey structures can the centers of rigidity be defined in the strict sense [18]. The inability to define the centers of rigidity has led to the following approximate approaches: (i) Decomposing the multi-storey structural system into single independent storey systems. (ii) Using only the center of gravity of the shear walls. (iii) Replacing the elastic axis with an axis defined by the geometrical locus of the rigidity centers of the storeys [18]. In the present study, approach (iii) is considered, which has been adopted by Eurocode 8 [14] and the National Building Code of Canada [19].

Center of resistance or strength (CV): This center can be defined as follows:
$\mathrm{x}_{\mathrm{CV}}=\frac{\sum_{\mathrm{i}} \mathrm{x}_{\mathrm{i}} \mathrm{V}_{\mathrm{n}, \mathrm{i}}}{\sum_{\mathrm{i}} \mathrm{V}_{\mathrm{n}, \mathrm{i}}}$
where $\mathrm{x}_{\mathrm{CV}}$ is the x -coordinate of the $\mathrm{CV}, \mathrm{V}_{\mathrm{n}, \mathrm{i}}$ is the nominal strength of the $i$-th vertical structural element and $x_{i}$ is the distance of the $i$-th element from the center of mass.

For every column and shear wall, two architectural constraints are defined:

Architectural constraint 1: The first architectural constraint $\left(A C_{1}\right)$ is related to the plan's boundaries where a column or shear wall should be located. It is implemented as a rectangle with dimensions $\mathrm{AC}_{1 \times} \times \mathrm{AC}_{1 y}$. A design is considered feasible, with respect to the $A C_{1}$ constraint, when the cross sections of the columns and shear walls are contained in the corresponding rectangles. In Figures 7.2a and 7.2b two $\mathrm{AC}_{1}$ rectangles are shown for a typical plan view of a concrete building.

Architectural constraint 2: The second architectural constraint $\left(A_{2}\right)$ is related to the topological position of the beams in conjunction with their
supporting columns and/or shear walls. This constraint is implemented through a point located within the rectangle $A C_{1}$. The $A C_{2}$ constraint, shown in Figures 7.2 a and 7.2 b , is essential in assisting the optimization procedure to reach layouts where the beams and their cross points are supported by columns or shear walls. In any feasible design the $\mathrm{AC}_{2}$ point should correspond to a joint of horizontal (beam) and vertical (column/shear wall) elements.

Column type: Two types of columns/shear walls are considered. Type $I$ is defined as the column/shear wall where the $A C_{2}$ point corresponds to one of the corners of the rectangle $\mathrm{AC}_{1}$ labeled as F (see Figure 7.2a); Type II is defined as the column/shear wall where the $\mathrm{AC}_{2}$ point is located inside the rectangle $\mathrm{AC}_{1}$ (see Figure 7.2b).

### 8.4.2 Optimization based on the initial construction cost

In all design procedures that will be implemented in this study the design variables are divided in two categories: (i) Topology design variables, corresponding to the topology or layout of the columns and shear walls of the building. (ii) Sizing design variables, corresponding to the dimensions of the cross sections. The mathematical formulation of the optimization problem for the initial construction cost of RC buildings can be stated as follows:
min

$$
\mathrm{C}_{\mathrm{IN}}(\mathrm{~s})=\mathrm{C}_{\mathrm{b}}(\mathrm{~s})+\mathrm{C}_{\mathrm{sl}}(\mathrm{~s})+\mathrm{C}_{\mathrm{cl}}(\mathrm{~s})
$$

subject to $\quad \mathrm{g}_{\mathrm{k}}(\mathrm{s}) \leq 0, \mathrm{k}=1,2, \ldots, \mathrm{~m}$ (behavioral)

$$
\left.\begin{array}{l}
\mathrm{t}_{\mathrm{lb,j}}^{\mathrm{i}} \leq \mathrm{r}_{\mathrm{j}}^{\mathrm{i}} \leq \mathrm{t}_{\mathrm{ubj}, \mathrm{j}}^{\mathrm{i}}, \mathrm{j}=1,2, \ldots, \mathrm{n}_{\text {columns }}  \tag{7.18}\\
\mathrm{s}_{\mathrm{lb}, \mathrm{j}}^{\mathrm{i}} \leq \mathrm{h}_{\mathrm{j}}^{\mathrm{i}} \leq \mathrm{s}_{\mathrm{ubj}, \mathrm{j}}^{\mathrm{i}}, \mathrm{j}=1,2, \ldots, \mathrm{n}_{\text {columns }}
\end{array}\right\} \text { (architectural) }
$$

where $C_{I N}(s)$ refers of the total initial construction cost of the structure, and $C_{b}(s), C_{s /}(s), C_{c /}(s)$ refer to the total initial construction cost of the beams, the slabs and the columns, respectively. The cost of the foundation has not been included in the initial cost. The term initial cost of a structure refers to the cost during its construction stage. The initial cost is related to the material and the labor cost for the construction of the building which includes concrete, steel reinforcement, labor cost for
placement and the non-structural components cost. The behavioral constraints $g_{k}(s)$ are imposed by the design codes, $r_{j}^{i}$ is the distance of the $j$-th column/shear wall mass center in the $i$-th group of storeys from its corresponding $A C_{2}$ point (see Figure 7.3 b , where for simplicity reasons the superscript i and subscript j are omitted in Figure 7.2). $\mathrm{n} \_\mathrm{g}_{\text {storeys }}$ is the total number of groups of storeys having the same layout in the plan, while $n_{\text {storeys }}$ is the total number of storeys. $t_{10 . j,}^{i}, t_{u b, j}^{i}$ are the lower and upper bounds of the topology design variables imposed by the architectural constraints, while $h_{j}^{i}$ is the largest edge of the $j$-th column/shear wall in the i-th group of storeys, corresponding to the sizing design variables (see Figure 7.2a). $\mathrm{s}_{\mathrm{lbj}, \mathrm{j}}^{\mathrm{i}}, \mathrm{s}_{\mathrm{ub}, \mathrm{j}}^{\mathrm{i}}$ are the lower and upper bounds of the sizing design variables imposed by the architectural constraints. As it will be seen in the following subsection, there is a relation between the two kinds of design variables in topology and sizing optimization, as well as in the corresponding bounds.

### 8.4.3 Optimization design based on the minimum torsional response

In the minimum torsional response optimization problem the basic goal is to formulate an optimization procedure that could lead to designs with improved earthquake resistance and in particular to create designs having minimum torsional response. In this study two separate formulations of this problem have been considered. The first one is formulated as a minimization problem of the eccentricity $e_{C M-C R}$ between the mass center (CM) and the rigidity center (CR) of each storey, while the second formulation is stated as a minimization problem of the eccentricity $\mathrm{e}_{\mathrm{CM}-\mathrm{CV}}$ between the mass center and the center of strength (CV). Both formulations are subjected to the behavioral constraints imposed by the design codes as well as to the architectural constraints.

The two formulations of the optimization problem can be stated as follows:
(i) $\quad \min \quad \mathrm{e}_{\mathrm{CM}-\mathrm{CR}}=\sqrt{\left(\mathrm{x}_{\mathrm{CM}}^{\mathrm{i}}-\mathrm{x}_{\mathrm{CR}}^{\mathrm{i}}\right)^{2}+\left(\mathrm{y}_{\mathrm{CM}}^{\mathrm{i}}-\mathrm{y}_{\mathrm{CR}}^{\mathrm{i}}\right)^{2}}, \mathrm{i}=1,2, \ldots, \mathrm{n}_{-} \mathrm{g}_{\text {storys }}$
subject to $\quad \mathrm{g}_{\mathrm{k}}(\mathbf{s}) \leq 0, \mathrm{k}=1,2, \ldots, \mathrm{~m} \quad$ (behavioral)

$$
\left.\begin{array}{l}
\mathrm{t}_{\mathrm{bb}, \mathrm{j}}^{\mathrm{i}} \leq \mathrm{r}_{\mathrm{j}}^{\mathrm{i}} \leq \mathrm{t}_{\mathrm{ubb}, \mathrm{j}}^{\mathrm{i}}, \mathrm{j}=1,2, \ldots, \mathrm{n}_{\text {columns }}  \tag{7.19a}\\
\mathrm{s}_{\mathrm{lb}, \mathrm{j}}^{\mathrm{i}} \leq \mathrm{h}_{\mathrm{j}}^{\mathrm{i}} \leq \mathrm{s}_{\mathrm{ubb}, \mathrm{j}}^{\mathrm{i}}, \mathrm{j}=1,2, \ldots, \mathrm{n}_{\text {columns }}
\end{array}\right\} \text { (architectural) }
$$

(ii) $\quad \min \quad e_{C M-C V}=\sqrt{\left(x_{C M}^{i}-x_{C V}^{i}\right)^{2}+\left(y_{C M}^{i}-y_{C V}^{i}\right)^{2}}, i=1,2, \ldots, n_{\text {storeys }}$
subject to $\quad g_{k}(\mathbf{s}) \leq 0, \mathrm{k}=1,2, \ldots, \mathrm{~m} \quad$ (behavioral)

$$
\left.\begin{array}{r}
\mathrm{t}_{\mathrm{bl}, \mathrm{j}}^{\mathrm{i}} \leq \mathrm{r}_{\mathrm{j}}^{\mathrm{i}} \leq \mathrm{t}_{\mathrm{ub}, \mathrm{j}}^{\mathrm{i}}, \mathrm{j}=1,2, \ldots, \mathrm{n}_{\text {columns }}  \tag{7.19b}\\
\mathrm{s}_{\mathrm{lb}, \mathrm{j}}^{\mathrm{i}} \leq \mathrm{h}_{\mathrm{j}}^{\mathrm{i}} \leq \mathrm{s}_{\mathrm{ubb}, \mathrm{j}}^{\mathrm{i}}, \mathrm{j}=1,2, \ldots, \mathrm{n}_{\text {columns }}
\end{array}\right\} \text { (architectural) }
$$

where $\left(\mathrm{x}_{\mathrm{CM}}^{\mathrm{i}}, \mathrm{y}_{\mathrm{CM}}^{\mathrm{i}}\right),\left(\mathrm{x}_{\mathrm{CR}}^{\mathrm{i}}, \mathrm{y}_{\mathrm{CR}}^{\mathrm{i}}\right)$ and $\left(\mathrm{x}_{\mathrm{CV}}^{\mathrm{i}}, \mathrm{y}_{\mathrm{CV}}^{\mathrm{i}}\right)$ are the coordinates of the mass center, the rigidity center and the center of strength, respectively. It must be noted that both centers CR and CV are defined for each storey.

### 8.4.4 The combined optimization problem

In the third formulation, all three objectives defined in Eqs. (7.18), (7.19a) and (7.19b) are considered to lead to a three-objective optimization problem. A number of methods have been proposed for solving multi-objective optimization problems. The methods are divided into three major categories: (i) methods with a priori articulation of preferences, (ii) methods with a posteriori articulation of preferences, and (iii) methods with no articulation of preferences. In this study the weighted sum method that belongs to the methods with a priori articulation of preferences is considered. These methods allow the engineer to specify preferences, which are articulated in terms of the relative importance of different objectives. The mathematical formulation for the combined optimization problem can be stated as follows:
$\min \quad \mathrm{F}(\mathbf{s})=\mathrm{w} \cdot \mathrm{C}_{\mathrm{IN}}^{*}+(1-\mathrm{w}) \cdot \max \left(\mathrm{e}_{\mathrm{CM}-\mathrm{CR}}^{*}, \mathrm{e}_{\mathrm{CM}-\mathrm{CV}}^{*}\right)$
subject to $\quad \mathrm{g}_{\mathrm{k}}(\mathbf{s}) \leq 0, \mathrm{k}=1,2, \ldots, \mathrm{~m} \quad$ (behavioral)

$$
\left.\begin{array}{l}
\mathrm{t}_{\mathrm{tb,j}}^{\mathrm{i}} \leq \mathrm{r}_{\mathrm{j}}^{\mathrm{i}} \leq \mathrm{t}_{\mathrm{ub}, \mathrm{j}}^{\mathrm{i}}, \mathrm{j}=1,2, \ldots, \mathrm{n}_{\text {columns }}  \tag{7.20}\\
\mathrm{s}_{\mathrm{lb}, \mathrm{j}}^{\mathrm{i}} \leq \mathrm{h}_{\mathrm{j}}^{\mathrm{i}} \leq \mathrm{s}_{\mathrm{ub}, \mathrm{j}}^{\mathrm{i}}, \mathrm{j}=1,2, \ldots, \mathrm{n}_{\text {columns }}
\end{array}\right\} \text { (architectural) }
$$

where $\mathrm{C}_{\mathrm{IN}}^{*}, \mathrm{e}_{\mathrm{CM}-\mathrm{CR}}^{*}$ and $\mathrm{e}_{\mathrm{CM}-\mathrm{CV}}^{*}$ are the normalized values of the three objectives, i.e. the initial construction cost and the two eccentricities, respectively, while $w$ is the weight coefficient which articulates the preferences of the engineer regarding the relative importance of different objectives.

### 8.4.5 Type of design variables

In this study the columns/shear walls are of rectangular shape with dimensions $h \times b$, where $h \geq b$, while the smallest column that is permitted to be allocated is $30 \times 30 \mathrm{~cm}^{2}$. The sizing design variables of the columns and shear walls depend on the topology design variables which are defined first.

### 8.4.5.1 Topology design variables

As mentioned above the columns are divided in two categories. For Type I column/shear walls: if $A C_{1 x}>A C_{1 y}$ the final position of the individual element center of the column/shear wall will be allocated along the edge of $A C_{1 x}$, otherwise it will be allocated along the edge of $A C_{1 y}$. In the case of a square architectural constraint with $\mathrm{AC}_{1 x}=\mathrm{AC}_{1 y}$, the selection of the edge is random. For Type I column/shear walls the lower bound of the topology design variable depends on the indicative minimum column size

$$
\begin{equation*}
\mathrm{t}_{\mathrm{lb}, \mathrm{j}}^{\mathrm{i}}=\frac{\mathrm{h}_{\min }}{2} \tag{7.21}
\end{equation*}
$$

where the minimum column size $\mathrm{h}_{\text {min, }}$ imposed by the design codes, is equal to 30 cm . The above mentioned lower bound constraint is imposed in order to avoid obtaining columns with dimensions less than $\mathrm{h}_{\text {min }}$. The
upper bound is equal to half the size of the corresponding architectural constraint edge ( $\mathrm{AC}_{1 \mathrm{x}}$ or $\mathrm{AC}_{1 y}$ )

$$
\begin{equation*}
\mathrm{t}_{\mathrm{ub}, \mathrm{j}}^{\mathrm{i}}=\frac{1}{2} \sqrt{\left(\mathrm{x}_{\mathrm{S}}-\mathrm{x}_{\mathrm{F}}\right)^{2}+\left(\mathrm{y}_{\mathrm{S}}-\mathrm{y}_{\mathrm{F}}\right)^{2}} \tag{7.22}
\end{equation*}
$$

In Figure 7.2 a the largest edge of the $A C_{1}$ architectural constraint is $A C_{1 y}$ which will be selected as the edge where the individual element center of the column/shear wall will be allocated. Furthermore, $S\left(x_{s}, y_{s}\right)$ is the starting point and $F\left(X_{F}, y_{F}\right)$ is the finishing point of the $A C_{1 y}$ edge, where the $A C_{2}$ point coincides with the finishing point $F$.

In Type II column/shear walls the edge of the $\mathrm{AC}_{1}$ architectural rectangle, where the individual element center of the column will be allocated, has either been preselected or it will be selected by the smallest distance of the projection of the $A C_{2}$ point to the four edges of the $A C_{1}$ rectangle. The four projections points $\mathrm{PPi}, \mathrm{i}=1, \ldots, 4$ are shown in Figure 7.2 b . It can be seen that the distance between the points $A C_{2}$ and PP1 is the smallest one, so the edge of $\mathrm{AC}_{1 \times}$ of the corresponding architectural constraint is selected for the allocation of the individual element center of the column/shear wall and the PP1 projection point is renamed to $\mathrm{AC}_{2}$. Point S ( $\mathrm{X}_{\mathrm{S}}, \mathrm{y}_{\mathrm{S}}$ ) is the starting point and $\mathrm{F}\left(\mathrm{X}_{\mathrm{F}}, \mathrm{Y}_{\mathrm{F}}\right)$ is the finishing point of this edge. The allocation of the mass center of the column/shear wall is either on the left or on the right-hand side of the renamed projection point PP1.

Irrespectively of the side to which the individual element center will be allocated, the lower bound is defined to be equal to zero

$$
\begin{equation*}
\mathrm{t}_{\mathrm{b}, \mathrm{j}}^{\mathrm{i}}=0 \tag{7.23}
\end{equation*}
$$

The definition of the upper bound depends on which side of the projected $\mathrm{AC}_{2}$ point the column mass center will be allocated:
$\mathrm{t}_{\mathrm{ub}, \mathrm{j}}^{\mathrm{i}}=\frac{\mathrm{a}}{2} \quad$ (if on the left side)
$\mathrm{t}_{\mathrm{ub}, \mathrm{j}}^{\mathrm{i}}=\frac{\mathrm{b}}{2} \quad$ (if on the right side)
where " $a$ " is the distance of the new position of the $A C_{2}$ point from point $S$ and " $b$ " is the distance of the new position of the $A C_{2}$ point from point $F$ (see Figure 7.2b).

### 8.4.5.2 Sizing design variables

As mentioned previously, topology design variables are defined first followed by the sizing design variables which are related to the topology design variables. In the case of Type I columns/shear walls there is a direct relation between topology and sizing design variables for each column/shear wall. This sizing design variable is defined as inactive

$$
\begin{equation*}
h_{j}^{i}=2 r_{j}^{i} \tag{7.25}
\end{equation*}
$$

In the case of Type II column/shear walls there is an indirect relation between the two types of design variables defined by:

$$
\mathrm{s}_{\mathrm{lb}, \mathrm{j}}^{\mathrm{i}}=2 \mathrm{r}_{\mathrm{j}}^{\mathrm{i}}
$$

$$
\begin{equation*}
\mathrm{s}_{\mathrm{ub}, \mathrm{j}}^{\mathrm{i}}=2 \min \left(\mathrm{a}^{\prime}, \mathrm{b}^{\prime}\right) \tag{7.26}
\end{equation*}
$$

where $a^{\prime}$ and $b^{\prime}$ refer to the distance of the individual element center of the column/shear wall from points $S$ and $F$, respectively (see Figure 7.2b). In this case the sizing design variables are active, since their dimensions have to be defined by the optimizer and not by the topology design variables as in the case of Type I column/shear walls. The bounds of the size of the column/shear wall are dependent on the topological design variabler $r_{j}^{i}$.

### 8.4.6 Behavioural Constraints

Apart from the architectural constraints, behavioral constraints, imposed by the design codes, have to be satisfied for an acceptable design. These behavioral checks are performed following a structural analysis where
stresses and displacements are calculated and checked according to the EC2 [20] and EC8 [14] design codes. The majority of the seismic design codes belong to the category of the prescriptive building design codes, which include site selection followed by the conceptual, preliminary and final design stages. According to a prescriptive design code the strength of the structure is evaluated at one limit state defined between life-safety and near collapse using a response spectrum corresponding to one design earthquake [14]. In addition, a serviceability limit state is usually checked in order to ensure that the structure will not deflect or vibrate excessively during its functioning.

According to the Eurocodes a number of checks must be considered in order to ensure that the structure will meet the design requirements. In particular, each candidate design should satisfy all EC2 [20] checks for the gravity loads using the following load combination:
$S_{d}=1.35 \sum_{j} G_{k j} "+" 1.50 \sum_{i} Q_{k i}$
where ' + ' implies "to be combined with", the summation symbol ' $\Sigma$ ' implies "the combined effect of", $G_{k j}$ denotes the characteristic value ' $k$ ' of the permanent action $j$ and $Q_{k i}$ refers to the characteristic value ' $k$ ' of the variable action $i$. If the above constraints are satisfied, the multi-modal response spectrum analysis is performed and the earthquake loading is considered using the following load combination:
$S_{d}=\sum_{j} G_{k j} "+" E_{d} "+" \sum_{i} \psi_{2 i} Q_{k i}$
where $E_{d}$ is the design value for the two components (longitudinal and transverse) of the seismic action and $\psi_{2 i}$ is the combination coefficient for the quasi-permanent action $i$, here taken to be equal to 0.30 . All these checks are performed for each candidate optimum design examined by the optimizer.

The main principle of new code provisions, EC8 inclusive, is to design structural systems based on energy dissipation and on ductility in order to control the inelastic seismic response. The following features have to be
taken into consideration in designing a multi-storey RC building for energy dissipation: (i) fulfilment of the strong column/weak beam rule, (ii) member verification in terms of forces and resistances for the ultimate strength limit state under the design earthquake (return period of 475 years, with a $10 \%$ probability of exceedance in 50 years) with the elastic spectrum reduced by the behavioral factor $q$, (iii) damage limitation for the serviceability limit state and (iv) capacity design of beams and columns against shear failure.

### 8.4.7 Initial and limit state cost

The total cost $\mathrm{C}_{\text {тот }}$ of a structure, over a time period which may be the design life of a new structure or the remaining life of a retrofitted structure, can be expressed as a function of the time period and the design variable vector as follows [21]:
$C_{\text {Tот }}(t, s)=C_{I N}(s)+C_{L S}(t, s)$
where $C_{I N}$ is the initial cost of a new or retrofitted structure, $C_{L S}$ is the limit state cost, $s$ is the design vector corresponding to the design loads, resistance and material properties while $t$ is the time period. The term "limit state cost" refers to the potential damage cost from earthquakes that may occur during the life span of the structure. It accounts for the cost of repairs after an earthquake, the cost of loss of contents, the cost of injury recovery or human fatality and other direct or indirect economic losses. The quantification of the losses in economic terms depends on several socio-economic parameters. The limit state cost, for the $i$-th limit state, can be formulated as follows:

$$
\begin{equation*}
C_{L S}^{i}=C_{d a m}^{i}+C_{c o n}^{i}+C_{r e n}^{i}+C_{\text {inc }}^{i} \tag{7.30}
\end{equation*}
$$

where $C_{d a m}^{i}$ is the damage repair cost, $C_{c o n}^{i}$ is the loss of contents cost, $C_{\text {ren }}^{i}$ is the loss of rental cost and $C_{\text {inc }}^{i}$ is the income loss cost. Details about the calculation formula for each limit state cost can be found in [21,22], while Table 7.2 depicts how $C_{L S}^{i}$ is calculated for the text example.

For the purpose of this study the exceedance cost of a damage state is obtained as a percentage of the initial cost as shown in Table 7.3 [23,24]. It is generally accepted that interstorey drift can be used to determine the expected damage. The relation between the drift limit ratios and the damage state, employed in this study (Tables 7.3 and 7.4), is based on the HAZUS project [25] for low-rise RC moment resisting frames for a moderate-code design, and on the work of Ghobarah [26] for ductile moment resisting frames. Based on analytical and experimental data, Ghoborah examined the correlation between drift and damage of various structural elements and systems and determined the relation between the interstorey drift and various damage levels of different reinforced concrete elements and structural systems, as given in Table 7.3.

Based on a Poisson process model of earthquake occurrences and an assumption that damaged buildings are immediately retrofitted to their original intact conditions after each major damage-inducing seismic attack, Wen and Kang [27] proposed the following formula for the limit state cost function considering $N$ damage states:

$$
\begin{equation*}
C_{L S}(t, s)=\frac{v}{\lambda}\left(1-e^{-\lambda t}\right) \sum_{i=1}^{N} C_{L S}^{i} P_{i} \tag{7.31}
\end{equation*}
$$

where
$P_{i}=P\left(\Delta>\Delta_{i}\right)-P\left(\Delta>\Delta_{i+1}\right)$
and

$$
\begin{equation*}
P\left(\Delta>\Delta_{i}\right)=(-1 / t) \cdot \ln \left[1-\bar{P}_{i}\left(\Delta-\Delta_{i}\right)\right] \tag{7.33}
\end{equation*}
$$

$P_{\mathrm{i}}$ is the probability of the $\mathrm{i}^{\text {th }}$ damage state being exceeded given the earthquake occurrence and $C_{L S}^{i}$ is the corresponding limit state dependent cost; $P\left(\Delta-\Delta_{i}\right)$ is the exceedance probability given occurrence; $\Delta_{i,} \Delta_{i+1}$ are the drift ratios defining the lower and upper bounds of the $\mathrm{i}^{\text {th }}$ damage state; $\bar{P}_{i}\left(\Delta-\Delta_{i}\right)$ is the annual exceedance probability of the maximum
interstorey drift value $\Delta_{i} ; v$ is the annual occurrence rate of significant earthquakes, modeled by a Poisson process, and $t$ is the service life of a new structure or the remaining life of a retrofitted structure. The first component of Eq. (7.31) that contains the exponential term is used in order to express the $C_{L S}$ in a present value, where $\lambda$ is the annual momentary discount rate considered to be constant and equal to $5 \%$. It is assumed that after the occurrence of an earthquake the structure is fully restored to its initial state.
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## 9 Numerical Tests of optimum design of RC irregular structures

### 9.1 Performance-based design examples

In this section two test examples are considered. In both test examples the following material properties have been considered: concrete with modulus of elasticity $\mathrm{E}_{\mathrm{c}}=30 \mathrm{GPa}$ and characteristic compressive cylinder strength $f_{c k}=20 \mathrm{MPa}$, longitudinal steel reinforcement with modulus of elasticity $E_{s}=210 \mathrm{GPa}$ and characteristic yield strength $\mathrm{f}_{\mathrm{yk}, \mathrm{s}}=500 \mathrm{MPa}$ and transverse reinforcement with characteristic yield strength $f_{y k, s}=220 \mathrm{MPa}$. The design spectrum that has been used has the following characteristics: $A=0.16 \mathrm{~g}$, ground type $B$ and behavior factor $\mathrm{q}=3.0$ according to EC8 [14]. The cross section of the beams is $25 \times 60 \mathrm{~cm}^{2}$.

The following four formulations of the optimization problem have been considered in the numerical study: (i) minimum initial construction cost (leading to design $\mathrm{D}_{\mathrm{Cin}}$ ); (ii) minimum $C M-C R$ eccentricity (leading to design $D_{\text {Ecr }}$ ); (iii) minimum CM-CV eccentricity (leading to design $D_{E c v}$ ); and (iv) one combined formulation (leading to design $\mathrm{D}_{\text {comb }}$ ) where two values of the weight coefficient of Eq. (5) have been examined (0.1 and $0.9)$. The combined formulation can be described as follows:

$$
\begin{equation*}
\operatorname{Min}\left\{0.1 \cdot \mathrm{C}_{\mathrm{IN}}^{*}+0.9 \cdot \max \left(\mathrm{e}_{\mathrm{CM}-\mathrm{CR}}^{*}, \mathrm{e}_{\mathrm{CM}-\mathrm{CV}}^{*}\right)\right\} \tag{8.1}
\end{equation*}
$$

The solution of all four formulations of the optimization problem is performed with the $\mathrm{EA}(\mu+\lambda)$ optimization scheme [28] with ten parents and offsprings ( $\mu=\lambda=10$ ).

Table 8.1: Limit state dependent cost calculations (in $€ 1,000$ )

| Performance <br> level | $C_{\text {dam }}$ | $C_{\text {con }}$ | $C_{r e n}$ | $C_{\text {inc }}$ | $C_{L S}^{i}$ Eq. (15) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 2 | 0.26 | 0.07 | 0.02 | 0.16 | 0.52 |
| 3 | 2.64 | 0.72 | 0.20 | 1.60 | 5.16 |
| 4 | 10.56 | 2.88 | 0.81 | 6.40 | 20.65 |
| 5 | 23.76 | 6.48 | 1.81 | 14.40 | 46.45 |
| 6 | 42.24 | 11.52 | 3.23 | 25.60 | 82.59 |
| 7 | 52.80 | 14.40 | 4.03 | 32.00 | 103.23 |

Table 8.2: Damage state drift ratio limits and cost based on HAZUS [25]

| Performance <br> level | Damage State | Interstorey Drift (\%) | Cost <br> (\% of initial cost) |
| :---: | :---: | :---: | :---: |
| 1 | None | $\Delta<0.5$ | 0 |
| 2 | Slight | $0.5<\Delta<0.9$ | 0.5 |
| 3 | Moderate | $0.9<\Delta<2.3$ | 20 |
| 4 | Major | $2.3<\Delta<6.0$ | 80 |
| 5 | Destroyed | $6.0<\Delta$ | 100 |

Four different criteria have been used in order to assess the optimum designs achieved through the aforementioned formulations: (i) the initial construction cost; (ii) the total life-cycle cost; (iii) the torsional response criterion; and (iv) the limit state probabilities of exceedance of the optimum designs. For the second and third assessment criteria, ground motions from Table 8.4 are used which have been chosen from the Somerville and Collins [29] database. The records of each hazard level are scaled to the same PGA in order to ensure compatibility between the records, in accordance to the hazard curve taken from the work of Papazachos et al. [30] (see Table 8.5).

Table 8.3: Damage state drift ratio limits and cost based on the work of Ghobarah [26]

| Performance <br> level | Damage State | Interstorey Drift (\%) | Cost <br> (\% of initial cost) |
| :---: | :---: | :---: | :---: |
| 1 | None | $\Delta<0.1$ | 0 |
| 2 | Slight | $0.1<\Delta<0.2$ | 0.5 |
| 3 | Light | $0.2<\Delta<0.4$ | 5 |
| 4 | Moderate | $0.4<\Delta<1.0$ | 20 |
| 5 | Heavy | $1.0<\Delta<1.8$ | 45 |
| 6 | Major | $1.8<\Delta<3.0$ | 80 |
| 7 | Destroyed | $3.0<\Delta$ | 100 |

Table 8.4: Natural records [29]

| Earthquake | Station | Distance | Site |
| :--- | :--- | :--- | :--- |
| Honeydew (PT) | Records in 50/50 hazard level |  |  |
| 17 August 1991 | Cape Mendocino | 20 | rock |
| Cape Mendocino (CM) | Petrolia | 17 | soil |
| 25 April 1992 | Rio Dell | 13 | soil |
| Cape Mendocino (C2) | Butler Valley | 37 | soil |
| aftershock, 4/26/92 | Fortuna | 43 | soil |


| Records in 10/50 hazard level |  |  |  |
| :--- | :--- | :--- | :--- |
| Tabas (TB) | Dayhook | 14 | rock |
| 16 September 1978 | Tabas | 1.1 | rock |
| Cape Mendocino (CM) | Cape Mendocino | 6.9 | rock |
| 25 April 1992 | Petrolia | 8.1 | soil |
| Chi-Chi (CC), Taiwan | TCU101 | 4.9 | soil |
| 20 September 1999 | TCU102 | 3.8 | soil |


|  | Records in 2/50 hazard level |  |  |
| :--- | :--- | :--- | :--- |
| Valparaiso (VL), Chile | Vina del Mar | 30 | soil |
| 3 May 1985 | Zapaller | 30 | rock |
| Michoacan (MI), Mexico | Caleta de Campos | 12 | rock |
| 19 September 1985 | La Union | 22 | rock |
|  | La Villita | 18 | rock |

The fragility analysis is performed following the methodology described in HAZUS [25], where uncertainties on the material properties affecting the capacity curve and on the ground shaking demand are considered. In order to perform the non-linear dynamic analyses required for the lifecycle cost and fragility analyses a centerline model was formed for both test examples. The members are modeled using the force-based fiber beam-column element while the same material properties are used for all the structural elements of both examples. Soil-structure interaction was not considered and the base of the columns at the ground floor is assumed to be fixed while no uncertainties in the foundation conditions have been taken into account.

Table 8.5: Seismic hazard levels [30]

| Event | Recurrence Interval | Probability of <br> Exceedance | PGA (g) |
| :---: | :---: | :---: | :---: |
| Frequent | 21 years | $90 \%$ in 50 years | 0.06 |
| Occasional | 72 years | $50 \%$ in 50 years | 0.11 |
| Rare | 475 years | $10 \%$ in 50 years | 0.31 |
| Very Rare | 2475 years | $2 \%$ in 50 years | 0.78 |

### 9.1.1 Test example 8.1 - Two storey building

The first test example, shown in Figure 8.1, is a two-storey 3D frame where the height of each storey is 3 meters, while the plan layout of the columns/shear walls is the same for both storeys. The following 6 design variables have been used corresponding to 5 topology and 1 active sizing design variables. In Figure 8.2 both architectural constraints ( $\mathrm{AC}_{1}$ rectangles and $\mathrm{AC}_{2}$ points) are presented for all columns/shear walls. It must be noted that all designs obtained from the various formulations of the optimization problem fulfil the requirements of EC2 and EC8 design codes.


Figure 8.1: (a) Sample column Type I with its architectural constraints $A C_{1}$ and $A C_{2}$ (b): Sample column Type II with its architectural constraints $A C_{1}$ and $A C_{2}$.

Table 8.6 depicts the cross-sectional dimensions of the four optimum designs along with the corresponding eccentricities. It should be noted that the eCM-CV shown in Table 8.6 refers to its maximum values over the two storeys of the structure. The dimensions of the columns/shear walls are denoted as dimx and dimy corresponding to the $x$ and $y$ axis, respectively. As it can be seen the eccentricities ( $\mathrm{e}_{\mathrm{CM}-\mathrm{CR}}, \mathrm{e}_{\mathrm{CM}-\mathrm{CV}}$ ) of $\mathrm{D}_{\text {Cin }}$ are larger than one meter, and while the $\operatorname{Min}\left\{\mathrm{e}_{C M-C R}\right\}$ and $\operatorname{Min}\left\{\mathrm{e}_{C M-C V}\right\}$ formulations improved only the eccentricity that was to be minimized, only the combined formulation managed to improve both eccentricities.


|  | $\mathrm{AC}_{1}$ |  |
| :---: | :---: | :---: |
|  | $\mathrm{AC}_{1 \mathrm{x}}$ | $\mathrm{AC}_{1 \mathrm{y}}$ |
| C 1 | 150 | 50 |
| C2 | 50 | 200 |
| C3 | 50 | 200 |
| C4 | 150 | 50 |
| C5 | 40 | 300 |

Figure 8.2: Test example 8.1 - Architectural constraints of a typical storey
In order to assess the structural performance of the optimum designs, nonlinear time-historey analyses are performed for the records from Table 8.4. Table 8.7 contains the maximum and minimum values of the top diaphragm rotation for each hazard level. It can be seen that the maximum rotation of the diaphragm, for all three hazard levels, is encountered for design $D_{\text {Cin }}$. On the other hand, in frequent (50/50) and occasional $(10 / 50)$ hazard levels, design $D_{\text {Ecr }}$ behaves better, while in rare ( $2 / 50$ ) hazard levels it is design $D_{\text {comb }}$ that has the minimum torsional response. As far as the rare hazard level is concerned, between $D_{\text {Cin }} D_{\text {Ecr }}$ and $D_{E c v}$, it is the latter that has the minimum rotation. The performance of designs $D_{\text {Ecr }}$ and $D_{\text {Ecv }}$ in the three hazard levels is in accordance with the findings of Paulay [16,17], Tso and Myslimaj [31] reported for one-storey structures.

In Table 8.8, the optimum designs are compared with respect to the initial limit state and total life-cycle costs. Through this comparison it can be seen that $D_{\text {Cin }}$ is the worst design in terms of life-cycle cost irrespective of
the drift limits considered. The best design in terms of total life-cycle cost, though, depends on the drift limits used for calculating the limit state cost. When HAZUS [25] drift limits are employed designs $D_{\text {Ecr }}$ and $D_{\text {Ecv }}$ perform equally well too, while design $\mathrm{D}_{\text {comb }}$ is the best optimum design. On the other hand, when the drift limits given by Ghobarah [26] are used for the calculation of the limit state cost then $D_{\text {Ecr }}$ is the best design. This is due to the type of the architectural constraints imposed and the irregular plan view, the three formulations related with the minimization of eccentricities (Min $\left\{\mathrm{e}_{\text {См-сR }}\right\}$, Min $\left\{\mathrm{e}_{\text {см-сv }}\right\}$ and combined) converging to optimum designs having shear-walls in both directions. On the other hand $\mathrm{D}_{\text {cin }}$ has the minimum cross-sections, thus the maximum drifts obtained for each hazard level for $D_{\text {Cin }}$ are much greater than those of the other three optimum designs.

The results of the last part of the comparative study, are shown in Table 8.9, where fragility analysis is performed for the slight, moderate, extensive and complete limit states. The four damage states are defined according to HAZUS for low rise buildings for the moderate code design level. More specifically, the probabilities of exceeding slight, moderate, extensive and complete limit states (defined according to HAZUS) are given in Table 8.9. In particular, for the case of the slight and moderate limit states the probabilities of violation, calculated for $\mathrm{D}_{\text {cin }}$, are one order of magnitude larger than those of $\mathrm{D}_{\text {Ecv. }}$. While for the extensive limit state, the probabilities of violation calculated for $\mathrm{D}_{\text {comb }}$ is one order of magnitude less than those of $D_{\text {Ecr }}$ and $D_{\text {Ecv }}$ and two orders less than those for $D_{\text {cin }}$. In the case of the complete limit state the probabilities calculated are less than $10^{-4} \%$ for all designs.

### 9.1.2 Test example 8.2 - Three storey building



Figure 8.3: Test example 8.2 - Architectural constraints of a typical storey
The second test example, shown in Figure 8.3, is a three-storey 3D frame where the height of each storey is 3 meters, while the plan layout of the columns/shear walls is the same for both storeys. The following 10 design variables have been used corresponding to 8 topology and 2 active sizing design variables. In Figure 8.3 both architectural constraints $\left(A C_{1}\right.$ rectangles and $\mathrm{AC}_{2}$ points) are presented for all columns/shear walls. Similarly to the first example designs fulfil the requirements of EC2 and EC8 design codes. Table 8.11 depicts the cross-sectional dimensions of the four optimum designs along with the corresponding eccentricities. The observations regarding the eccentricities are similar to those of the first example, where the combined formulation managed to improve both eccentricities. Table 8.12 contains the maximum and minimum values of the top diaphragm rotation for each hazard level obtained for the records from Table 8.4. It can be seen that the results are in exact accordance with the findings of Paulay [16,17], Tso and Myslimaj [31] reported for
one-storey structures, i.e. among all designs for the frequent and occasional hazard levels $D_{\text {Ecr }}$ has the minimum rotation while in the rare hazard level it is design $D_{\text {Ecv }}$ that has the best performance.

Table 8.13 depicts the initial limit state and total life-cycle costs of the four optimum designs. Similarly to the first test example $\mathrm{D}_{\text {Cin }}$ is the worst design in terms of the life-cycle cost irrespective of the drift limits considered, on the other hand $D_{\text {comb }}$ is the best design for both groups of drift limits. Moreover the performance of $\mathrm{D}_{\mathrm{Ecr}}$ is almost the same with that of $\mathrm{D}_{\text {Cin }}$ for both groups of drift limits. This is due to the fact that no formulation concluded to optimum designs having shear-walls. Moreover, the probabilities of exceeding slight, moderate, extensive and complete limit states (defined according to HAZUS) are given in Tables 8.14 while the observations are similar to those obtained for the total life-cycle cost from Table 8.13.

## Conclusions

In this work, various structural optimum design formulations are assessed with respect to the minimum torsional response of RC buildings in three hazard levels (frequent, occasional and rare) as well as through life-cycle cost and fragility analyses. An optimizer based on evolutionary algorithms has been implemented for the solution of the optimization problems. From the present study the following conclusions can be drawn:

The results reported by Paulay [16,17], Tso and Myslimaj [31], that the rigidity center eccentricity is important mainly when the structural system behaves linearly, while when the structure starts to behave nonlinearly the strength center eccentricity becomes more important to deal with, are verified, in a more rigorous and generalized framework provided by structural optimization procedures where a number of recommendations for designing RC buildings are incorporated. Moreover, these findings reported for single storey RC structures in the past by the two researchers are extended in multi-storey RC buildings.

The second finding is related to the most appropriate design criterion for reducing the torsional response. The proposed combined formulation,
where both $\mathrm{e}_{\text {СМ-СR }}$ and $\mathrm{e}_{\text {См-сv }}$ eccentricities are minimized, is the optimum design formulation that converges to designs having equally well response, in terms of rotation of the top diaphragm, in frequent, occasional and rare hazard levels. Moreover this design formulation shows the better performance with respect to the total life-cycle cost and limit state probabilities of exceedance.

## TABLES

Table 8.6: Test example 8.1-Optimum designs obtained through the formulations examined

| $\begin{aligned} & \frac{1}{E} \\ & \frac{0}{0} \end{aligned}$ | $\mathrm{D}_{\text {Comb }}$ |  | $\mathrm{D}_{\text {Ecr }}$ |  | $\mathrm{D}_{\text {Ecv }}$ |  | $\mathrm{D}_{\text {Cin }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{e}_{\mathrm{CM}-\mathrm{CR}}=9.01 \mathrm{~cm}$ |  | $\mathrm{e}_{\text {CM-CR }}=0.04 \mathrm{~cm}$ |  | $\mathrm{e}_{\mathrm{CM}-\mathrm{CR}}=150.2 \mathrm{~cm}$ |  | $\mathrm{e}_{\mathrm{CM}-\mathrm{CR}}=179.6 \mathrm{~cm}$ |  |
|  | $\mathrm{e}_{\text {CM-CV }}=12.7 \mathrm{~cm}$ |  | $\mathrm{e}_{\mathrm{CM}-\mathrm{CV}}=99.7 \mathrm{~cm}$ |  | $\mathrm{e}_{\mathrm{CM}-\mathrm{CV}}=4.26 \mathrm{~cm}$ |  | $\mathrm{e}_{\mathrm{CM}-\mathrm{CV}}=118.3 \mathrm{~cm}$ |  |
|  | $\operatorname{dim}_{x}$ | $\mathrm{dim}_{y}$ | $\operatorname{dim}_{\mathrm{x}}$ | $\operatorname{dim}_{y}$ | $\operatorname{dim}_{x}$ | $\mathrm{dim}_{y}$ | $\operatorname{dim}_{\mathrm{x}}$ | $\mathrm{dim}_{y}$ |
| C1 | 40 | 30 | 150 | 30 | 30 | 30 | 30 | 30 |
| C2 | 30 | 130 | 30 | 90 | 30 | 150 | 30 | 30 |
| C3 | 30 | 110 | 30 | 130 | 30 | 170 | 30 | 30 |
| C4 | 40 | 30 | 150 | 30 | 70 | 30 | 30 | 30 |
| C5 | 30 | 150 | 30 | 140 | 30 | 150 | 30 | 40 |

Table 8.7: Test example 8.1 - Maximum and minimum values of the torsional response in three hazard levels

| Design philosophy | Hazard Level |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 50/50 |  | 10/50 |  | 2/50 |  |
|  | $\begin{gathered} \max \left(10^{-3}\right. \\ \text { rad }) \end{gathered}$ | $\begin{gathered} \min \left(10^{-3}\right. \\ \text { rad }) \end{gathered}$ | $\begin{gathered} \max \left(10^{-3}\right. \\ \text { rad }) \end{gathered}$ | $\min _{\mathrm{rad})}\left(10^{-3}\right.$ | $\begin{gathered} \max \left(10^{-3}\right. \\ \mathrm{rad}) \end{gathered}$ | $\begin{gathered} \min \left(10^{-3}\right. \\ \text { rad }) \end{gathered}$ |
| $\mathrm{D}_{\text {Comb }}$ | 0.505 | -0.351 | 1.43 | -1.20 | 4.46 | -4.42 |
| $\mathrm{D}_{\text {Ecr }}$ | 0.254 | -0.293 | 0.953 | -1.28 | 5.26 | -5.05 |
| $\mathrm{D}_{\mathrm{Ecv}}$ | 1.51 | -1.40 | 2.46 | -2.33 | 3.50 | -5.05 |
| $\mathrm{D}_{\text {Cin }}$ | 1.69 | -1.34 | 7.90 | -7.91 | 13.90 | -13.40 |

Table 8.8: Test example 8.1-Comparison of the designs with respect to the cost

|  |  | $\mathrm{D}_{\text {Comb }}$ | $\mathrm{D}_{\text {Ecr }}$ | $\mathrm{D}_{\text {Ecv }}$ | $\mathrm{D}_{\text {Cin }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{C}_{\text {IN }}($ in $€ 1,000)$ | 49.23 | 52.80 | 51.24 | 43.81 |
| $\underset{\sim}{N}$ | $\mathrm{C}_{\mathrm{LS}} / \mathrm{C}_{\text {IN }}$ | 0.41 | 0.81 | 0.82 | 3.88 |


|  | $\mathrm{C}_{\text {TOT }}($ in $€ 1,000)$ | 69.56 | 95.92 | 93.21 | 213.93 |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{C}_{\text {LS }} / \mathrm{C}_{\text {IN }}$ | 7.19 | 3.65 | 13.07 | 29.18 |
|  | $\mathrm{C}_{\text {тот }}($ in $€ 1,000)$ | 403.31 | 245.61 | 721.32 | 1322.33 |

Table 8.9: Test example 8.1 - The probability of exceeding the four limit states (\%)

| Limit state | $\mathrm{D}_{\text {Comb }}$ | $\mathrm{D}_{\mathrm{Ecr}}$ | $\mathrm{D}_{\mathrm{Ecv}}$ | $\mathrm{D}_{\mathrm{Cin}}$ |
| :---: | :---: | :---: | :---: | :---: |
| Slight | $1.67 \mathrm{E}+01$ | $7.11 \mathrm{E}+00$ | $4.22 \mathrm{E}+01$ | $7.83 \mathrm{E}+01$ |
| Moderate | $2.80 \mathrm{E}-01$ | $1.22 \mathrm{E}+00$ | $2.08 \mathrm{E}+00$ | $3.02 \mathrm{E}+01$ |
| Extensive | $7.20 \mathrm{E}-04$ | $8.79 \mathrm{E}-03$ | $5.90 \mathrm{E}-03$ | $7.67 \mathrm{E}-02$ |
| Complete | $1.44 \mathrm{E}-07$ | $4.33 \mathrm{E}-06$ | $2.50 \mathrm{E}-06$ | $9.24 \mathrm{E}-05$ |

Table 8.10: Test example 8.1 - The probability of exceeding the four limit states (\%)Table 1

| Limit state | $\mathrm{D}_{\text {Comb }}$ | $\mathrm{D}_{\mathrm{Ecr}}$ | $\mathrm{D}_{\mathrm{Ecv}}$ | $\mathrm{D}_{\text {Cin }}$ |
| :---: | :---: | :---: | :---: | :---: |
| Slight | $1.67 \mathrm{E}+01$ | $7.11 \mathrm{E}+00$ | $4.22 \mathrm{E}+01$ | $7.83 \mathrm{E}+01$ |
| Moderate | $2.80 \mathrm{E}-01$ | $1.22 \mathrm{E}+00$ | $2.08 \mathrm{E}+00$ | $3.02 \mathrm{E}+01$ |
| Extensive | $7.20 \mathrm{E}-04$ | $8.79 \mathrm{E}-03$ | $5.90 \mathrm{E}-03$ | $7.67 \mathrm{E}-02$ |
| Complete | $1.44 \mathrm{E}-07$ | $4.33 \mathrm{E}-06$ | $2.50 \mathrm{E}-06$ | $9.24 \mathrm{E}-05$ |

Table 8.11: Test example 8.2-Optimum designs obtained through the formulations examined

| $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\mathrm{D}_{\text {Comb }}$ |  | $\mathrm{D}_{\text {Ecr }}$ |  | $\mathrm{D}_{\text {Ecv }}$ |  | $\mathrm{D}_{\text {Cin }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{e}_{\text {CM }-\mathrm{CR}}=8.51 \mathrm{~cm}$ |  | $\mathrm{e}_{\text {CM-CR }}=7.54 \mathrm{~cm}$ |  | $\mathrm{e}_{\text {CM }-\mathrm{CR}}=150.3 \mathrm{~cm}$ |  | $\mathrm{e}_{\text {CM }-\mathrm{CR}}=236.8 \mathrm{~cm}$ |  |
|  | $\mathrm{e}_{\text {CM }-\mathrm{CV}}=14.9 \mathrm{~cm}$ |  | $\mathrm{e}_{\mathrm{CM}-\mathrm{CV}}=310.1 \mathrm{~cm}$ |  | $\mathrm{e}_{\mathrm{CM}-\mathrm{CV}}=10.6 \mathrm{~cm}$ |  | $\mathrm{e}_{\mathrm{CM}-\mathrm{CV}}=527.4 \mathrm{~cm}$ |  |
|  | $\operatorname{dim}_{x}$ | $\operatorname{dim}_{y}$ | $\operatorname{dim}_{x}$ | $\operatorname{dim}_{y}$ | $\mathrm{dim}_{\mathrm{x}}$ | $\operatorname{dim}_{y}$ | $\operatorname{dim}_{x}$ | $\mathrm{dim}_{y}$ |
| C1 | 65 | 65 | 55 | 45 | 30 | 70 | 30 | 50 |
| C2 | 55 | 50 | 55 | 40 | 45 | 50 | 35 | 70 |
| C3 | 65 | 70 | 70 | 50 | 50 | 70 | 30 | 70 |
| C4 | 70 | 60 | 50 | 45 | 50 | 40 | 70 | 70 |
| C5 | 70 | 55 | 50 | 30 | 30 | 65 | 40 | 70 |
| C6 | 50 | 70 | 70 | 40 | 60 | 70 | 35 | 50 |
| C7 | 65 | 40 | 50 | 40 | 75 | 40 | 35 | 30 |
| C8 | 40 | 50 | 30 | 35 | 30 | 35 | 30 | 35 |

Table 8.12: Test example 8.2-Maximum and minimum values of the torsional response in three hazard levels

| Design philosophy | Hazard Level |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 50/50 |  | 10/50 |  | 2/50 |  |
|  | $\begin{gathered} \max \left(10^{-3}\right. \\ \text { rad }) \end{gathered}$ | $\begin{gathered} \min \left(10^{-3}\right. \\ \text { rad }) \end{gathered}$ | $\begin{gathered} \max \left(10^{-3}\right. \\ \text { rad }) \end{gathered}$ | $\begin{gathered} \min \left(10^{-3}\right. \\ \text { rad }) \end{gathered}$ | $\begin{gathered} \max \left(10^{-3}\right. \\ \text { rad }) \end{gathered}$ | $\begin{gathered} \min \left(10^{-3}\right. \\ \text { rad }) \end{gathered}$ |
| $\mathrm{D}_{\text {Comb }}$ | 0.815 | -1.07 | 2.97 | -3.28 | 4.39 | -3.27 |
| $\mathrm{D}_{\text {Ecr }}$ | 0.731 | -0.609 | 1.34 | -0.987 | 5.19 | -3.35 |
| $\mathrm{D}_{\mathrm{Ecv}}$ | 1.26 | -1.18 | 3.53 | -3.55 | 3.56 | -4.10 |
| $\mathrm{D}_{\text {Cin }}$ | 3.01 | -3.56 | 8.28 | -8.11 | 9.31 | -11.20 |

Table 8.13: Test example 8.2-Comparison of the designs with respect to the cost

|  |  | $\mathrm{D}_{\text {Comb }}$ | $\mathrm{D}_{\mathrm{Ecr}}$ | $\mathrm{D}_{\mathrm{Ecv}}$ | $\mathrm{D}_{\text {Cin }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{C}_{\text {IN }}(\mathrm{in} € 1,000)$ | 464.97 | 471.65 | 485.10 | 413.85 |
|  | $\mathrm{C}_{\mathrm{LS}} / \mathrm{C}_{\text {IN }}$ | 5.30 | 10.85 | 7.53 | 12.89 |
|  | $\mathrm{C}_{\text {тот }}($ in $€ 1,000)$ | 2928.42 | 5590.37 | 4138.88 | 5749.96 |
| 뎅웅웅 | $\mathrm{C}_{\mathrm{LS}} / \mathrm{C}_{\text {IN }}$ | 17.25 | 21.14 | 16.46 | 24.85 |
|  | $\mathrm{C}_{\text {тот }}($ in $€ 1,000)$ | 8485.03 | 10442.47 | 8470.46 | 10700.06 |

Table 8.14: Test example 8.2 - The probability of exceeding the four limit states
(\%)

| Limit state | $\mathrm{D}_{\text {Comb }}$ | $\mathrm{D}_{\text {Ecr }}$ | $\mathrm{D}_{\text {Ecv }}$ | $\mathrm{D}_{\text {Cin }}$ |
| :---: | :---: | :---: | :---: | :---: |
| Slight | $9.14 \mathrm{E}+01$ | $9.57 \mathrm{E}+01$ | $9.33 \mathrm{E}+01$ | $9.71 \mathrm{E}+01$ |
| Moderate | $6.64 \mathrm{E}+01$ | $7.69 \mathrm{E}+01$ | $7.02 \mathrm{E}+01$ | $8.21 \mathrm{E}+01$ |
| Extensive | $1.63 \mathrm{E}+01$ | $3.67 \mathrm{E}+01$ | $1.77 \mathrm{E}+01$ | $4.63 \mathrm{E}+01$ |
| Complete | $2.25 \mathrm{E}-03$ | $7.61 \mathrm{E}-01$ | $1.02 \mathrm{E}-01$ | $1.66 \mathrm{E}+00$ |

### 9.2 Base shear torque examples

In this section of the study two models are performed in order to evaluate the behavior of optimized one-storey systems for the proposed methodology. Each model has been optimized for the following different objective functions: cost, static eccentricity $e_{c r}$, strength eccentricity $e_{c v}$, ratio and nonlinear ratio. The design variable considered is the column cross section. For every one of the objective functions above the model has been resolved according to constraints based on EAK and EKOS for the first case and Performance-Based Seismic Design for the second case (additionally to EAK and EKOS). Every example is examined through the design models below: Model_cost_ec, Model_cr_ec, Model_cv_ec, Model_rot_ec, Model_cost_nl, Model_cr_nl, Model_cv_nl, Model_rot_nl and Model_nl_nl, where the first component refers to the objective function and the second to the applied regulations.

The models designed based on EAK and EKOS are analyzed through the Modal Dynamic Analysis _ec, while those according to Performance-Based Seismic Design are analyzed through the Nonlinear Dynamic Procedure _nl, which are described in a previous section of the study (Design Procedures). The analysis above is carried out through the StereoSTATIKA commercial package (for the linear analysis) and the Opensees software framework (for the nonlinear analysis).

The optimization process is based on Evolution Strategies as described in a previous section. The optimization algorithm was written by Papadrakakis, Lagaros and Bakas.

### 9.2.1 Description of Model 1

A one-storey RC building is used for the study. The layout of the first model is shown in Figure 7.1, while the east and the south views are shown in Figure 8.4., 8.5, 8.6, and the 1-1 Section in Figure 8.7.


Figure 8.5 The East view of Model1


Figure 8.6 The South view of Model1


Figure 8.7 The 1-1 Section of Model1
In all test cases the following material properties have been considered:
Concrete:
Concrete modulus of elasticity: $\mathrm{E}_{\mathrm{c}}=27.5 \mathrm{GPa}$

Concrete compressive strength at 28 days: $\mathrm{f}_{\mathrm{c}}=25000 \mathrm{kPa}$
Reinforcing steel:
Steel modulus of elasticity: $\mathrm{E}_{\mathrm{s}}=210 \mathrm{GPa}$
Steel yield strength: $\mathrm{f}_{\mathrm{y}}=600000 \mathrm{kPa}$

The materials above correspond to the concrete class C20/25 (nominal cylindrical strength of 20 MPa ) and steel class S500 (nominal yield stress of 500 MPa ), while the slab thickness is equal to 13 cm .

The optimized layouts for the different designs procedures are presented below (Figures 8.8-8.16):


Figure 8.8 Optimized layout through Model1 cost ec design procedure


Figure 8.9 Optimized layout through Model1 cost nl design procedure


Figure 8.10 Optimized layout through Model1 or ec design procedure


Figure 8.11 Optimized layout through Model1 cr nl design procedure


Figure 8.12 Optimized layout through Model1 cv ec design procedure


Figure 8.13 Optimized layout through Model1 cv nl design procedure


Figure 8.14 Optimized layout through Model1 rot ec design procedure


Figure 8.15 Optimized layout through Model1 rot nl design procedure


Figure 8.16 Optimized layout through Model1 nl nl design procedure

Aiming at comparing various procedures in order to reduce the torsional effect, nine design procedures are compared. The model was subjected to two earthquake time historeys for every hazard level - C2_frtn and CM_riod in 50 in50 level, CC_tcu101 and CC_tcu102 in 10 in 50 level, VL_pich and VL valu in $2 \mathrm{in50}$ level.

For the first and the second design models (model_cost_ec, model_cost_nl) the objective function is the initial cost:
$C=C_{I N}=C_{c o n}+C_{s t}+C_{l a b}$
where $C=C_{I N}$ : the initial cost of a new structure
$C_{\text {con }}$ : the concrete cost
$C_{s t}$ : the cost of the steel of reinforcement
$C_{l a b}$ :the laboratory cost
For the third and the fourth design models (model_cr_ec, model_cr_nl) the objective function is the eccentricity of the center of rigidity:
$e_{c r}=\sqrt{\left(x_{C M}-x_{C R}\right)^{2}+\left(y_{C M}-y_{C R}\right)^{2}}$
where $x_{C M}, y_{C M}$ : the coordinates of the center of mass
$x_{C R}, y_{C R}$ : the coordinates of the center of rigidity
For the fifth and the sixth design models (model_cv_ec, model_cv_nl) the objective function is the eccentricity of the center of rigidity:
$e_{c v}=\sqrt{\left(x_{C M}-x_{C V}\right)^{2}+\left(y_{C M}-y_{C V}\right)^{2}}$
where $x_{C M}, y_{C M}$ : the coordinates of the center of mass
$x_{C V}, y_{C V}$ : the coordinates of the strength center
The difference between the models above with the same objective function is the behavioral constraints and the analysis procedure. The _ec design models are constrained by EAK and EKOS and analyzed with a modal analysis method. The _nl design models are designed in compliance with PBD and analyzed with a non-linear dynamic analysis.

For the seventh, eighth and the ninth design models (model_rot_ec, model_rot_nl, model_nl_nI) the objective function is the ratio of torsion:

ROTij $=\frac{\sum_{k=1}^{n}|V k i j|-\sum_{k=1}^{n} V k i j}{\sum_{k=1}^{n} V k i j}$
where n : the number of elements in a floor direction (x or y )
i : the corresponding shear force of the element
$j$ : the direction of the earthquake motion

For the first two design models the ROT is calculated for shear forces result from modal dynamic analysis but the constraints are different at _ec model EAK and EKOS are applied and at _ nl model PBD is performed. For the third design model the ROT is calculated for shear forces result from non-linear dynamic analysis and PBD process is applied.

In Table 8.15 below the results of optimization for Model1 (using 9 different design models) are depicted.

Table 8.15 Comparison between the initial values of the objective functions and the results of the optimization procedure for all the design models

|  |  | Initial values |  |  |  | cost | Final values |  |  |  | Variation Percentage |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Design Mode | cost | e_cr | e_cv | rot |  |  | e_cr | e_cv | rot |  | cost | e.cr | e_cv | rot |  |
| Model1_ cost | 3312,07 | 3,77 | 2,11 | 1,79 | 2,122+267 | 284,30 | 0,97 | 0,10 | 0,10 | 3124,25 | 14,03 | 74,27 | .95,04 | 94,29 |  |
| del1 | 3312,07 | 3,77 | 2,11 | 1,79 | 6,44E+263 | 287,40 | 0,12 | 1,16 | 0,07 | 0,12 | -13,15 |  | -4,96 | 95,44 |  |
| Iodel1 | 3585,14 | 3,77 | 2,50 | 1,78 | E+00 | 3130,07 | 1,16 | 0,01 | 0,22 | 0,00 | 12,69 | .69,22 |  | 87,87 |  |
| Model1 rot | 3312,07 | 3,77 | 2,11 | 1,79 | 7,75+269 | 285,72 | 0,09 | 0,26 | 0,02 | 0,4 | 13,48 | -97,67 | -87,65 | -98,79 |  |
| Model1 n ] nl | 3076,96 | 3,86 | 0,62 | 1,78 | 6,39E+01 | 286,53 | 3,86 | 2,55 | 0,36 | 6,03 | 6,44 | -0,16 | 309,95 | -79,73 |  |
| Model1_ cost_n\| | 3312,07 | 3,77 | 2,11 | 1,79 | 262 | 284, 30 | 0,97 | 0,10 | 0,10 | 3107,16 | -4,0 | 74,27 | 95,04 | 94,29 |  |
| Model2 cran | 3312,07 | 3,77 | 2,11 | 1.79 | +262 | 2911,4 | 0,08 | 1,41 | 0,03 | 0,08 | 12,10 |  | -33,24 | 98,42 |  |
| Model [ conl | 3585,14 | 3,77 | 2,50 | 1,78 | Oet+0 | 3122,09 | 0,51 | 0,03 | 0,12 | 0,00 | 12,22 | 86,45 | -8,90 | 93,18 |  |
| Modeli_ rot_n\| | 3312,07 | 3,77 | 2,11 | 1,79 | 5,33t+265 | 2917,01 | 0,14 | 1,18 | 0,4 | 0,4 | -11,93 | .96,24 | -4,33 | 97,7 |  |

In Figures 8.17- 8.25 below the time historeys of torsional moment and base shear in the $x$ and $y$ direction are presented for the three hazard levels for each design procedure.
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Figure 8.17 Model1 cost ec base shear and torque time histories for the three hazard levels in $x$ and $y$ directions
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Figure 8.18 Model1 cost nl base shear and torque time histories for the three hazard levels in $x$ and $y$ directions
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Figure 8.19 Model1 cr ec base shear and torque time histories for the three hazard levels in $x$ and $y$ directions


Figure 8.20 Model1 cr nl base shear and torque time histories for the three hazard levels in $x$ and $y$ directions
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Figure 8.21 Model1 cv ec base shear and torque time histories for the three hazard levels in $x$ and $y$ directions
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Figure 8.22 Model1 cv nl base shear and torque time histories for the three hazard levels in $x$ and $y$ directions
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Figure 8.23 Model1 rot ec base shear and torque time histories for the three hazard levels in $x$ and $y$ directions
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Figure 8.24 Model1 rot nl base shear and torque time histories for the three hazard levels in $x$ and $y$ directions





Base Shear Vy (kN)

+ 2in50_VL_pich
- 2 in50_VL_valu

Figure 8.25 Model1 nl nl base shear and torque time histories for the three hazard levels in $x$ and $y$ directions

In order to compare the various formulations of the optimization problem with reference to their performance against torsional effect, the envelopes of the base shear and torque time histories are developed. These envelopes are presented below so as to be able to reach any conclusions. (Figures 8.26-8.28)


Figure 8.26 The envelope of the BST time histories for the occasional earthquake hazard level (50in50) in $x$ and $y$ directions



Figure 8.27 The envelope of the BST time histories for the rare earthquake hazard level (10in50) in $x$ and $y$ directions


Figure 8.28 The envelope of the BST time histories for the maximum considered event earthquake hazard level (2in50) in $x$ and $y$ directions

In the occasional earthquake hazard level (50in50-Figure 8.27) in both $x$ and $y$ directions the design models rot_nl and cr_ec appear to perform better than the other design procedures. In particular cr_ec is increased by $136 \%$ in comparison with rot_nl. The design models cost_nl and cv_ec performed worst with their deviation from rot-nl reaching to almost 600\% (638\% for cost_nl, 582\% for cv_ec).

As far as the rare earthquake hazard level (10in50-Figure 8.28) is concerned, the design models cr_ec and rot_nl behave better than other design procedures. Especially, rot_nl appears to have increased by 11\% in the $x$ direction and $50 \%$ in the $y$ direction. The worst performance was observed by cost_nl and cost_ec, which burden the structure more by almost $350 \%$ in the $x$ direction and $435 \%$ in the $y$ direction.

Last in the maximum considered event (2in50-Figure 8.29) hazard level, the design model cr_ec again behaves better than rot_nl by $50 \%$ in both $x$ and $y$ directions, but are still the most well-performed design procedures. With a percentage increase of $300 \%$ and $270 \%$ from cr_ec respectively, cv_ec and cv_nl performed worst of all design models.

### 9.2.2 Description of Model 2

A one-storey RC building is used for the study. The layout of the second model is shown in Figure 8.29, while the south and the east views are shown in Figure 8.30, 8.31, and the 1-1 Section in Figure 8.32.


Figure 8.30 The South view of Model2


Figure 8.29 Model2 layout


Figure 8.31 The East view of Model2


Figure 8.32 The 1-1 Section of Model2
In all test cases the following material properties have been considered:

Concrete:

Concrete modulus of elasticity: $\mathrm{E}_{\mathrm{c}}=27.5 \mathrm{GPa}$
Concrete compressive strength at 28 days: $\mathrm{f}_{\mathrm{c}}=25000 \mathrm{kPa}$
Reinforcing steel:

Steel modulus of elasticity: $\mathrm{E}_{\mathrm{s}}=210 \mathrm{GPa}$
Steel yield strength: $\mathrm{f}_{\mathrm{y}}=600000 \mathrm{kPa}$

The materials above correspond to the concrete class C20/25 (nominal cylindrical strength of 20 MPa ) and steel class S500 (nominal yield stress of 500 MPa ), while the slab thickness is equal to 13 cm .

The optimized layouts (8.33-8.41) for the different designs procedures are presented below:


Figure 8.33 Optimized layout through Model2 cost ec design procedure


Figure 8.34 Optimized layout through Model2 cost nl design procedure


Figure 8.35 Optimized layout through Model2 cr ec design procedure


Figure 8.36 Optimized layout through Model2 cr nl design procedure


Figure 8.37 Optimized layout through Model2 cv ec design procedure


Figure 8.38 Optimized layout through Model2 cv nl design procedure


Figure 8.39 Optimized layout through Model2 rot ec design procedure


Figure 8.40 Optimized layout through Model2 rot nl design procedure


Figure 8.41 Optimized layout through Model2 rot n/ design procedure
Aiming at comparing various procedures in order to reduce the torsional effect, nine design procedures are compared. The model was subjected to two earthquake time historeys for every hazard level - C2_frtn and CM_riod in 50in50 level, CC_tcu101 and CC_tcu102 in 10 in 50 level, VL_pich and VL valu in 2 in 50 level.

For the first and the second design models (model_cost_ec, model_cost_nl) the objective function is the initial cost:
$C=C_{I N}=C_{c o n}+C_{s t}+C_{l a b}$
where $C=C_{I N}$ : the initial cost of a new structure
$C_{\text {con }}$ : the concrete cost
$C_{s t}$ : the cost of the steel of reinforcement
$C_{\text {lab }}$ : the laboratory cost
For the third and the fourth design models (model_cr_ec, model_cr_nl) the objective function is the eccentricity of the center of rigidity:
$e_{c r}=\sqrt{\left(x_{C M}-x_{C R}\right)^{2}+\left(y_{C M}-y_{C R}\right)^{2}}$
where $x_{C M}, y_{C M}$ : the coordinates of the center of mass
$x_{C R}, y_{C R}$ : the coordinates of the center of rigidity
For the fifth and the sixth design models (model_cv_ec, model_cv_nl) the objective function is the eccentricity of the center of rigidity:
$e_{c v}=\sqrt{\left(x_{C M}-x_{C V}\right)^{2}+\left(y_{C M}-y_{C V}\right)^{2}}$
where $x_{C M}, y_{C M}$ : the coordinates of the center of mass
$x_{C V}, y_{C V}$ : the coordinates of the strength center
The difference between the models with the same objective function above is the behavioral constraints and the analysis procedure. The _ec design models are constrained by EAK and EKOS and analyzed with a modal analysis method. The _nl design models are designed in compliance with PBD and analyzed with a non-linear dynamic analysis.

For the seventh, eighth and the ninth design models (model_rot_ec, model_rot_nl, model_nl_nl) the objective function is the ratio of torsion:
$R O T i j=\frac{\sum_{k=1}^{n}|V k i j|-\sum_{k=1}^{n} V k i j}{\sum_{k=1}^{n} V k i j}$
where n : the number of elements in a floor direction ( x or y )
i : the corresponding shear force of the element
$j$ : the direction of the earthquake motion
For the rot_ec and rot_nl design models the ROT is calculated for shear forces result from modal dynamic analysis but the constraints are different at _ec model EAK and EKOS are applied and at _ nl model PBD is performed. For the third design model the ROT is calculated for shear forces result from non-linear dynamic analysis and PBD process is applied.

In Table 8.16 below the results of optimization for Model1 (using 9 different design models) are depicted.

Table 8.16 Comparison between the initial values of the objective functions and the results of the optimization procedure for all the design models

|  |  | \|nitial |  |  | nl | cost | Final |  |  |  | cost | Variation Percentage |  |  | nl |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Design Models | cost | e_cr | e_d | rot |  |  | e_dr | e_cv | rot |  |  | edr | e_dv | rot |  |
| Model2 cost ec | 8480,88 | 4,93 | 4,63 | 0,9 | 202,06 | 7026,64 | 0,45 | 0,45 | 0,05 | 7026,64 | 17,15 | .90,85 | -90,39 | -95,15 | 3377,57 |
| Model2 crec | 7477,87 | 0,00 | 2,11 | 0,02 | 215,41 | 7256,01 | 0,03 | 1,07 | 0,02 | 0,03 | -2,97 | 2927,79 | -49,53 | -10,02 | -99,99 |
| Model2 _v_ ec | 9172,22 | 4,93 | 3,47 | 1,28 | 0,00 | 7874,58 | 0,10 | 0,02 | 0,03 | 0,00 | -14,15 | .97,90 | 99,49 | .97,42 | 0,00 |
| Model2 rot ec | 8480,88 | 4,93 | 4,63 | 0,99 | 180,84 | 7258,07 | 0,04 | 0,67 | 0,02 | 0,02 | -14,42 | .99,13 | -85,43 | .98,05 | .99, |
| Model2 nn nl | 7893,57 | 0,00 | 1,83 | 1,28 | 64,47 | 7152,64 | 1,17 | 0,58 | 0,36 | 37,48 | -9,39 | 0,00 | -68,19 | .71,74 | -41,86 |
| Model2 cost_nl\| | 8480,88 | 4,93 | 4,63 | 0,99 | 202,06 | 7005,26 | 1,03 | 0,34 | 0,31 | 7005,26 | -17,40 | .79,11 | -92,73 | .68,62 | 3366,99 |
| Model2 cr $n$ l | 8480,88 | 4,93 | 4,63 | 0,9 | 202,06 | 7283,21 | 0,03 | 0,40 | 0,04 | 0,03 | -14,12 | .99,38 | .91,31 | .96,31 | .99,80, |
| Model2_ cv_ nl | 9172,22 | 4,93 | 3,47 | 1,28 | 0,00 | 7709,23 | 0,33 | 0,03 | 0,10 | 0,00 | -15,95 | .93,28 | -99,15 | .92,56 | 0,00 |
| Model2 rot nl | 8480,88 | 4,93 | 4,63 | 0,9 | 271,20 | 7375,14 | 0,02 | 1,26 | 0,02 | 0,02 | -13,04 | .99,65 | -72,86 | 98,04 | .99,99 |

In Figures 8.42-8.50 below the time historeys of torsional moment and base shear in the $x$ and $y$ direction are presented for the three hazard levels for each design procedure.
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Figure 8.42 Model2 cost ec base shear and torque time historeys for the three hazard levels in $x$ and $y$ directions
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Figure 8.43 Model2 cost nl base shear and torque time historeys for the three hazard levels in $x$ and $y$ directions
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Figure 8.44 Model2 cr ec base shear and torque time historeys for the three hazard levels in $x$ and $y$ directions
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Figure 8.48 Model2 nl nl base shear and torque time historeys for the three hazard levels in $x$ and $y$ directions
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Figure 8.49 Model2 rot ec base shear and torque time historeys for the three hazard levels in $x$ and $y$ directions
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In order to compare the various formulations of the optimization problem with reference to their performance against torsional effect, the envelopes of the base shear and torque time histories are developed. These envelopes are presented below so as to be able to reach any conclusions. (Figures 8.51-8.53)


Figure 8.51 The envelope of the BST time histories for the occasional earthquake hazard level (50in50) in $x$ and $y$ directions



Figure 8.52 The envelope of the BST time histories for the rare earthquake hazard level (10in50) in $x$ and $y$ directions



Figure 8.53 The envelope of the BST time histories for the maximum considered event earthquake hazard level (2in50) in $x$ and $y$ directions

In the occasional earthquake hazard level (50in50-Figure 8.51) in both $x$ and $y$ directions the design models cr_ec and rot_ec appear to perform better than the other design procedures. In particular rot_ec is increased by $18 \%$ in comparison with cr_ec. The design models cv_nl and rot_nl performed worst with their deviation from cr-ec reaching to almost $150 \%$.

As far as the rare earthquake hazard level (10in50-Figure 8.52) is concerned, the design models rot_ec and cr_nl behave better than other design procedures. Especially, cr_nl appears to have increased by 50\% in the $x$ direction and $45 \%$ in the $y$ direction. The worst performance was observed by cost_nl and cost_ec, which burden the structure more by almost $142 \%$ in the $x$ direction and $125 \%$ in the $y$ direction.

Last in the maximum considered event (2in50- Figure 8.53) hazard level, the design model rot_ec behaves better than cv_nl by $42 \%$ in the $x$ direction and $25 \%$ in the $y$ direction, but are still the most well-performed design procedures. With a percentage increase of $103 \%$ and $82 \%$ from rot_ec respectively, cr_ec and rot_nl performed worst of all design models.
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# 10 ROT: a new design and evaluation criterion of the torsional effect on buildings 

### 10.1 Introduction

The effect of torsion in reinforced concrete buildings was the subject of intensive investigation by many researchers. The reason is that many buildings suffer extensive damage after strong earthquake motions, due to their eccentric arrangement in the floor plan of the vertical resisting elements. Despite many attempt to propose design and/or evaluation criteria, a widely accepted criterion dealing with the effects in both the elastic and inelastic region as well as for multi-storey buildings is lacking from the corresponding literature.

In this study, we investigate the response of buildings exhibiting torsional phenomena and provide a criterion which can be a useful tool for assessing and designing a structure against torsion. The results show that structures with low values of the proposed criterion develop low values of base torque.

However, the edge displacements can increase by up to three times if the system is symmetrical [2]. Additional seismic inelastic deformation caused by structural asymmetry, Earthquake Engineering \& Structural Dynamics, Vol 19, Is 2 pp. 243-258, 1990.

Additional ductility demands on elements and additional edge displacements are taken as response parameters of interest in optimizing the strength distribution. An approximate expression to estimate the additional edge displacements due to structural asymmetry is presented. [3] Lateral strength distribution specification to limit additional inelastic deformation of torsionally unbalanced structures, Engineering Structures, Vol 14, Is 4 pp. 263-277, 1992.

### 10.2Formulation



In the above figure, a generalized floor plan is shown where shear walls and the corresponding shear forces acting are depicted. The shear forces acting on the lateral resisting elements satisfy the following expression:

$$
\sum_{k=1}^{n}|V k i j| \neq \sum_{k=1}^{n} V k i j
$$

where: $\mathrm{n}=$ the number of elements in a floor direction ( x or y ),
$i=$ the corresponding shear force of the element,
and $\mathrm{j}=$ the direction of the earthquake motion
Especially for the above floor plan with a seismic action in the $y$ direction:

$$
\begin{gathered}
\sum_{k=1}^{n}|V k x y| \neq \sum_{k=1}^{n} V k x y=0 \\
\text { and } \\
\sum_{k=1}^{n}|V k y y| \neq \sum_{k=1}^{n} V k y y=\text { Vbase }
\end{gathered}
$$

The floor torsion is usually computed from the elements' shear forces while the elements' torsional moments are neglected. This is a widely accepted assumption without being supported by a mathematical formulation. In this section a formulation is proposed for the torsional criterion which affects the torsional effect on the buildings. The value of the ROT can be related to the best seismic performance against torsion. This ratio has a general application in both the elastic and inelastic seismic
response of the structure. A simple example showing the computation of the Ratio Of Torsion ROT follows.


The total value of ROT for the above building is:

$$
\begin{gathered}
\mathrm{ROT}=\sum_{1}^{n} \sum_{i=x, j=y}^{y, x} \text { ROTij } \\
\text { where } \text { ROTij }=\frac{\sum_{k=1}^{n}|V k i j|-a * \sum_{k=1}^{n} V k i j}{\sum_{k=1}^{n} V k i j} \\
\text { and }
\end{gathered}
$$

$n=$ the number of elements in a floor direction (x or $y$ )
$i=$ the corresponding shear force of the element
$j=$ the direction of the earthquake motion

$$
\text { and } a=0 \text { if } i \neq j \text { or } a=1 \text { if } i=j
$$

Furthermore, the single storey building of Figure 9.1 is selected for demonstrating the ROT computation in an elastic and inelastic region following the non-linear time historey procedure.


Figure 9.1: Geometry of the floor plan
As we can see from the following, we can calculate the: ROTxy = $33.4 * 2 / 82=0,81=81 \%$. That means for this simple structure the effect of the Y - Y seismic force (perpendicular to the floor eccentricity) is an $81 \%$ amplification of the floor's base shear force. So, if the ROT is minimum the structure has the minimum shear forces and thus the minimum resistance demands. If we perform a more accurate non-linear time historey analysis for this structure the ROT is very different. For six seismic records (three in each performance level: 50/50, $10 / 50,2 / 50$ ) the maximum ROT is 2.87. That means that the structure's shear demands is increased by $287 \%$ because of torsion. In this way, we believe that ROT is a very clear and accurate measure of a structure's torsional effect on the lateral resisting elements.

### 10.3Numerical Examples

In this study three test examples are examined. In all test examples the following material properties have been considered: concrete C20/25 with modulus of elasticity $\mathrm{E}_{\mathrm{c}}=30 \mathrm{GPa}$ and characteristic compressive cylinder strength $f_{c k}=20 \mathrm{MPa}$, longitudinal and transverse steel reinforcement B500C with modulus of elasticity $\mathrm{E}_{\mathrm{s}}=210 \mathrm{GPa}$ and characteristic yield strength $f_{y k, s}=500 \mathrm{MPa}$. The earthquake spectrum that has been used in the numerical study has the following characteristics: $A=0.16 \mathrm{~g}$, ground type $B$ and behavior factor $q=3.0$ according to EC8 [14]. The cross section
of the beams is $25 \times 50 \mathrm{~cm}^{2}$, while the cross section of the columns varies in each example. For all test examples, a number of different designs have been considered. The designs vary with reference to the cross sections and the longitudinal reinforcement of the columns but all have the same beams and plan layout.

In the description of the test examples the following terminology has been adopted. Symmetric stands for the structure that has symmetric stiffness and strength along the vertical elements for the $x$ and $y$ axis. "cv_A", "cv_B", "cv_C" stands for designs that are symmetric with reference to the stiffness but not symmetric with respect to the strength. Design " A " has the largest strength eccentricity, while design " C " has the lowest one. Furthermore, "ecc_cr" stands for the design with stiffness eccentricity and "ecc_cr_cv" stands for the design that has the center of strength and center of resistance at opposite sides of the center of mass as suggested by Tso [2]. The performance of the various designs is assessed for different seismic hazard levels with reference to their structural behavior, associated with storey drifts, shear forces of the columns, base shear and roof diaphragm rotation. For this purpose a number of nonlinear analyses have been carried out employing artificial earthquake motions that belong to the $2 \%, 10 \%$ and $50 \%$ hazard levels.

### 10.3.1 Test example 9.1

The first test example, shown in Figure 9.2, is a one-storey 3D building. For this test example, six designs are studied. The symmetric with respect to both $x$ and $y$ directions, three designs having strength eccentricity, one symmetric design (with stiffness and strength eccentricity equal to zero) and one design with strength and stiffness eccentricity having the center of rigidity and the center of strength at opposite sides corresponding to the center of mass. The symmetric and the strength eccentricity designs have the same column cross sections.


Figure 9.2: Plan layout of the first floor

The results show that although, all six designs have the same total elastic stiffness, the column's drifts are not the same especially for the 2/50 hazard level. This is more evident along the $x$ direction, where the structures are not symmetric and rotational displacements and shear forces are developed to the columns in y and x directions. This phenomenon has been described also by Llera and Chopra [1]. It is important to underline that although the designs have the same stiffness, the structure's drifts differ significantly. Furthermore, despite the fact that seismic motion is applied only in the y direction, the vertical elements develop drifts in both $x$ and $y$ directions (see Figure 9.3, 9.4 for all hazard levels).


Figure 9.3: Column drifts of each design in y direction, for each hazard level


Figure 9.4: Column drifts of each design in $x$ direction, for each hazard level
Figure 9.3 depicts the interstorey drifts in the $y$ direction at the top of all columns for the three hazard levels considered. As expected the response of all four designs with the same stiffness coincide for the low hazard level (50/50) while for the higher hazard levels a variation of the drifts' values are encountered due to the change of the columns' capacity. It should be noted that the larger the strength eccentricity is, the larger the induced drifts compared to the symmetric designs.

Figure 9.4 depicts the interstorey drift values along the x direction which is perpendicular to the direction of the seismic excitation. Although the seismic excitation is applied only along the $y$ direction significant drift values are encountered in the $x$ direction for almost all the designs except for the symmetric one. This is due to the fact that the other designs are not symmetric in terms of stiffness and eccentricity with reference to both directions.


Figure 9.5: Column Local Y Shear Forces of each design for each hazard level

The same conclusion can be drawn for columns shear forces. As observed in Figures 9.5 and 9.6, the internal shear forces for each column varies, especially for the 2/50 hazard level although the total forces and the structure's stiffness are the same. Furthermore, the columns develop shear forces along the x direction, while the seismic excitation is applied along the $y$ direction. The worst design is the one with a stiffness eccentricity that develops three to five times larger shear forces from the symmetric one especially in the elastic range (i.e. 50/50 and 10/50 hazard levels).

For the $10 \%$ hazard level of Figures 9.5 and 9.6 the column shear forces are depicted for each hazard level by the two directions. Although it was expected that no shear forces would develop along the $x$ direction, significant shear forces are encountered for all designs for the $2 / 50$ hazard
level, while the ecc_cr design has the worst performance developing shear forces almost one order of magnitude larger than the other designs.


Figure 9.6: Column Local $X$ Shear Forces of each design for each hazard level
Examining the three designs with strength eccentricity, it can be seen that in the elastic range (hazard level 50\%), they have almost the same internal shear forces as the symmetric design. In the inelastic range however (hazard level $10 \%$ and $2 \%$ ), a considerable increase of shear forces in $x$ and $y$ directions is observed. This is because the concrete starts to behave inelastically and the strength eccentricity plays a more significant role. This occurrence has been predicted by ROT as that the maximum shear forces are encountered for the design with the maximum eccentricity (see Figure 9.11).

It is very important to understand that for this simple structure none of the five torsional optimum designs - according to the three basic design philosophies against torsion - can predict minimum vales for each hazard level. Especially, as seen in Figures 9.5 and 9.6 for the three designs with center of strength eccentricity, in the elastic range the columns shear forces are almost equal to the symmetric design, but for the $2 / 50$ hazard level, the shear forces become bigger relatively to the strength eccentricity. Similarly for the design with stiffness eccentricity, and especially for the columns that are in the stiff edge, the shear forces in $x$
and $y$ direction are significant, although the structure is symmetric with reference to strength.


Figure 9.7: Structure's Base Torque of each design for each hazard level


Figure 9.8: Structure's Base Shear $X$ of each design for each hazard level
Similar conclusions can be drawn for Figures 9.8-9.10 where the base shear and roof diaphragm rotation for all three hazard levels are depicted. From Figures 9.7-9.10 in conjunction with Figures 9.5, 9.6 important findings can be extracted. The base shear in the $x$ and $y$ direction, the base torque and the $\theta_{\text {roof }}$ follow the rule of the eccentricity concept in the elastic and inelastic range. This means that, with respect to strength eccentricity, these quantities are bigger for the collapse prevention hazard level. On the other hand, the corresponding quantities, with respect to the design with the stiffness eccentricity, are bigger in the elastic range. The resulting shear forces do not follow this rule, because we can see very big shear forces in ecc_cr for all hazard levels with an important increase for
the $10 / 50$ hazard level of the ecc_cv design. On the contrary the proposed ROT criterion has predicted satisfactorily the structural behavior. Finally, it will be observed that the design according to [2] gives the worse results in terms of all quantities measuring the structural response.


Figure 9.9: Structure's Base Shear $Y$ of each design for each hazard level


Figure 9.10: Roof diaphragm rotation of each design for each hazard level


Figure 9.11: Ratio of torsion of each design for each hazard level

As we can see in Figure 9.11, the ratio of torsion varies between almost zero (for the symmetric design) to 0.62 (for the design with stiffness eccentricity for the $2 / 50$ hazard level). In this figure, the performance of the six designs is evaluated using the proposed criterion, ratio of torsion. ROT formulation is based on internal shear forces for each hazard level. It can be observed that the designs with high values of ROT correspond to high values of the elements' internal shear forces in the elastic and inelastic stage (see Figures 9.5 and 9.6). On the contrary, no other criterion proposed in the literature, can predict the performance of structures with torsional rotations. This is a proof that ROT is a general criterion for the design and the evaluation of the torsional behavior of irregular structures. This finding will be applied to the following examples.

### 10.3.2 Test example 2



Figure 9.12: Plan layout of the first floor


Figure 9.13: Ratio of Torsion of each design for each hazard level

In this test example, we have three designs. The first is the symmetric, the second the one with stiffness eccentricity and the last with strength eccentricity but stiffness symmetric. We can see that the symmetric and ecc_cr designs have about zero rot and the ecc_cv design very bigger in the class of unit which means that we will have about $100 \%$ increase in the internal shear forces of the columns.


Element

Figure 9.14: Column drifts of each design in $x$ direction, for operational hazard level

In Figure 9.14 an important difference between the structure's drifts although the stiffness is the same can be seen. This has been predicted by rot and its correspondence between the three designs and the symmetric and ecc_cv ones. The same can be seen in Figure 9.15 for the shear forces of the structure.

## Hazard Level50\% in 50 years



Figure 9.15: Column Shears of each design in $x$ direction, for operational hazard level


Figure 9.16: Column Shears of each design in $x$ direction, for operational hazard level


Figure 9.17: Column Shears of each design in $x$ direction, for operational hazard level

From Figures 9.16 to 9.19 it can be seen that the ecc_cv design has a very big base torque in the elastic and inelastic stage. So, the minimum ecc_cv criterion is not reliable. The same can be said for the ecc_cr design. This design has a much larger base torque in the $2 \%$ stage although it is strength symmetric. On the other hand, rot had predicted these conclusions as we can see from Figure 9.13.


Figure 9.18: Column Shears of each design in $x$ direction, for operational hazard level


Figure 9.19: Column Shears of each design in $x$ direction, for operational hazard level

### 10.3.3Test example 3



Figure 9.20: Plan layout of the first floor


Figure 9.21: Ratio of torsion of each design for each hazard level
In this test example, we have three designs for the same structure, (i) the strength eccentricity one named ecc_cv with zero stiffness eccentricity, (ii) the stiffness eccentricity named ecc_cr with zero strength eccentricity and (iii) the symmetric one. As seen in Figure 9.21, the ecc_cr design gives a better ratio of torsion than the symmetric one. Figure 9.22 shows the internal forces of the center column in all floors. It is obvious that ratio of torsion had predicted that the bigger shears will be at the ecc_cv design, followed by the symmetric and last the ecc_cr design.


Element

Figure 9.22: Column Shears of each design in $x$ direction, for operational hazard level

This is another case where neither the minimum cr eccentricity nor the minimum cv eccentricity and both minimum can predict the design with the less structure's internal forces due to torsion.

### 10.3.4 Conclusions

The first principal conclusion that all design engineers must have in mind is that although the seismic force is applied in the YY direction, the elements' internal shear forces are also in the x and y direction. This means that in the x direction the elements must have substantial shear strength such that in the case of zero or minimum rot can be about zero. This is in accordance with a false belief of many designers that the structure's base torsion causes torsional moments in the vertical resisting elements. On the contrary, base torque in eccentric structures induces additional shear forces meaning additional ductility and strength demands for the structure and of course additional cost.

In this study the test structures are designed according to the major design criteria for eccentric buildings in the current literature: i.e. mimimum rigidity eccentricity, minimum strength eccentricity and opposite location between center of rigidity and center of strength according to the mass center. As depicted previously, no criterion can be conducted to designs with optimum torsional behavior meaning low element shear forces. This is taken in consideration in simple and more complex structures too.

On the contrary, rot can predict torsional damage and additional shear forces of the element and if the stiffness's are constant it can predict drifts and also ductility demands. This applies to all test examples and many more that we have analyzed. We believe that rot describes with great accuracy the problem of torsion in a simple mathematical formula that can be used from the design engineer and for research purposes as well. The contribution of this study is that rot consists a general design and evaluation criterion for irregular buildings that can be used for linear and non-linear analyses, for one storey and several storey buildings and for simple and real structures as well. So, it can be said that rot is a more general index for structural behavior.
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## 11 Contribution of the thesis and future work

In this study, various structural optimum design formulations are assessed, with respect to the minimum torsional seismic response of RC buildings, for three hazard levels (frequent, occasional and rare) as well as through life-cycle cost and fragility analyses. An optimizer based on evolutionary algorithms has been implemented for the solution of the design optimization problems. From the present study the following conclusions can be drawn:

It was verified for multi-storey buildings with irregularity in plan that the rigidity center eccentricity is important mainly when the structural system behaves linearly, while for nonlinear behavior the strength's center eccentricity becomes more important. The conclusion is based on a more rigorous and generalized framework provided by structural optimization procedures where a number of recommendations for designing RC buildings are incorporated. The results are in accordance with the works of Paulay [16,17], Tso and Myslimaj [31], which were based on observations of the performance of one-storey buildings.

The second finding is related to the most appropriate design criterion for reducing the torsional response. The proposed combined formulation, where both $\mathrm{e}_{\mathrm{CM}-с \mathrm{R}}$ and $\mathrm{e}_{\mathrm{CM}-\mathrm{Cv}}$ eccentricities are minimized, leads to optimum designs having an equally well response, in terms of rotation of the top diaphragm, for frequent, occasional and rare hazard levels. Moreover this design formulation exhibits the better performance with respect to the total life-cycle cost and limit state probabilities of exceedance.

The influence of a large eccentricity of the rigidity center in relation to the mass center is very important for the seismic response of buildings. In this study Evolution Strategies have been implemented for the
minimization of the distance between the mass center and the rigidity center of each floor layout of the building's vertical structural elements. The proposed design methodology is a two-stage procedure leading to the coincidence of the mass and rigidity centers for each storey layout and achieving the fulfilment of the EC2 and EC8 requirements. The minimization of the distance between the mass center and the rigidity center leads to a significant reduction of the torsional strain on the vertical elements of the structure and thus, implicitly leading to a cost-effective design of these elements. The beneficial effect of this kind of optimized layout arrangements of the columns and shear walls is directly observed on the cross sectional and transverse reinforcement requirements for the vertical elements of the structural systems. Evolution Strategies have proved to be a robust and efficient tool for an economically design optimization of seismic resistant reinforced concrete 3D frames.

The first principal conclusion that all design engineers must have in mind is that although the seismic force is applied in the YY direction, the elements' internal shear forces are also in the x and y direction. This means that in the $x$ direction the elements must have substantial shear strength such that in the case of zero or minimum rot can be about zero. This is in accordance with a false belief of many designers that the structure's base torsion causes torsional moments in the vertical resisting elements. On the contrary, base torque in eccentric structures induces additional shear forces meaning additional ductility and strength demands for the structure and of course additional cost.

In this study the test structures are designed according to the major design criteria for eccentric buildings in the current literature: i.e. mimimum rigidity eccentricity, minimum strength eccentricity and opposite location between center of rigidity and center of strength according to the mass center. As depicted previously, no criterion can be conducted to designs with optimum torsional behavior meaning low element shear forces. This is taken into consideration in simple and more complex structures too.

On the contrary, rot can predict torsional damage and additional shear forces of the element and if the stiffness's are constant it can predict drifts and also ductility demands. This applies to all test examples and many more that we have analyzed. We believe that rot describes with great accuracy the problem of torsion in a simple mathematical formula that can be used from the design engineer and for research purposes as well. The contribution of this study is that rot consists a general design and evaluation criterion for irregular buildings that can be used for linear and non-linear analyses, for one-storey and several storey buildings and for simple and real structures as well. So, we can say that rot is a more general index for structural behavior.

These conclusions can be extended in many research fields. First of all we could perform more test examples in order to verify the results in onestorey and especially in multi-storey buildings. Also, we can enhance the constitutive model of the materials in order to have more accurate analyses as well as more accurate conclusions. Another addition to the method could be the implementation of the foundation's influence on the system's response and the structure's behavior. And last we can perform the ROT method on buildings damaged by strength earthquakes and for the retrofit procedure.

