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OBJECTIVES

The subject of this Diploma Thesis is the study of renewable energy production through the
utilization of the Pressure Retarded Osmosis (PRO) concept. The utilization of renewable
energy is a key subject of research conducted worldwide and pressure retarded osmosis is a
technology known for years which came into the surface recently because of the energy crisis.

Osmosis is the flow of water from a low salt concentration solution (e.g. freshwater) to a high
salt concentration solution (e.g. seawater) across a selectively permeable membrane
(permeable for water, non-permeable for salt), driven by a difference in pressure, called osmotic
pressure. Osmotic pressure is attributed to the salt concentration difference across the
membrane and is triggered by Nature’s force to establish equilibrium between different
concentrations in liquids. Power is produced by depressurizing a portion of the diluted seawater
in a turbine. Provided that PRO technology is applied to the river estuaries it can produce
renewable, carbon-free, stable power 24 hours a day, for the whole year and also it can
produce power in places where other renewable energy sources are not efficient enough.

The idea of PRO dates in the mid-1950s, but only a few researches have been done since
then, mainly due to the unsuitable membranes. Researches have been focused on testing
different membranes and modules, and also on the design of models to describe the PRO
concept and evaluate what is needed to increase its efficiency. The design of the membrane
and module, and also that flow conditions of the freshwater and seawater play a very important
role.

This work aims, for the first time, to simulate the performance of Pressure Retarded Osmosis
(PRO) process in a specially designed PRO test cell by using Computational Fluid Dynamic
(CFD). Also, the effects of key parameters, namely the pressure, volumetric flow and
concentration of salt in the seawater, and also the membrane characteristics, on the
performance of the process will be investigated. In addition, the effect of the design of the PRO



test cell will be studied, by testing different designs. The accuracy and precision of the results
will also be examined.
CHAPTER 1.

INTRODUCTION
1.1 Energy Supply and Demand Status

Human society, like any system composed of dynamic processes, depends on an external
energy source. Historically, that source has always been the sun, which provides heat, light,
and photosynthesis for food to support work energy by man and animal, and affects wind and
water motion. Since the early 19th century, though, the discovery of and access to a vast supply
of fossil fuels has enabled the industrial revolution, near exponential growth of population,
technologies, and wealth. That period could well be named the energy revolution [1]. But over
the past few years, awareness has grown that the availability of oil and gas may remain limited
as a result of a variety of political and economic impediments, while world demand for oil and
gas will continue to grow. The 1973 oil crisis confronted several European countries with their
reliance on oil. It made them realize that a steady supply of fossil energy sources could easily
be jeopardized by geo-political disturbances. Governments re-evaluated their energy policies,
and security of supply became an important issue. Policy attention and financial support was
mostly directed towards nuclear power. Several geopolitical and economic developments in the
first decade of the twenty-first century have heightened Europe’s sense of vulnerability in
respect to its energy supplies. On the demand side, China’s and India’s growing energy
consumption and their efforts to secure supplies have intensified global competition over scarce
fossil based resources. These changes in the landscape of the global energy market, in
combination with diminishing supply due to shrinking spare capacity and a low level of
investment, have driven oil and natural gas prices up [2].

The energy debate also takes shape in a different context. In 1972 the Club of Rome
commissioned the study The Limits of Growth, which concluded that if growth trends in world
population, industrialization, pollution, food production and resource depletion were to continue,
the limits to growth on earth would be reached within a hundred years [3]. So, in response to
increasing environmental concerns and to the perceived need to improve self-reliance in energy
supply, also the potential of domestic renewable energy sources was explored. Globally, in the
1980s there arose growing concerns about anthropogenic climate change. In 1987, the
Brundtland commission of the United Nations Commission on Environment and Development
(UNCED published Our Common Future. Hereby they drew attention to the need for economic
development without limiting the ability of future generations to meet their needs [4].
Sustainable development was presented as a positive-sum picture. Economic growth,
environmental protection, distributive justice and long-term sustainability could be mutually
reinforcing [5]. To reach sustainable development, technological, social and institutional
changes would be needed. The concerns about climate change also generated attention for
renewable energy sources. In 1992, the UNCED Conference in Rio de Janeiro presented
Agenda 21, a follow-up on the Brundtland report. It stressed the need to involve people at the
level of the communities in order to deal with global environmental challenges. The Rio
Conference resulted in the United Nations Framework Convention on Climate Change, a treaty
that aims at reducing greenhouse gas emissions. This treaty was the predecessor of the Kyoto
protocol. Several meetings in Kyoto (1997), Bonn (1999), and The Hague (2000) showed how
difficult it was to make internationally binding agreements on emission reduction.

Due to growing international environmental concerns, the EU concentrated on climate change
issues. The EU dedicated itself to reducing greenhouse gas emissions by 8 % below the 1990



level in the period from 2008 to 2012. Increase of the use of renewable energy sources was
regarded is an important part of the set of measures needed to meet the Kyoto Protocol. In
1997, the European Commission published a White Paper on Renewable Energy, in which the
Commission stated that the dependence on energy imports is already 50 percent and expected
to be 70 percent in 2020. The directive aims to increase the EU’s share of electricity produce
from renewable energy sources from 15 % in 2001 to 21 %, and to reach a 12 % energy
consumption from renewable energy sources by 2010 [6]. Moreover, the “Green Paper” on
energy efficiency of July 22, 2005 describes if the energy consumption reduced by about 20%
in the European Union by 2020 will save a total of around 60 billion € annually [7]. So no one
understands how important this issue is not only the environment but also for the economy.

Renewable energy resources could provide an enormous potential for energy generation.
They also offer the possibility to address environmental problems associated with the
generation, transportation, supply and use of fossil energy resources. The burning of fossil fuels
is the main anthropogenic source of carbon dioxide (CO2) and the electricity sector is
responsible for a third of these CO2 emissions. Although technological innovations have
decreased these emissions per unit the use of fossil fuels accounts for more than 80 percent of
overall energy supply in most industrialized countries [8]. Transition towards a more sustainable
energy system would involve cleaner use of fossil fuels, energy efficiency and saving and the
development of renewable energy sources.

CHAPTER 2
RENEWABLE ENERGY TECHNOLOGIES

Renewable energy technologies produce sustainable, clean energy from sources such as the
sun, the wind, plants, and water. Renewable energy technologies have the potential to
strengthen energy security, improve environmental quality, and contribute to a strong energy
economy [1]. The main technologies are:

Biomass
Geothermal

Hydrogen

Hydropower

Ocean

Solar Energy

Wind

Thermoelectric

Pressure Retarded Osmosis


http://www.eere.energy.gov/basics/renewable_energy/biomass.html
http://www.eere.energy.gov/basics/renewable_energy/geothermal.html
http://www.eere.energy.gov/basics/renewable_energy/hydrogen.html
http://www.eere.energy.gov/basics/renewable_energy/hydropower.html
http://www.eere.energy.gov/basics/renewable_energy/ocean.html
http://www.eere.energy.gov/basics/renewable_energy/solar.html
http://www.eere.energy.gov/basics/renewable_energy/wind.html

2.1 Ocean Energy Technologies

Oceans cover more than 70% of the Earth's surface. As the world's largest solar collectors,
oceans contain thermal energy from the sun and can produce mechanical energy from tides
and waves. Even though the sun affects all ocean activity, the gravitational pull of the moon
primarily drives tides, and wind powers ocean waves. Ocean energy technologies include:

e Ocean Thermal Energy Conversion
« Tidal Energy

o Wave Energy

o Ocean Resources

2.2 Ocean Thermal Energy Conversion

A process called ocean thermal energy conversion (OTEC) uses the heat energy stored in the
Earth's oceans to generate electricity.

OTEC works best when the temperature difference between the warmer, top layer of the
ocean and the colder, deep ocean water is about 20°C. These conditions exist in tropical
coastal areas, roughly between the Tropic of Capricorn and the Tropic of Cancer. To bring the
cold water to the surface, ocean thermal energy conversion plants require an expensive, large-
diameter intake pipe, which is submerged a mile or more into the ocean's depths.

Some energy experts believe that if ocean thermal energy conversion can become cost-
competitive with conventional power technologies, it could be used to produce billions of watts
of electrical power.

10
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2.3 Tidal Energy

Some of the oldest ocean energy technologies use tidal power. All coastal areas experience
two high tides and two low tides over a period of slightly more than 24 hours. For those tidal
differences to be harnessed into electricity, the difference between high and low tides must be
more than 16 feet (or at least 5 meters). However, there are only about 40 sites on Earth with
tidal ranges of this magnitude.

2.4 Wave Energy

Wave energy technologies extract energy directly from surface waves or from pressure
fluctuations below the surface. Renewable energy analysts believe there is enough energy in
ocean waves to provide up to 2 terawatts of electricity.

However, wave energy cannot be harnessed everywhere. Wave power-rich areas of the world
include the western coasts of Scotland, northern Canada, southern Africa, and Australia as well
as the northeastern and northwestern coasts of the United States. In the Pacific Northwest

alone, it is feasible that wave energy could produce 40-70 kilowatts (kW) per meter of western
coastline.

11



2.5 Solar Energy Technologies

Solar energy technologies produce electricity from the energy of the sun. Small solar energy
systems can provide electricity for homes, businesses, and remote power needs. Larger solar
energy systems provide more electricity for contribution to the electric power system:

e Photovoltaics
« Concentrating Solar Power
e Solar Energy Resources

2.5.1 Photovoltaics

Photovoltaic (PV) materials and devices convert sunlight into electrical energy, and PV cells
are commonly known as solar cells. Photovoltaics can literally be translated as light-electricity.

First used in about 1890, "photovoltaic" has two parts: photo, derived from the Greek word for
light, and volt, relating to electricity pioneer Alessandro Volta. And this is what photovoltaic
materials and devices do—they convert light energy into electrical energy, as French physicist
Edmond Becquerel discovered as early as 1839.

Becquerel discovered the process of using sunlight to produce an electric current in a solid
material. But it took more than another century to truly understand this process. Scientists
eventually learned that the photoelectric or photovoltaic effect caused certain materials to
convert light energy into electrical energy at the atomic level.

PV systems are already an important part of our daily lives. Simple PV systems provide power
for small consumer items such as calculators and wristwatches. More complicated systems
provide power for communications satellites, water pumps, and the lights, appliances, and
machines in some homes and workplaces. Many road and traffic signs also are now powered
by PV. In many cases, PV power is the least expensive form of electricity for these tasks.

2.5.2 Concentrating Solar Power

Concentrating solar power (CSP) technologies use mirrors to reflect and concentrate sunlight
onto receivers that collect solar energy and convert it to heat. This thermal energy can then be
used to produce electricity via a steam turbine or heat engine that drives a generator.

Concentrating solar power offers a utility-scale, firm, dispatchable renewable energy option.
CSP plants produce power by first using mirrors to focus sunlight to heat a working fluid.
Ultimately, this high-temperature fluid is used to spin a turbine or power an engine that drives a
generator. The final product is electricity.

12
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Fig. 2.1 this solar concentrator has a fixed-focus faceted dish with a concentration of about 250
suns. This system can be used for large fields connected to the utility grid, hydrogen generation,
or water pumping. [2]

Smaller CSP systems can be located directly where power is needed. For example, single
dish/engine systems can produce 3 to 25 kilowatts of power and are well suited for distributed
applications.

There are several varieties of CSP systems:

e Linear Concentrator Systems
e Dish/Engine Systems

e Power Tower Systems

o Thermal Storage Systems.

2.5.3 Solar Energy Resources

Solar radiation, often called the solar resource, is a general term for the electromagnetic
radiation emitted by the sun. Solar radiation can be captured and turned into useful forms of
energy, such as heat and electricity, using a variety of technologies. However, the technical
feasibility and economical operation of these technologies at a specific location depends on the
available solar resource.

13
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2.6 Thermoelectric power

Thermoelectric modules can be used to convert heat energy to electricity. Using a principle
known as "the Seebeck Effect” a temperature differential between the two sides of a
thermoelectric module, electricity can be generated. Because this type of system depends upon
a consistent temperature differential to provide electricity, the modules are often combined with
a known heat source such as natural gas or propane for remote power generation or waste heat
recovery. They are often used in remote locations where power is required but solar energy is
unreliable or insufficient, such as offshore engineering, oil pipelines, remote telemetry and data
collection.

Heat mput

1 Hot

junction
O
=
=
;3;
Cold
junction
Heat
ejected

Fig. 2.2 TEG based on the Seebeck effect.

A device of this type is commonly referred to as a thermoelectric generator (TEG). The
temperature difference (AT) between the hot and cold sources leads to a difference in the Fermi
energy (AEF) across the thermoelectric material yielding a potential difference, which drives a
current.

2.7 Osmotic power

Osmotic power or salinity gradient power is the energy available from the difference in the
salt concentration between seawater and river water. Two practical methods for this are reverse
electrodialysis (RED) and pressure-retarded osmosis (PRO).

Both processes rely on osmosis with ion specific membranes. The key waste product is
brackish water. This byproduct is the result of natural forces that are being harnessed: the flow
of fresh water into seas that are made up of salt water.

The technologies have been confirmed in laboratory conditions. They are being developed into
commercial use in the Netherlands (RED) and Norway (PRO). The cost of the membrane has
been an obstacle. A new, cheap membrane, based on an electrically modified polyethylene
plastic, made it fit for potential commercial use.

14
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Other methods have been proposed and are currently under development. Among them, a
method based on electric double-layer capacitor technology and a method based on vapor
pressure difference.

2.8 Renewables in Electricity Production
Fig. 2.3 presents the data on 2008 worldwide renewable-energy sources.

Renewable energy, end of 2008 (GW)
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Fig. 2.3 2008 worldwide renewable-energy sources. [3]

In 2010, renewable energy supplied an estimated 16% of global final energy consumption
and delivered close to 20% of global electricity. Renewable capacity now comprises about a
quarter of total global power-generating capacity [4].

Global solar PV production and markets more than doubled in comparison with 2009, thanks
to government incentive programs and the continued fall in PV module prices.

Globally, wind power added the most new capacity (followed by hydropower and solar PV), but
for the first time ever, Europe added more PV than wind capacity.

Renewable energy policies continue to be the main driver behind renewable energy growth. By
early 2011, at least 119 countries had some type of policy target or renewable support policy at
the national level, more than doubling from 55 countries in early 2005. More than half of these
countries are in the developing world [5].
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CHAPTER 3
PRESSURE RETARDED OSMOSIS (PRO)

Osmosis, Basic principles of PRO, Membrane theory
3.1 Introduction

It has been known for centuries that the mixing of freshwater and seawater releases energy.
For example will a river flowing into the salty ocean releases large amounts of energy. The
challenge is to utilise this energy, since the energy released from the occurring mixing only
gives a very small increase in the local temperature of the water. During the last few decades at
least two concepts for converting this energy into electricity instead of heat has been identified.
These are Reversed Electro dialysis and Pressure Retarded Osmosis (PRO) [1].

Osmosis is a physical phenomenon that has been exploited by human beings since the early
days of mankind. Early cultures realized that salt could be used to desiccate foods for long-term
preservation. In saline environments, most bacteria, fungi, and other potentially pathogenic
organisms become dehydrated and die or become temporarily inactivated because of osmosis.
Conventionally, osmosis is defined as the net movement of water across a selectively
permeable membrane driven by a difference in osmotic pressure across the membrane.
Present-day applications of the osmosis phenomenon extend from water treatment and food
processing to power generation and novel methods for controlled drug release [2].

For Pressure Retarded Osmosis (PRO), also known as osmotic power, the released chemical
energy is transferred into pressure instead of heat. The concept of harvesting energy generated
during mixing of fresh and salt water was developed in the mid-1950s. Following the 1973 oil
crisis, the interest in PRO for power generation spiked and led to several investigations of the
technical and economic feasibility of PRO. Prof. Sidney Loeb in the early 70’s designed the
world’'s first semi-permeable membrane for desalination purposes using reverse
osmosis.However, the lack of suitable membranes and modules hindered the efforts to
establish PRO technology [3]. After this research limited effort has been made to bring this
technology to a commercial level. There have been some minor studies and testing, but it was
not until 2009 when the first prototype instalation of PRO was established in Norway that the
development picked up momentum. Since this work started around 1996, research has been
focused on designing a suitable membrane for PRO, and at the same time researchers have
worked with system design and several studies of the feasibility of the concept as a commercial
source of energy. The development of an efficient membrane for osmotic power has been the
major focus of these efforts. The current power density of the membrane is approximately 3
W/m?, which is up from less than 0.1 W/m? a few years back, while the target is 5 W/m?, which
combined with other tecnhological improvements it is estimated that would make osmotic power
costs comparable to those of other new renewable sources.

In osmotic power one can utilise the natural occurring osmosis. Sea water and fresh water
have a strong force towards mixing, and this will occur as long as the pressure difference
between the liquids is less than the osmotic pressure difference. For sea water and fresh water
this would be in the range of 24 to 26 bars based on the salt concentration of sea water [1]. By
using PRO technology it will be possible to utilise the enormous potential of a new, renewable
energy source.With a constant supply of electricity, 24 hours per day, independent of weather
conditions, on global basis this potential represents the production of more than 1600-1700
TWh of electricity per year (180 TWh in Europe), while the estimated global energy production
from all renewable sources is approaching 10,000 TWh per year [4], [5].
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3.2 Basic principles of pressure retarded osmosis
3.2.1 Mixing of freshwater and seawater

Freshwater that flows into the sea is mixed irreversibly with seawater. The enthalpy of mixing
for these fluids is close to 0. The temperature in the mixing zone will depend on the temperature
of the freshwater, the seawater temperature and the effective mixing volumes. If the mixing
process is performed in a reversible manner in a device constructed specifically for the purpose,
work can be extracted. The change in Gibbs free energy for mixing 1 mol of freshwater with an
infinite amount of seawater can be expressed by

AGmix =R-T In XH20 (31)

assuming ideal fluids and where xy20 is the mole fraction of water in the seawater. Seawater
has the same osmosity (An indirect measure of the osmotic characteristics of a solution, in
terms of a comparable sodium chloride solution) as a solution of 32 gNaCl/l. In this solution the
concentrations of NaCl and water are 0.549 (1.1 equiv. of ions) and 54.92 mol/l, respectively. At
20 °C the values given above inserted into eq. (3.1) gives AGmix =—48.1 J/mol or-2.7 kJ/kg
freshwater. This amount of energy can be extracted as work in a device that mixes freshwater
and saltwater reversibly. With a molar volume of water of 18-10~° m®mol this corresponds to an
osmotic pressure (see section 3.2.2) of 26.7 bar (ideal solution).

The mixing process of freshwater and seawater will be close to adiabatic, i.e. there is no heat
exchange with the surroundings (dg = 0). Since the enthalpy of mixing is close to 0 and work
(dw) is extracted from the process, the law of energy conservation gives:

dE =cp-dT =dg+dw=dw (3.2)

where dE is the change in internal energy and cp is the heat capacity of the system. Extraction
of work from the mixing process will result in a cooling of the mixture according to eq. (2).
Assume that, e.g. 1 mol of freshwater is mixed with 3 mol of seawater, less than 48.1 J can be
extracted from the process: with a heat capacity of 4.18 J/g the close to 72 g diluted seawater
(4mol) will be cooled by less than 0.17 °C. In a process optimised for energy production less
than half of the reversible work will be taken out and the corresponding mixture thus will be
cooled less than 0.08 °C [6].

3.2.2 Definition of osmosis and osmotic pressure

Osmosis is the movement of water molecules through a selectively-permeable membrane
down a water potential gradient. More specifically, it is the movement of water across a
selectively permeable membrane from an area of high water potential (low solute concentration)
to an area of low water potential (high solute concentration). It is a physical process in which a
solvent moves, without input of energy, across a semipermeable membrane (permeable to the
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solvent, but not the solute) separating two solutions of different concentrations. Osmosis is a
passive process, like diffusion.

Net movement of solvent is from the less-concentrated to the more-concentrated solution,
triggered by Nature’s drive to establish equilibrium between different concentrations in liquids.
The osmotic pressure is defined to be the pressure which if applied as a hydraulic pressure to
the more concentrated solution, would prevent net transport of solvent across the membrane.
Osmotic pressure is a colligative property, meaning that the osmotic pressure depends on the
molar concentration of the solute but not on its identity [7].

3.2.3 Osmotic processes

There are three types of osmotic processes: forward osmosis (FO), reverse osmosis (RO) and
pressure retarded osmosis (PRO).

Forward osmosis uses the osmotic pressure differential (A1) across the membrane as the
driving force for transport of water through the membrane. The FO process results in
concentration of a low concentrated stream (referred to as feed stream) and dilution of a highly
concentrated stream (referred to as the draw solution). Flux in FO is from the feed solution to
the draw solution. In the literature appear applications on the use of FO for water treatment/
Engineering but not as much as those of RO [3].

Reverse osmosis uses hydraulic pressure (AP) to oppose, and exceed, the osmotic pressure
of an aqueous feed solution (in RO, the feed solution is the high concentrated) to produce
purified water. In RO, the applied pressure is the driving force for mass transport through the
membrane. Flux in RO is in the opposite direction of FO. Numerous publications on the use of
RO for water treatment and wastewater reclamation appear in the literature [2].

Pressure retarded osmosis can be viewed as an intermediate process between FO and RO,
hydraulic pressure is applied to the draw solution (similar to RO) but the net water flux is still in
the direction of the concentrated draw solution (similar to FO).

The general equation describing water transport in FO, RO, and PRO is
Jw=A-(AT - AP) (3.3)
where J,, is the water flux, A is the water permeability coefficient of the membrane, At the
osmotic pressure differential and AP the hydraulic pressure differential across the membrane.
For FO, AP is zero; for RO, AP>ATT; and for PRO, AP<ATr. The flux reversal point occurs where

AP=ATr. The flux directions of the permeating water in FO, PRO, and RO are illustrated in
fig.3.1 [3].
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Fig. 3.1 Solvent flows in FO, PRO, and RO [2].

Flux directions and driving forces for the three processes were characterized in the early
1980s by Lee. The FO point, PRO zone, and RO zone, along with the flux reversal point, are
illustrated in fig. 3.1.

3.2.4 Osmotic pressure and power generation in PRO

In PRO, the driving force is capable of elevating the salt water level above the fresh water
level, whereas the potential energy is obtained from the static water height. The process stops
when the hydraulic pressure is equal to the potential osmotic pressure of the salt water.
Osmotic pressure (Mosmotic) can be calculated by the van’t Hoff equation (for dilute solutions):

Mosmotic = 2-Cnacl ‘R T (34)

where R is the gas constant, T, the absolute temperature and c the concentration of NaCl. For a
35 g/l NaCl solution, which is approximatelly the concentration of salt in sea water, eq. (3.4)
gives a theoretical osmotic pressure of 29 bars (2.9x106 Pa) at 20°C. This corresponds to a
water column of 296m [8].

The power that can be generated per unit membrane area (i.e., the power density) is equal to
the product of the water flux and the hydraulic pressure differential across the membrane:

W = J, AP = A-(ATT - AP)-AP  (3.5)

By differentiating eq. (3.5) with respect to AP, it can be shown that W reaches a maximum when
AP=AT/2. (fig. 3.2) Substituting this value for AP in eq. (3.5) yields:

Ax?
Wiax = A

(3.6)

Fig. 3.2 illustrates ideal W and Wp,a« in the PRO zone [3].
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Fig. 3.2 Direction and magnitude of water flux as a function of applied pressure (AP) in FO,
PRO, RO and magnitude of W for PRO [3].

3.3 Membrane theory

3.3.1 Definition of a membrane

A precise and complete definition of a membrane which covers all its aspects is rather difficult,
even when the discussion is limited to synthetic structure as in this outline. In the most general
sense, a synthetic membrane is a barrier which separates two phases and restricts the
transport of the various chemical species in a rather specific manner. A membrane can be
homogeneous or heterogeneous, symmetric or asymmetric in structure; it may be solid or liquid;
it may be neutral, may carry positive or negative charges, or may be bipolar. Its thickness may
vary between less than 100 nm to more than a centimeter. The electrical resistance may vary
from several megaohms to a fraction of an ohm. Mass transport through a membrane may be
caused by convection or by diffusion of individual molecules, included by an electrical field, or a
concentration, pressure or temperature gradient.

The term “membrane”, therefore, includes a great variety of materials and structures, and a
membrane can often be better described in terms of what it does rather than what it is. Some
materials, though not meant to be membranes, show typical membrane properties, and in fact
are membranes, e.g., protective coatings, or packaging materials. All materials functioning as
membranes have one characteristic property in common: they restrict the passage of various
chemical species in a very specific manner [19].
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3.3.2 Structure of osmotic membranes

In osmotic applications membranes restrict the passage of salt and permit that of the fresh
water. They are typically asymmetric, comprised of a thin non-porous dense layer, called skin,
on top of a porous support layer, as shown in fig. 3.3. The osmotic process in PRO occurs in the
semi-permeable skin layer of the membrane. The mass transport through the rest of the
membrane is dominated by hydraulic flow. The porous structures in the membrane mainly serve
to support the skin mechanically, but they reduce the efficiency of the membrane. In PRO
applications, the dense layer of the membrane faces the draw solution and the porous support
layer faces the feed solution (fig. 3.3), as in FO applications, while in RO applications
membranes have the opposite orientation. This configuration is necessary to ensure that the
membrane can sustain the hydraulic pressure induced on the draw solution side [3], [6].

support skin

I
: Salt water
I
I

1
I
Fresh water :

J, ——

Salt concentration

|
|
|
1
o |
|
|
1

Distance

Fig. 3.3 Layers of a PRO membrane, flow conditions and concentration gradient across the
system [5].

3.3.3 Water flux in PRO under real conditions — The effect of salt permeability and
concentration polarization (PRO model)

A PRO model was developed firstly by Lee et al. [20] and expanded by Achilli et al. [3] to
predict water flux and power density under specific experimental conditions.
No skin is perfectly semi-permeable and some salt will diffuse through the skin. With saltwater

on the skin side of the membrane this salt will diffuse into the porous substructure toward the
freshwater, and the salt concentration will thus increase on the freshwater side downstream in
the module [6]. The salt flux across the skin, Js, can be written as:
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-Js =B-ACskin= B-(C4—C3) (3.8)

where B is the salt permeability coefficient. The salt flux is negative because the direction of salt
flow is opposite to that of the water flow. B is given by the equation:

_AU-R)(AP-AT) g,
- .

B

where A is the water permeability coefficient (eq.3.3) and R is salt rejection defined as [20]:

R_1_ salt concentration in the permeate solution _ C, (3.10)
salt concentration in the feed solution C. '

Reverse salt diffusion reduces the effective osmotic pressure difference across the membrane,
ATT, as osmotic pressure is proportionate to salt concentration (eq. 3.4), and consequently the
driving force.

In addition, with salt flux across the membrane another more severe phenomenon takes place,
which also reduces the effective osmotic pressure difference across the membrane, called
concentration polarization. Concentration polarization is the accumulation or depletion of
solutes near an interface. This is caused by the flow of salt and water through the membrane in
opposite directions. Because the membranes used for osmotic processes are typically
asymmetric, concentration polarization occurs externally on the dense layer side and the
support layer, and internally in the support layer side [3]. The effect of concentration polarization
is that the effective pressure difference across the membrane, A, is 14 — 113, corresponding to
the salt concentrations C4 and Cg, instead of 115 — 111, corresponding to Cs and C;, which is
higher. (fig. 14)

Concentrative internal concentration polarization (ICP) is concentration polarization that
results in the solute being concentrated inside the support layer of the membrane. For the
calculation of the effect of the internal concentration polarization, it is assumed that external
concentration polarization has been reduced to negligible levels, i.e. C; = C, and C4 = Cs. In the
porous layer, the salt flow consists of two components acting in opposite directions: a diffusive
part due to diffusion down the salt concentration gradient, and a convective part due to the bulk
flow of water through the membrane. With a mass balance through the membrane, the salt flux
across the layer can thus be written:

-J, =D, -g-M—JWC(x) (3.11)
dx

where ¢ is the porosity of the porous layer and is assumed equal to the volume fraction
occupied by capillary water in the membrane, and Ds is the diffusion coefficient of salt in the
porous layer, which is a function of the fresh water stream. The distance x is measured from the
membrane-solution interface on the porous layer side. Equations (3.8) and (3.11) can be
combined to yield:

“dc(x)

B-(C,~Cy)=D,-&—-J,C(x) (12)

The appropriate boundary conditions are:
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Cx)=Cyatx=0
Cx)=Czatx=rTt

where t is the thickness and T is the tortuosity of the porous layer.
With these boundary conditions, eq. (3.12) can be integrated to give

B-{exp(, -K)-11+J, - 2-exp(, -K)

3 4 (3.13)
C. B-[exp(J,, -K)-1]+J,,

where K = 1t/Dsg, and is a measure of the resistance to salt transport in the porous layer. The
term rt/e represents the structural characteristic of the membrane support layer, is called
structure parameter and is symbolized with the letter S(m). Assuming that the ratio of salt
concentrations is approximately equal to the ratio of osmotic pressures to arrive at:

1—&-exp(JW -K)
c,-C, 1 C,

Aﬂeﬁ T, — 7ty ( ) .
JB -[exp(d,, - K)-1]+1

1N

Ar nm,—-nm, C,-C, 1_& (3-14)
Ca
where AT is the effective osmotic pressure difference across the skin, as osmotic process
occurs in the skin layer.
The equation J,=A-(ATre— AP)=A- (114 — 13 — AP) (eq. 3.3) combined with eq. (3.14) gives [20]:

w

1—5::2~exp(JW -K)
J,=A[x,- 4 —AP] (3.15)
1+J—-[exp(JW -K)-1]

w

Dilutive external concentration polarization (ECP) is concentration polarization that results

in the solute being diluted on the draw solution side of the membrane (the external
concentration polarization in the support layer is considered negligible (C,=C;)). Dilutive
external concentration polarization can be calculated from film theory. The external
concentration polarization modulus (114/17s) is calculated using:

7Ty

= exp(—‘]?w) (3.16)

Ty

Jw is negative in this equation because the water flux is in the direction of the more concentrated
solution and the concentration polarization effect is dilutive (114 < T1s5). k is the mass transfer
coefficient in the draw solution and is calculated using:

~Sh-D

h

k

(3.17)

where D is the diffusion coefficient of salt in the draw solution and dy is the hydraulic diameter of
the flow channel. It has been shown that in spacer-filled flow channels the flow becomes
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turbulent at relatively low Reynolds numbers (Re) (e.g., Re < 50). Under these conditions, the
Sherwood number (Sh) is determined using the correlation:

Sh = 0.2:-Re%*"-Sc%* (3.18)

where Sc is the Schmidt number.

In order to consider the effects of both internal and external concentration polarization on
water flux in PRO, eq. (3.15) can be modified by assuming that C,/C,=1T,/114, and substituting
4=T15 exp(—Jw/K) (from eq. (3.16)). The resulting equation for water flux in the presence of both
internal and external concentration polarization is:

1- "2 exp(3, K) exp()
3, = Az, exp(-) " _AP] (3.19)
1+J—[exp(JWK)—1]

w

where Jy is a function of the membrane characteristics (A and B), mass transfer coefficient in
the draw solution (k), solute resistivity for diffusion within the porous layer (K), bulk osmotic
pressures (11=T1T, and T115), and applied hydraulic pressure (AP).

The parameters necessary to calculate water flux in PRO (eq. (3.19)) are obtained from RO
and FO experiments and from calculation. k is calculated using Egs. (3.16) — (3.18). A and B
are determined under RO conditions; A is calculated using eq. (3.3) and measuring Jw and AP
when Atr= 0 and B is calculated using egs. (3.9) and (3.10). K is obtained from FO experiments
(AP = 0) with deionized (DI) water (0 g/L NaCl) as the feed and using eqg. (3.15). In this case eq.
(3.15) is rearranged to [3]:

_ 1 k
K== In( . +1) (3.20)

External polarization can be reduced effectively with the use of stirring but this does not affect
internal polarization, which is a very serious problem as it reduces a lot the water flux in PRO
[20].

3.3.4 Power density in PRO under real conditions

The power density of the membrane in PRO, which is an index of the membrane efficiency, is
equal to the product of the water flux through the membrane and the hydraulic pressure
differential across the membrane (eq. 3.3). In the case of current generation membranes
(experiencing reverse salt diffusion and concentration polarization), with the combination of eq.
3.5 and eq. 3.19, the equation governing the process is:

-2 exp(2,K)exp(})

W =J, AP = ALz, exp(--2) — 5 _APJAP  (3.21)
1+J—[exp(JWK)—1]

w
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After eq. (3.19) is solved numerically to determine J,, €q. (3.21) can be solved algebraically to
determine W as a function of AP.

Fig. 3.2 shows J, and W as function of AP under real conditions. Reverse salt diffusion
(represented by B) and concentration polarization (represented by k and K) cause the effective
osmotic pressure differential (A1) across the membrane to be lower than the bulk osmotic
pressure differential. This phenomenon, as mentioned before, reduces the attainable J,, and
thus the W compared to the ideal membrane case [3].

It appears that the osmotic efficiency of the membrane itself can be described entirely by the
values of A and B of the skin and one single parameter for the porous support layer S. The
lower the structure parameter, the better the performance of the membrane under PRO

conditions. The desired value for the structure parameter is lower than 0.0015 m [6].

3.3.5 Membrane fouling

In osmotic processes it is important that the freshwater and seawater be as clean as possible.
Substances in the water may get captured within the membrane’s support structure or on the
membrane surfaces, reducing the flow through the membrane and therefore the power output.
This phenomenon, which is called fouling, is linked to the design of the system, to the
characteristics of the membrane, and to the membrane element [9].

There are two types of membrane fouling: external-surface (temporary) and internal-pore
(permanent) fouling.

External fouling appears as an evenly deposited layer on the membrane surface and involves
three distinct mechanisms: (1) scale formation, i.e., heterogeneous crystallization of mineral
salts on the membrane; (2) cake formation, i.e., accumulation of rejected solids on the
membrane; and (3) biofilm formation, i.e., colonization of the membrane module by viable
microorganisms. Multiple surface fouling mechanisms can operate simultaneously, producing
synergistic or antagonistic effects. All three forms of external fouling are influenced by operating
conditions, solution chemistry, temperature, membrane properties, and module geometry, while
biofilm formation is additionally governed by the biogrowth potential of a feed water .External
fouling is minimized through pretreatment and is mitigated by cleaning.

Internal fouling is a change in membrane structure due to physical compaction or chemical
degradation—each of which alters solute and solvent transport. Chemical degradation occurs
when a specific chemical attacks the polymer structure. Physical compaction occurs when
polymeric membranes are subjected to high hydraulic pressures. Macro-voids and micro-voids
within the membrane structure can collapse when exposed to pressures exceeding their elastic
modulus. Internal fouling is largely irreversible, therefore it determines the lifetime of the
membrane [21].

3.3.6 Membrane module

In order to facilitate a working PRO process the membrane must be configured in modules
like in RO, in a plate-and-frame, spiral, fiber, tubular or in other forms (mainly on laboratory-
scale applications). Flat-sheet membranes are packed in etheir plate-and-frame or spiral wound
modules. Tubular membranes are packed in hollow fiber or tubular modules. An essential
feature of the PRO module is the flow of the two water phases along both opposite surfaces of
the membrane, called cross-flow in membrane filtration terminology. This is different from RO
where there is cross-flow all through the module on the saltwater side of the membrane only [6].
Membrane modules in RO application are described seperately below. It would be useful to
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remind here that in RO feed stream is the sea water and permeate is the fresh water. Their use
in PRO applications is similar with some modification.

i) Plate-and-frame

Plate-and-frame modules use flat-sheet membranes that are layered between spacers and
supports. The feed water flows across the flat sheets (feed—side spacer), where a portion
permeates the membranes and flows vertically in the supports, which form a channel for the
permeate water (permeate-side spacer). The feed water continues from one layer to the next
[22].

Fig. 3.4 shows the layers of a plate-and-frame module and fig. 3.5 the whole module.

Plate-and-frame modules offer easy maintenance but they lack adequate membrane support
and their packing density is low.

FEED-SIDE
SPACER

MEMBRANE

SUPPORT AND
PERMEATE-SIDE
SPACER

MEMBRANE

FEED - PERMEATE

Fig. 3.4 Layers in a plate-and-frame module
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Fig. 3.5 Plate-and-frame module

i) Spiral wound

Spiral-wound modules use a “sandwich” of flat sheet membranes and supports, wrapped
spirally around a collection tube. The feed flows in against one end of the rolled spiral and along
one side of the membrane “sandwich”. A portion of the feed solution permeates into the
membrane envelope, where it spirals (flows tangentially) toward the center and exits through
the collection tube.

In fig. 3.6 is shown a spiral wound module and in fig. 3.7 the tangential flow in such a module.

Spiral wound modules offer greater packing densities, but maintenance is difficult [22].

Membrane

permeate
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pipe
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flow -

Membrane
envelope
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Fig. 3.6 Spiral wound module (www.mtrinc.com)
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Fig. 3.7 Tangential flow in a spiral wound module
iii) Tubular

Tubular membranes are usually made by casting a membrane onto the inside of a pre-formed
tube, which is referred to as the substrate tube. There are mainly two types of housing system
for tubular membrane module, which known to be the supported and unsupported tubes
housing system. Basically, in supported housing system, membrane tube is supported by
perforated or porous stainless steel tubes. A bundle of these membrane tubes is mounted into a
vessel that collect permeation and caps are fitted to the end to give different flow pattern.
Exhibiting high mechanical strength, this type of module can be used at high pressure (up to 60
bar) separation process. In the unsupported housing design, the membrane is supported only
by substrate tube and a cartridge is constructed by potting the ends of a bundle of tubes in an
epoxy resin [23].

Fig. 3.8 shows a tubular membrane module
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Fig. 3.8 Tubular membrane module [23].
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iv) Hollow fiber

There are two basic configurations for hollow-fiber membrane module. The first is the closed-
end design. In this module, a loop of fiber or a closed bundle is contained in a pressure vessel.
The system is pressurized from the shell side and permeate passes through the fiber wall and
exits via the other fiber ends, which are open. The second basic design, the opened-end, is
more common. In this case, the fibers are laid out parallel to each other in bundles and the open
ends are then cast into two resin blocks which are bonded into shrouds to form a cartridge. In
order to minimize the pressure drops in the inside of the fibers, the fibers often have larger
diameters than fine fibers used in closed loop system [23].

Hollow-fiber modules offer the greatest packing densities of the configurations described.

lin fig. 3.9 is presented a hollow fiber module with open-end design and in fig. 3.10 one with
closed-end design.
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Fig. 3.9 Hollow fiber module with open-end design [23].
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Fig. 3.10 Hollow fiber module with close-end design [23].
3.3.7 Membrane types in PRO applications

In PRO applications are mainly used two types of membranes: cellulose acetate (CA) and
thin-film composite (TFC), which are commercially available for RO and FO application and can
be used in PRO with some modification for improved performance. The main differences from
RO applications is that in the PRO process pressures are much lower, and thus the thick
compaction resistant support layer that induces high internal concentration polarization is
unecessary, as a thiner one would be able to resist PRO pressures without inducing high
internal polarization. Also, salt and water are flowing in opposite directions. Commercial
cellulose acetate membranes for FO applications can be used in PRO applications with
acceptable performance.
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I) Thin-film composite membranes

The term “thin-film composite” describes the manner in which these membranes are
fabricated. Thin-film composite membranes usually consist of layers of dissimilar materials
joined together to form a single membrane. This layered construction permits use of material
combinations that optimize the performance and durability of the membrane.

Although a variety of materials are used in the fabrication of thin-flm composite membranes,
membranes utilizing an aromatic polyamide barrier layer over a polysulfone base have been
shown to provide the best overall combination of productivity, performance, and durability [24].

In fig. 3.11 is shown the cross section of a TFC membrane.

Fig. 3.11 Cross section of a thin-film composite membrane [8].
i) Cellulose acetate membranes

Cellulose acetate membranes get their name not from their structure, but from the material
used in their fabrication. They are available in diacetate and triacetate (CTA) grades, and in
blends of these grades (CA/CTA) [24]. They are cheaper than TFC membranes but their semi-
permeable properties are inferior.

Fig. 3.12 shows the cross section of a CA membrane.
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Fig. 3.12 Cross section of a CA membrane [8].

3.3.8 Recent experiments by using a small laboratory-scale apparatus

In the study of Gerstandt et al.[8], cellulose acetate (CA) and thin film composite (TFC)
membranes were tested in the PRO process. Over 50 different support materials for the TFC
membrane and a range of asymmetric membrane types made from polymers other than CA
were produced to find the optimal PRO membrane.

A typical casting solution for CA membranes, according to a GKSS patent, consists out of
cellulose diacetate, cellulose triacetate, dioxane, acetone, acetic acid and methanol. This
composition was kept in this study, but the casting parameters were changed in order to
improve the perfomance of these membranes.

Measurements of CA membranes have proven that many of these membranes behave as, or
close to, ideal osmotic behaviour Some of the prototype membranes exhibit very high water
permeabilities, but the corresponding salt retention is still too low, which restricts the power
production in PRO. Investigations of commercial CA membranes showed a verified power of
below 1 W/m? in some cases a power production of 1.6 W/m? was reported. In this study an
improvement from 0.6 W/m? up to 1.3 W/m? was achieved for both the potential and also for the
measured power.

When a high-performance TFC RO membrane is used in the PRO process, its performance is
usually poor due to salt concentration build-up in the support layer (internal polarization).
Therefore, in this study the microporous support layer was made as thin and open as possible,
resulting in a reduction of the structure parameter, S, and in an improvement of the PRO
membrane.

Starting with TFC membranes designed for RO, with an energy density of less than 0.1 W/m?,
only very recently an energy density of 3.5 W/m? has been verified. However, the potential of
this tyge of membrane was calculated using a membrane performance simulator to be close to
5W/m=~.

The difference of the calculated and the measured performance was not or only slightly
present for the CA membranes. For the TFC membranes this is an undesired but present effect.
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In fig. 3.13 the power densities for CA and TFC membranes are presented.
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Fig. 3.13 Power densities for CA and TFC membranes [8].

In the study of A. Achilli et al. [3], water flux in a PRO bench-scale system was measured as a
function of the applied hydraulic pressure for three feed solution concentrations (0 g/L NaCl, i.e.
Deionized (DI) water, 2.5 g/L NaCl and 5 g/L NaCl) and two draw solution concentrations (35
g/L NaCl and 60 g/L NaCl). Given the measured value of the water flux, power density was
calculated as a function of hydraulic pressure. Also, the water flux performance was calculated
using the ICP-ECP model. The mass transport coefficient k was calculated for 20, 35 and 60 g/L
NaCl draw solution concentrations and DI water (0 g/L NaCl) as feed solution concentration.
The membrane coefficients A and B were calculated in a RO bench-scale system. The solute
resistivity for diffusion within the porous layer K for the three draw solution concentrations was
calculated using the PRO system with AP=0 (i.e. FO mode).

A flat-sheet cellulose triacetate (CTA) FO membrane (Hydration Technology Innovations,HT],
Albany, OR) was used in the experiments. The physical characteristics of this membrane are
unique compared to other commercially available semi-permeable membranes and it has been
determined to be the best available membrane for most FO applications. These characteristics
would be high density of the active layer for high solute rejection; a thin membrane with
minimum porosity of the support layer for low internal concentration polarization, and therefore,
higher water flux; hydrophilicity for enhanced flux and reduced membrane fouling; and high
mechanical strength to sustain hydraulic pressure [2].

A schematic drawing of the flat-sheet bench-scale PRO system is shown in fig. 3.14. The
custom-made membrane module had symmetric channels on both sides of the membrane. This
allowed for both the feed and draw solutions to flow tangential to the membrane. The channels
were 75mm long, 25mm wide, and 2.5mm deep. The effective membrane area was 18.75cm?
(channels and membrane area are the same for RO experiments). A variable-speed gear pump
(Cole-Palmer, Vernon Hills, IL) was used to recirculate the feed solution at 0.5 L/min. A high-
pressure positive displacement pump (Wanner Engineering Inc., Minneapolis, MN) was used to
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recirculate the draw solution at 0.5 L/min. The feed solution was contained in a 5.4-L constant-
level reservoir; the volume was kept constant by a float valve and DI water continuously
replenished the water that crossed the membrane. The DI water reservoir was placed on an
analytical balance linked to a computer that collected data continuously. Flux through the
membrane was calculated based on the change of weight of water in the DI water reservoir.
Hydraulic pressures on the feed and draw solutions were monitored and recorded. The
hydraulic pressure of the draw solution loop was controlled with a needle valve. The draw
solution concentration was held constant by continuous reconcentration with a pilot-scale RO
subsystem. The RO subsystem (different from the bench-scale RO system used for conducting
membrane characteristics tests) is described in a previous publication [25].
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Feed solution circuit
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High
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Fig. 3.14 Schematic of the bench-scale PRO system [3].
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Fig. 3.15 Photo of the bench-scale PRO MBR (membrane bioreactor) system [26].

Data collected from the PRO experiments closely matched model predictions. At 970 kPa
hydraulic pressure on the draw solution side, the power densities achieved were up to 2.8 W/m?
for the 35 g/L NaCl draw solution and up to 5.1 W/m? for the 60 g/L NaCl draw solution, while
the water flux was 2.88:-10° m/s and 5.25-10° m/s, respectively. For the CTA membrane
employed, the power density was substantially reduced due to severe internal concentration
polarization and, to a lesser degree, to reverse salt diffusion. External concentration polarization
was found to exhibit a relatively small effect on reducing the osmotic driving force.

In the study of T. Thorsen & T. Holt [6], three membranes were tested about their performance
in a PRO system in several different conditions. A commercial CA (SS10 from Osmonics) RO
sheet membrane, an experimental flat sheet CA membrane made without fabric reinforcement
(naked) for this study and an experimental TFC membrane made in the study (by GKSS
Forschungszentrum, Geesthacht, Germany). Also, the water flux was calculated using a
classical ICP model expanded in this study to calculate the effect of ECP (different from the
model developed by Achilli et al.[3]). By fitting the measured water and salt fluxes to the models,
the values of A, B and S can be calculated as the values that give the best fit of the model to the
experimental results, provided that PRO experiments are done with several different conditions
during the experiment, like various saltwater pressures.

An apparatus was built that uses 65 cm? of sheet membranes in a small cell to do PRO
experiments with actual cross-flow along the membrane surfaces. The cell uses the same type
of spacers that are used in spiral RO modules. The apparatus is equipped with common
precision instruments to measure and control the saltwater and freshwater pressure and
pressure drop along the spacers. The mass transfer is calculated based on change in mass of a
water reservoir connected to the freshwater (low pressure) side only. Piping is stainless steel
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and reinforced tubing. The cell was constructed as part of this study. It was made of a stainless
steel flat sheet design of similar construction as used in most institutes working with RO
experiments. The main difference is that cross flow is possible on both sides of the membrane.
A simplified schematic drawing of the equipment is shown in fig. 3.16. A reservoir in the
saltwater loop is not shown. The saltwater pressure is maintained constant by a backpressure
valve and the fluxes are measured by balances. Further, a pressure system, not shown in the
figure, makes it possible to run continuous hysteresis of PRO-RO by adjusting the pressures on
both sides of the membrane.

Several smaller apparatus using stirred cells instead of the cross-flow cell were also used.
These smaller cells are in principle similar to the equipment used by Lee [20]. Glass cells made
for osmotic flow measurements at ambient pressure have open membrane areas of 1.2 cm?in
the plate that separates the two half cells. A cell made of Hastelloy C for PRO measurements
can use membranes with effective areas of either 7 or approximately 0.5 cm? (due to the low
membrane area the mass transfer is relatively low and there is some scattering in the calculated
flux). The largest area requires a mechanical support of the membrane that significantly
increases the effective diffusion length of the transport system. Without a mechanical support
an aperture in the metal plate that separates the two half cells is only 7mm. Due to bulging of
the unsupported membrane the area is increased to approximately 0.5 cm?,
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Fig. 3.16 Schematic of the apparatus for PRO experiments [6].

For the CA naked membrane, with 23.5 g/L salt concentration difference between bulk flows,
the achieved maximum power density was 1.6 W/m? at an applied pressure of 0.68 bar, while
the water flux was 2.35-10° m/s. However, the expected average salt concentration in a power
plant is approximately 28 g/l NaCl which gives specific power for this membrane approximately
2.1 W/m?. From the TFC membrane made in this study, with 30.6 g/l NaCl salt concentration
difference, it was possible to extract approximately 2.7 W/m? with 2.5-10° m/s water flux,
compared with typically less than 0.1 W/m? for most commercial RO types tested. CA
membranes behave well but their semi-permeable properties are inferior to TFC membranes, as
is well known for application in RO. It has been observed from experiments with commercial
TFC types for RO that these membranes have inherent properties that make them less efficient
in PRO. This was already noted in experiments with PRO by Lee et al. [20]. Therefore, in order
to realise their full PRO performance they need to be redesigned. So far the development of
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TFC membranes has improved the measured performance significantly compared to
commercial RO types.

In the study of Yuan Xu et al. [27], a spiral wound module was tested in the PRO process by
applying different hydraulic pressures and measuring the water flux. Also, the flux performance
of the spiral wound module was modeled via classical ICP models and a dillution model, which
was developed in this study (dillution effects on the draw solution need to be explicitly
accounted for in a spiral wound module). The Hydrowell® membrane and membrane module
were purchased from HTI. The membrane was especially developed for FO applications with an
ultrathin polyester screen mesh support and an active rejection layer based on cellulose
triacetate.

To allow the application of hydraulic pressure as required for PRO tests, the Hydrowell®
element was housed in a pressure vessel self-manufactured with a maximum pressure rating of
30 bar. The pressure vessel was connected to a feed water tank (unpressurized) and a
circulation pump was used for controlling the cross-flow rate at the feed solution side. A
separate pump was used to circulate the draw solution from a 40-L stainless steel pressure
tank. The pressure inside the draw solution tank was controlled by adjusting a needle valve
located at the top of the tank, and it was measured by a mechanical pressure gauge. The
volumetric flow rate through the Hydrowell® module was determined by measuring the time
needed to fill up a volumetric cylinder (20 ml or 50 ml). The average flux was calculated by
normalizing the volumetric flow rate by the effective membrane area according to the equation:

- _Q
Ju==F (3.22
A (3.22)

where Q, is the total permeate flow rate through the entire membrane module and A, is the
effective membrane area.

A schematic drawing of the PRO unit is shown in fig. 3.17. Also, in fig. 3.18 is shown the spiral
wound membrane module open.
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Fig. 3.17 Schematic drawing of PRO unit [27].
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Fig. 3.18 Spiral wound membrane module open [27].

The PRO membrane was tested with the draw solution either inside the membrane envelope
in direct contact with the porous membrane support (x-PRO-in configuration) or outside of the
envelope (x-PRO-out configuration) in direct contact with the active membrane layer (fig. 3.19).
Major leakage of draw solution in Xx-PRO-in configuration was identified at a pressure of ~3 bar
which forced the experiment to be stopped. Therefore, it was concluded that the Hydrowell®
module is not suitable for the x-PRO-in configuration, except where applied pressure is
relatively low. In the x-PRO-out configuration with 0.5 M NaCl draw solution, the maximun
power density was 1.5 W/m? occuring at an applied pressure of 10-11 bar, while the water flux
was 1.43-10° m/s. Improved module/spacer design and proper management of draw solution
and feed water cross-flows are therefore required for optimized power performance from a PRO
spiral wound module. The model prediction agreed well with the experimental results when
mass transfer resistance on the feed water side was insignificant. However, the model
overestimates membrane flux when ECP on the feed solution side is significant.
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Fig. 3.19 Feed and draw solution stream in the two configurations [27].
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The performance of CA hollow fiber membranes, which were made as part of the study of
Jincai Su et all [28] , was tested using a lab-scale FO set-up. Each membrane module had a
filtration area of about 50 cm?. The tests were conducted in the PRO mode, i.e., the draw
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solution (MgCl,) and the feed solution (DI water) counter-currently flowing at the shell and
lumen sides of the membrane module, respectively (fig. 3.20). The volumetric flow rates of the
draw and feed solutions were 300 and 20 mLmin™*, respectively. The pressure at the lumen side
was <2 psi to maintain a flow rate of 20 mLmin™’. The amount of water permeating from the
feed to the draw solution over a selected period of time was measured using a digital balance.
The water permeation flux, J,, (LMH), was then determined based on the weight change of the
feed and the effective membrane area as follows:

where A, (m?) is the effective membrane area and Am (kg) is the weight of water permeated
from the feed to the draw solution over a predetermined time At (h) during PRO tests. The value
of Js was determined from the increase in the feed conductivity:

— (Ctvt) — (Covo) i

JS
At

(3.24)

where Co (mol L™) and V, (L) are the initial salt concentration and the initial volume of the feed,
respectively, while C, (mol L™) and V; (L) are the salt concentration and the volume of the feed
over a predetermined time At (h), respectively, during the tests.

Fig. 3.20 shows the flow of the draw and feed solution in a membrane tube inside the module.
Also, a schematic drawing of the PRO system is presented in fig. 3.21.

Draw solution T T

Feed solution

Fig. 3.20 Draw and feed solution flow in a membrane tube [29]
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Fig. 3.21 Schematic drawing of the PRO system [29]

CHAPTER 4.
PRESSURE RETARDED OSMOSIS POWER PLANT

4.1 Description

The PRO plant can be described as a desalination plant running backwards. A desalination
plant uses a RO process operating against the osmotic force. However, a PRO plant utilizes the
same osmotic force to produce energy from the mixing of fresh water and salt water.

In a simplified process freshwater is fed into the plant from a river and filtered before entering
the membrane modules. Seawater is supplied by a pump. In the membrane module (flat-sheet
for a simplified plant) (see chapter c.6), 80—-90% of fresh water is transferred by osmosis across
the membrane into the pressurized filtered seawater. The osmotic process increases the
volumetric flow of high pressure seawater and is the key energy transfer in the plant. The
brackish water from the membrane module is split into two flows. About 1/3 of the water goes to
the turbine to generate power and 2/3 returns to the pressure exchanger to pressurize the
seawater feed. Since the volumetric flow handled by the turbine is higher than the flow rate
handled by the pump, the system delivers net work output. The net work output is the difference
in the work delivered by the turbine and the work required by the pump. Typical operating
pressure is in the range of 11-15 bars. This is equivalent to a water head of 100-145 m in a
hydropower plant. The fresh water operates in ambient pressure [8].

A simplified PRO power plant is shown in fig. 4.1.
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Fig. 4.1 Simplified PRO power plant [9].
4.2 Location

As a PRO power plant requires a constant flow of fresh water and salt water, it is neccesary to
be placed near rivers or lakes, which will support the plant with fresh water, and the sea level,

which provides the salt water. An ideal location is the estuary of a river as it's close to both
locations.

Several plant designs have been
developed for PRO power generation.
Fig. 4.2 shows a typical plant placed at
sea level. Fresh water is taken from a
river close to its outlet. Seawater is fed
into the plant by underground pipes. The
brackish water is let to the natural
brackish water zone of the estuary thus
maintaining the flow of water in the river.
In many respects this PRO process can
be designed as a run-of-river
hydropower plant [8].

Fig. 4.2 Sea level PRO power plant [10].

41



Another major concept utilizes the
gravity instead of the pressure
exchanger to pressurize the incoming
seawater. By placing the whole plant 100
to 130 meters below sea level the
efficiency of the process can be
increased significantly. The concept
comprises a normal hydropower plant
running on water from a river or a lake
utilizing the extra water head. A
membrane plant pumps the water out of
the sub-sea cavern (fig. 4.3) [8].

Fig

Osmotic power can also be used for

pumping of water across dikes, for
example from IJsselmeer in the
Netherlands to the North Sea. The
flexible design of the PRO plant allows
the combined power and pumping station
(yellow circle in fig. 4.5) to be fitted
between existing infrastructures as the
fig. 4.5 suggests. The membrane section
can be located below ground. Filtration
units for saltwater and freshwater as well
as turbine halls can be placed on
appropriate locations in the area.
This concept produces power at the
same time as it drains the dike. An
additional advantage is that the water
going into the ocean will be cleaner than
the unprocessed freshwater [12].

Fig. 4.6 Power and pumping station
(yellow circle)
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4.3 Power generated and cost

The higher the gradient between salinity in the fresh- and saltwater, the more pressure will
build up in the system. Similarly, the more water that enters the system, the more power can be
produced. Given the sufficient control of the pressure on the salt water side, approximately half
the theoretical energy (from the 24-26 bars of the theoretical osmotic pressure) can be
transformed to electrical power, meaning that the operating pressure are in the range of 11-15
bars, which is equivalent to a water head of 100-145 m in a hydropower plant, enabling the
generation of 1 MW per m*/sec of freshwater [9].

The estimated energy cost of osmotic power is comparable and competitive with the other
new renewable energy sources, such as wave, tidal, biomass and offshore wind being in the
range of 50-100 €/MWh. The capital cost of installed capacity is high compared to other
renewable energy sources. However, each MW installed is very productive, with an average
operation time above 8,000 hours a year. This should generate approximately twice the energy
supplied (GWh) per installed MW per year compared for example to a wind mill.

These estimations have been made with the target power density of the membrane, 5 W/m?,
and other future technological improvements [5].

To evaluate the current economic feasibility of PRO, estimates of PRO facility revenue per
membrane area per year can be determined using:

Revenue
Membrane area-year

= Power density-Energy price (4.1)

Considering an achievable power density of 5 W/m? and a current energy price of 0.10 $/kWh, a
facility revenue of 4.4 dollars per square meter of membrane per year ($/m?y) would result. In
order to better understand this, fig. 7 illustrates the facility revenue generated by each square
meter of membrane ($/m?) as a function of energy price, considering different membrane
lifetimes (see section 3.4.5), and based on 5 W/ m? of power density. As would be expected,
revenues increase with increasing energy price and membrane life. At current energy prices
and achievable power densities, for an expected membrane life of 5 years, the membrane
revenue is 22 $/m?. This value is at the lowest of the range of the current estimated bulk cost of
membranes per square meter, 20-40 $/m? (estimation based on RO-type membranes). Thus,
currently PRO does not appear to be able to produce energy at a competitive cost. In order for
PRO to be more competitive, a substantial increase in power density, decrease in membrane
cost, or increase in membrane life (or some combination thereof) must be achieved [13].

43



150

10-year membrane life
5-year membrane life

1254

1-year membrane life

100+

Membrane revenue, $/m?
18] ~
AP
|

254

0 0.10 0.20 0.30
Energy price, $/kWh

Fig. 4.7 Sensitivity analysis for membrane revenue as a function of energy price and membrane
life. Membrane revenue is calculated as the product between the power density and the energy
price. A power density of 5 W/m? is assumed [13].

4.4 Sijze

The size of PRO power plant depends mainly on the produced power and less on the level of
the existing technology (especially the power density of the membrane). The prototype plant
(capacity 10kW — see section 4.5) consists of about 2,000 m? of membrane, 66 pressure pipes,
a cleaning unit, pressure exchangers, and a turbine. It is estimated that a full-size 25-MW
osmotic power plant, which could supply around 30000 European households with electricity,
would require 5 million m? of membrane. That would require a plant the size of a football
stadium. The operational scale of such a plant is stunning: To achieve an output of 1 MW, as
mentioned above, 1 cubic meter (m®) of freshwater per second must be mixed with 2 m* of
seawater at 12 bar. This means that a typical 25-MW plant would need 25 m?® of freshwater and
50 m* of seawater per second [14].

4.5 The first PRO power plant

After more than a decade of collaborative research and development, and a little more than a
year of construction, the world’s first prototype plant put into operation in spring 2009 in the
southeast of Norway, at Tofte on the Oslo fjord. The location is within the facility of a pulp
factory in operation, which simplifies the approval process and at the same time gives good
access to existing infrastructure. In addition, the location has good access to sea water from the
ocean, and fresh water from a nearby lake.

The prototype plant is designed as a typical plant placed at sea level. Freshwater is taken from
the lake via pipes. Seawater is fed into the plant by underground pipes, and the brackish water
is lead to the natural brackish water zone [5]. The plant, as mentioned above, comprises about
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2,000 m? of membrane, 66 pressure pipes, a cleaning unit, pressure exchangers, and a turbine
[14]. The membrane unit consists of a bank of modified spiral wound modules [13].
In fig. 4.8 is shown a model of the prototype.

MEMBRANE RACK

PRETREATMENT FRESH WATER

PRETREATMENT SALT WATER PRESSURE EXCHANGER BOOSTER PUNPS

Fig. 4.8 Model of the prototype [5].

Since this is the first plant built for PRO operation, severe precautions have been taken to
make sure that possible pollution in the water does not destroy the membranes. For the sea
water regular pressure screens are used, and for the fresh water from the lake the pre-
treatment is similar to that being used for drinking water. The ambitions are that the fresh water
can be treated similar to the sea water. This will however be based on the operational
experiences.

The main objectives of the prototype are twofold. Firstly, confirming that the designed system
can produce power on a reliable 24-hour/day production. Secondly, the plant will be used for
further testing of technology achieved from parallel research activities to substantially increase
the efficiency. These activities will mainly be focused on membrane modules, pressure
exchanger equipment and power generation (turbine and generator). In addition, there will be a
focus on further development of control systems, water pre-treatment equipment, as well as
infrastructure with regards to water inlets and outlets. Furthermore, the interface and integration
for all the components in the system can be studied together in operation, not only as individual
parts of a system. Finally, the prototype will be a meeting place for all stakeholders in the
development of osmotic power, such as research, industry and governmental representatives.

Although the design capacity is in the range of 10 kW, the capacity in the first phase is less,
about 2 to 4 kW. The membranes have room for improvement, as they have power density less
than 1w/m?, and there are high expectations for optimizations for the whole system as such.
After operation and further testing, the experience gained will be based on both operational
changes as well as changes to the system and replacement of parts. This is in order to increase
the efficiency and optimize the power generation [5]. In a longer perspective this would be used
as a basis to develop a power plant with installed capacity between 1-2 MW. If viable, project
results will be used to develop a commercial osmotic power facility (25 MW) by 2015 [15].

Fig. 4.9 shows a photo of the prototype PRO power plant along with the pulp factory. In fig.
4.10 is presented the plant alone and in fig. 4.11-4.13 some parts of the infrastructure.
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Fig. 4.9 Prototype PRO power plant along with the pulp factory [16].

Fig. 4.10 Prototype PRO power plant [17].
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Fig. 4.12 Membranes coiled up inside pressure vessels [18].

Fig. 4.13 Hydraulic turbine and behind the membrane unit [18].
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CHAPTER 5.

GEOMETRY, MODELING, EXPERIMENTAL

Description of the geometry, Modeling, Experimental setup
5.1 Description of the geometry

Initially in this work, the pressure retarded osmosis process was investigated in a test cell
(module) of the company Hydration Technology Innovations (HTI), which is used for PRO and
FO experiments. The flow in this cell has been simulated using computational fluid dynamics in
order to: i) compare the results of CFD with experimental results and test if PRO concept can be
simulated using computational methods, and ii) investigate the effect of key parameters in the
process such us pressure, inlet flow rate, membrane characteristics and salt concentration.
Finally, two new designs have been tested for their performance in PRO and compared with the
HTI test cell.

The following figure depicts the HTI test cell in 3 views:

Membrane

High Pressure
Side (salt water)

Low Pressure
Side (fresh water)

i) View from a random spot ii) Side view
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1ii) Back view
Fig. 5.1 HTI test cell

The HTI test cell, as shown in the figure above, consists of two sides, high pressure side (HPS)
and low pressure side (LPS), where the salt and fresh water flow respectively, a membrane
jammed between the two sides and two plates fixed to both sides to prevent the construction
from breaking because of the high pressure.

The drawings of the two sides are shown in the figures below (dimensions in inches):
Flow guidelines used to spread
Effective the water in the membrane area
membrane area

/ \

Inlet Outlet

Fig. 5.2 3D view of high pressure side flow volume
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The water (fresh and salt respectively) flows on both sides from the inlet towards the outlet
following opposite directions: downward in the low pressure side and upward in the high
pressure side, as shown in fig. 1. This formation in fig.1 is indicative as the inlet and outlet on
both sides can be reversed and also the whole cell can be horizontal. The pressure retarded
osmosis concept takes place in the membrane area where fresh water from the low pressure
side moves through the membrane into the salt water on the high pressure side, driven by the
osmotic pressure difference between the two sides. The fresh water is carried away by the salt
water and is driven into the outlet.

5.2 Modeling

The osmotic process in the PRO test cell has been modeled using 4 basic equations: two for
the flow of water on both sides, one for the flow of freshwater through the membrane and one
for the diffusion of freshwater in saltwater. The flow of salt through the membrane and on the
fresh water side is considered negligible.

5.2.1 Modeling the flow of water on both sides

For the flow of freshwater and saltwater on both sides are used the conservation equations for

mass and momentum, which, if the flow is considered laminar and steady, and the effect of
gravity is considered negligible, are written:

V-(pu)=0 (5.1), the mass conservation equation and

V. (paa) =-Vp+V-7 (5.2), the momentum conservation equation,

where u is the absolute velocity, p the density and p the pressure of the fluid, and T the stress
tensor which is given by the equation:

;:y[(VG+Vu?)—§V-GI} (5.3)

where p is the molecular viscosity and I is the unit tensor.
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5.2.2 Modeling the flow through the membrane
The flow (velocity) of freshwater through the membrane has been modeled using the general
equation of osmosis:

U=A-(AT—AP) (5.4),

where U is the velocity of freshwater through the membrane which is considered vertical, A is
the water permeability coefficient of the membrane, AP the hydraulic pressure difference
between the fresh and salt water side, and At is osmotic pressure difference between the two
sides and is given by the van’t hoff equation:

ATT=2'ACNac|'R'T (55),

where ACnac is the salt concentration difference between the two sides, R is the gas constant
calculated for salt and T is the absolute temperature of the fresh and salt water.

5.2.3 Modeling the diffusion of freshwater in saltwater

The diffusion flux of species i (i=2 for salt and fresh water) (I), which arises due to gradients of

concentration (the gradients of temperature are negligible), have been modeled using the dilute
approximation (Fick’s law):

J=-pD,,VY, (),

where Di,m Is the mass diffusion coefficient and Y, the local mass fraction for species i in the
mixture.

5.3 Experimental Setup

An experimental apparatus as shown in figure 5.5 can be used for PRO experiments:
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Fig. 5.5 Experimental Apparatus for PRO
The apparatus consist of:

1. The HTI test cell as described in the previous section. The material that can be used for
the construction of the test cell is either stainless steel for the plates and polypropylene
for the inside or a transparent material for both (such as plexiglass) which can bare the
high pressure (15.8 bar) and allows the use of a laser technique (such as Laser-induced
breakdown fluorescence) [1] for the measurement of salt concentration in different spots
on the test cell.

2. The membrane which has been supplied by the HTI. It is a membrane for forward
osmosis (FO) made from cellulose triacetate (CA) with water permeability coefficient A=
1.87x107*? [m/(s*Pa)] and dimensions 10X6.5 inches to fit in the test cell. (figures 5.6,5.7
and 5.8)

3. Two tanks one with 5L capacity for the fresh water and one with 40 L for the salt water
(40 L are sufficient to ensure that the fresh water which enters the salt water circuit
through the membrane is negligible). Both tanks are made of stainless steel.

4. One recirculation pump for the fresh water which provides a volumetric flow 0.5 L/min

and one high pressure pump for the salt water for pressure up to 15.8 bar and volumetric
flow 0.5L/min, which can work with salt water.
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5. A pressure gauge for measuring the pressure in the high pressure circuit and a pressure
valve for keeping it constant at 15.8 bar.

6. A volumetric cylinder 20 ml which receives the excessive water from the high pressure
circuit and is used for measuring the flow through the membrane (the excessive water is
actually the water which comes from the fresh water side through the membrane and
divided by the time which is needed to fill the cylinder can give the velocity through the
membrane and therefore the volumetric flow).

7. Seven tubes made of stainless steel.
8. Four fittings and four flow valves for the integration of the pumps.

9. Apart from the laser technique for the measurement of salt concentration on the test cell,
it can be used salinity meters [2], each one integrated in the test cell on a different spot.

The figures 5.6, 5.7 and 5.8 show images of the membrane taken using Scanning Electron
Microscopy (SEM). The figures 5.6 and 5.7 show the thin dense non-porous layer of the
membrane called skin, which is used for the rejection of salt and the figure 5.8 show the support
porous layer which is used to the skin mechanically . The main ingredient of the membrane is
sensitive to electrons and therefore an in-depth investigation of the membrane cannot be
performed using this technique. The SEM images of HTI membrane have been taken at the
Electron Microscopy and Nanomaterials Laboratory of N.C.S.R Demokritos, Athens .

1/20/2011 HY |mag| WD HFW | tilt
5:49:50 PM [25.00 kV[ 80 x[11.3 mm|3.38 mm|1 °

Fig.5.6 Skin layer of membrane using electron microscopy (zoom x80)
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Fig. 5.7 Skin layer of membrane using electron microscopy (zoom x80000)
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Fig. 5.8 Support layer of the membrane using electron microscopy (zoom x80)
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CHAPTER 6.

COMPUTATIONAL FLUID DYNAMICS (CFD) SIMULATIONS

Computational Fluid Dynamics Simulation using ANSYS FLUENT 12

For the simulation of the osmotic power process in the PRO test cell four programs have been
used with the following order: Solid Works 2010, Gambit 2.4.6, ANSYS FLUENT 12 and
Techplot 360 2009. Only the high pressure side (saltwater) of the test cell has been simulated
as the low pressure side (freshwater) is considered to contain only freshwater, and no salt, and
have ambient conditions, and also the membrane is considered to have negligible thickness.

6.1 Solid Works 2010

In the first phase solid works 2010 has been used to draw a 3D drawing of the high pressure
side, as shown in fig.6.1.

Fig. 6.1 3D drawing of the high pressure side in solid works (overall view)
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6.2 Gambit 2.4.6

Given the drawing Gambit 2.4.6 has been used to generate a sufficient grid. For this purpose
three grid densities have been generated: 700 thousands, 1.5 million and 3 million cells. The
grid sensitivity study is presented in chapter 7. Here are presented only 2 photos of the high
pressure side in Gambit: one of the drawing (fig. 6.2) and one of the mesh (fig. 6.3).

Fig. 6.2 drawing of the HPS in Gambit (overall view)
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Fig.6.3 mesh of the HPS in Gambit (overall view)
6.3 ANSYS FLUENT 12

Fluent 12 has been used to solve numerically the equations which are described on the
previous chapter and to provide a flow-field.

6.3.1 FLUENT 12 Solver Theory [30]
Overview of Flow Solvers
FLUENT allows you to choose either of two numerical methods:

e pressure-based solver
e density-based solver

Historically speaking, the pressure-based approach was developed for low-speed
incompressible flows, while the density-based approach was mainly used for high-speed
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compressible flows. However, recently both methods have been extended and reformulated to
solve and operate for a wide range of flow conditions beyond their traditional or original intent.

In both methods the velocity field is obtained from the momentum equations. In the density-
based approach, the continuity equation is used to obtain the density field while the pressure
field is determined from the equation of state.

On the other hand, in the pressure-based approach, the pressure field is extracted by solving a
pressure or pressure correction equation which is obtained by manipulating continuity and
momentum equations.

FLUENT will solve the governing integral equations for the conservation of mass and
momentum, and (when appropriate) for energy and other scalars such as turbulence and
chemical species. In both cases a control-volume-based technique is used that consists of:

¢ Division of the domain into discrete control volumes using a computational grid.

e Integration of the governing equations on the individual control volumes to construct
algebraic equations for the discrete dependent variables (“unknowns™) such as velocities,
pressure, temperature, and conserved scalars.

e Linearization of the discretized equations and solution of the resultant linear equation
system to yield updated values of the dependent variables.

The two numerical methods employ a similar discretization process (finite-volume), but the
approach used to linearize and solve the discretized equations is different.

Pressure-based Solver

The pressure-based solver employs an algorithm which belongs to a general class of methods
called the projection method [31]. In the projection method, wherein the constraint of mass
conservation (continuity) of the velocity field is achieved by solving a pressure (or pressure
correction) equation. The pressure equation is derived from the continuity and the momentum
equations in such a way that the velocity field, corrected by the pressure, satisfies the
continuity. Since the governing equations are nonlinear and coupled to one another, the solution
process involves iterations wherein the entire set of governing equations is solved repeatedly
until the solution converges.

Two pressure-based solver algorithms are available in ANSYS FLUENT. A segregated
algorithm and a coupled algorithm. These two approaches are discussed in the sections below.

The Pressure-Based Segregated Algorithm
The pressure-based solver uses a solution algorithm where the governing equations are solved
sequentially (i.e., segregated from one another). Because the governing equations are non-

linear and coupled, the solution loop must be carried out iteratively in order to obtain a
converged numerical solution.
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In the segregated algorithm, the individual governing equations for the solution variables (e.g. u,
w, P, T, k, €, etc.) are solved one after another. Each governing equation, while being solved, is
"decoupled"” or "segregated" from other equations, hence its name. The segregated algorithm is
memory-efficient, since the discretized equations need only be stored in the memory one at a
time. However, the solution convergence is relatively slow, inasmuch as the equations are
solved in a decoupled manner.

With the segregated algorithm, each iteration consists of the steps illustrated in Figure 4 and
outlined below:
1. Update fluid properties (e,g, density, viscosity, specific heat) including turbulent viscosity

(diffusivity) based on the current solution.

2. Solve the momentum equations, one after another, using the recently updated values of
pressure and face mass fluxes.

3. Solve the pressure correction equation using the recently obtained velocity field and the
mass-flux.

4. Correct face mass fluxes, pressure, and the velocity field using the pressure correction
obtained from Step 3.

5. Solve the equations for additional scalars, if any, such as turbulent quantities, energy,
species, and radiation intensity using the current values of the solution variables.

6. Update the source terms arising from the interactions among different phases (e.g.,
source term for the carrier phase due to discrete particles).

7. Check for the convergence of the equations.

These steps are continued until the convergence criteria are met.
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Fig. 6.4 Overview of the Pressure-Based Solution Methods

The Pressure-Based Coupled Algorithm and the density-based solver are not used in this
project and therefore they are not presented here.

General Scalar Transport Equation: Discretization and Solution

FLUENT uses a control-volume-based technique to convert the governing equations
(momentum, mass and species) to algebraic equations that can be solved numerically. This
control volume technique consists of integrating the governing equations about each control
volume, yielding discrete equations that conserve each quantity on a control-volume basis.

Discretization of the governing equations can be illustrated most easily by considering the
steady-state conservation equation for transport of a scalar quantity ¢. This is demonstrated by
the following equation written in integral form for an arbitrary control volume V as follows:
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flopu-dA=[IT VodA+[s dw.y

where
p=density
u =velocity vector

A =surface area vector
[y=diffusion coefficient for ¢
V¢ =gradient of ¢

Se=source of ¢ per unit volume

Equation 28 is applied to each control volume, or cell, in the computational domain. The two-
dimensional, triangular cell shown in Figure 6.5 is an example of such a control volume.

Fig. 6.5 Control Volume Used to lllustrate Discretization of a Scalar Transport Equation

Discretization of Equation 6.1 on a given cell yields

N faces N faces

Z Ps E(”f K; = Z F¢(V(0)n 'E"‘Sgp\/ (6.2)
T f

where
Ntaces=NUMber of faces enclosing cell

®¢=value of ¢ convected through face f

P U - At =mass flux through the face

_—

A; =area of face f
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(V@), =magnitude of V¢ normal to face f
V=cell volume

The component of the equation which is time dependant has been omitted as we will be
concerned only for steady-state flows in this project.

The equations solved by FLUENT take the same general form as the one given above and
apply readily to multi-dimensional, unstructured meshes composed of arbitrary polyhedra.

Solving the Linear System

The discretized scalar transport equation (Equation 6.2) contains the unknown scalar variable ¢
at the cell center as well as the unknown values in surrounding neighbor cells. This equation
will, in general, be non-linear with respect to these variables. A linearized form of Equation 6.2
can be written as

A = Z Ay Prpp b (6.3)
nb

where the subscript nb refers to neighbor cells, and ap and an, are the linearized coefficients for
@ and Qnp.

The number of neighbors for each cell depends on the grid topology, but will typically equal the
number of faces enclosing the cell (boundary cells being the exception)

Similar equations can be written for each cell in the grid. This results in a set of algebraic
equations with a sparse coefficient matrix. For scalar equations, FLUENT solves this linear
system using a point implicit (Gauss-Seidel) linear equation solver in conjunction with an
algebraic multigrid (AMG) method which is described in later section.

Spatial Discretization

FLUENT stores discrete values of the scalar ¢ at the cell centers (cO and cl in Figure 6.5).
However, face values ¢; are required for the convection terms in Equation 29 and must be
interpolated from the cell center values. This is accomplished using an upwind scheme.

Upwinding means that the face value ¢; is derived from quantities in the cell upstream, or
“‘upwind," relative to the direction of the normal velocity
u, in Equation 6.2. FLUENT allows you to choose from several upwind schemes: first-order
upwind, second-order upwind, power law, and QUICK.

The diffusion terms in Equation 6.2 are central-differenced and are always second-order
accurate.
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First-Order Upwind Scheme

When first-order accuracy is desired, quantities at cell faces are determined by assuming that
the cell-center values of any field variable represent a cell-average value and hold throughout
the entire cell; the face quantities are identical to the cell quantities. Thus when first-order
upwinding is selected, the face value ; is set equal to the cell-center value of ¢ in the upstream
cell.

- First-order upwind is available in the pressure-based and density-based solvers.

Power-Law Scheme

The power-law discretization scheme interpolates the face value of a variable, ¢, using the
exact solution to a one-dimensional convection diffusion equation

a . d __do
—(pug) = —I'— (6.4)
dr ’ dr dx

where " and pu are constant across the interval ox

Equation 6.4 can be integrated to yield the following solution describing how ¢ varies with x:

d(x) — oy uxplfl"‘ef] —1

o —dg  exp(Pe) —1 (6.5)
where

iy = @z=0

@ = @=L

And Pe is the Peclet number

Pe = % (6.6)

The variation of ¢(x) between x = 0 and x = L is depicted in Figure 6.6 for a range of values of
the Peclet number. Figure 6.6 shows that for large Pe, the value of ¢ at x = L=2 is
approximately equal to the upstream value. This implies that when the flow is dominated by
convection, interpolation can be accomplished by simply letting the face value of a variable be
set equal to its “upwind" or upstream value. This is the standard first-order scheme for FLUENT.
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Fig. 6.6 Variation of a Variable ¢ between x = 0 and x = L (Equation 6.4)

If the power-law scheme is selected, FLUENT uses Equation 6.5 in an equivalent “power law"
format [32], as its interpolation scheme.

Figure 6 shows that for large Pe, the value of ¢ at x = L=2 is approximately equal to the
upstream value. When Pe=0 (no flow, or pure diffusion), Figure 6 shows that ¢ may be
interpolated using a simple linear average between the values at x = 0 and x = L. When the
Peclet number has an intermediate value, the interpolated value for @ at x = L=2 must be
derived by applying the “power law" equivalent of Equation 6.5.

- The power-law scheme is available in the pressure-based solver and when solving additional
scalar equations in the density-based solver.

Second-Order Upwind Scheme

In this scheme quantities at cell faces are computed using a multidimensional linear
reconstruction approach [33]. In this approach, higher-order accuracy is achieved at cell faces
through a Taylor series expansion of the cell-centered solution about the cell centroid. Thus
when second-order upwinding is selected, the face value @ is computed using the following
expression:

0 =p+Vo-As (67

where @ and V¢ are the cell-centered value and its gradient in the upstream cell, and As is
the displacement vector from the upstream cell centroid to the face centroid.

65



- Second-order upwind is available in the pressure-based and density-based solvers.
Central-Differencing Scheme

The central-differencing scheme calculates the face value for a variable
(¢r ) as follows:

1 1 — —
Pt cp = E (2, +¢,) "‘E (V(Pr,o ‘h+Ve,, - L) (6.8

where the indices 0 and 1 refer to the cells that share face f, V%o and V(Pr,l are the

reconstructed gradients at cells 0 and 1, respectively, and I is the vector directed from the cell
centroid toward the face centroid.

It is well known that central-differencing schemes can produce unbounded solutions and non-
physical wiggles, which can lead to stability problems for the numerical procedure. These
stability problems can often be avoided if a deferred approach is used for the central-
differencing scheme. In this approach, the face value is calculated as follows:

¢f= ¢rup  + (@rcp — ¢rup)
g NElg Grep 9 (6.9)
implicit part explicit part

where UP stands for upwind. As indicated, the upwind part is treated implicitly while the
difference between the central-difference and upwind values is treated explicitly. Provided that
the numerical solution converges, this approach leads to pure second-order differencing.

- The central differencing scheme is available only in the pressure-based solver.

QUICK Scheme

For quadrilateral and hexahedral meshes, where unique upstream and downstream faces and
cells can be identified, FLUENT also provides the QUICK scheme for computing a higher-order
value of the convected variable ¢ at a face. QUICK-type schemes [34] are based on a weighted
average of second-order-upwind and central interpolations of the variable.

For the face e in Figure 7, if the flow is from left to right, such a value can be written as

Su + 2-9.--0 Se b
S, +5. 7 s, +5.""|@6.10)

[ 54 Se .
— flla] — - m - |I' :'
O, () A .5',,-[-” 4+ S 15 c:;l +(1—-8] {
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Fig. 6.7 one dimensional control volume

6= 1 in the above equation results in a central second-order interpolation while 6 = 0 yields a
second-order upwind value. The traditional QUICK scheme is obtained by setting 6 = 1/8. The
implementation in FLUENT uses a variable, solution-dependent value of 8 chosen so as to
avoid introducing new solution extrema. The QUICK scheme will typically be more accurate on
structured grids aligned with the flow direction. Note that FLUENT allows the use of the QUICK
scheme for unstructured or hybrid grids as well; in such cases the usual second-order upwind
discretization scheme will be used at the faces of non-hexahedral (or nonquadrilateral, in 2D)
cells. The second-order upwind scheme will also be used at partition boundaries when the
parallel solver is used.

- The QUICK scheme is available in the pressure-based solver and when solving additional
scalar equations in the density-based solver.

Third-Order MUSCL Scheme

This third-order convection scheme was conceived from the original MUSCL (Monotone
Upstream-Centered Schemes for Conservation Laws) [35] by blending a central differencing
scheme and second-order upwind scheme as

¢r =0¢rcp + (1 —0)drsov  (6.11)

where ?7,.CD s defined in Equation 6.9 , and ¢f,souis computed using the second-order upwind
scheme.

Unlike the QUICK scheme which is applicable to structured hex meshes only, the MUSCL
scheme is applicable to arbitrary meshes. Compared to the second-order upwind scheme, the
third-order MUSCL has a potential to improve spatial accuracy for all types of meshes by
reducing numerical diffusion, most significantly for complex three-dimensional flows, and it is
available for all transport equations.

-The third-order MUSCL currently implemented in ANSYS FLUENT does not contain any flux-
limiter. As a result, it can produce undershoots and overshoots when the flow-field under
consideration has discontinuities such as shock waves.

-The MUSCL scheme is available in the pressure-based and density-based solvers.
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Discretization of gradient V¢ of a given variable @: Least squares cell based method

Gradients are needed not only for computing secondary diffusion terms and velocity derivatives,
but also for constructing values of a scalar at the cell faces. In this method the solution is
assumed to vary linearly. In Figure 6.8, the change in cell values between cell ¢y and ¢; along
the vector &r; from the centroid of cell cq to ¢; cell, can be expressed as

Vo), AL =(g, —¢.) (612

/ o

Fig. 6.8 Cell Centroid Evaluation

If we write similar equations for each cell surrounding the cell ¢y, we obtain the following system
written in compact form:

[J](V), =Ap, (6.13)

where [J] is the coefficient matrix which is purely a function of gegmetry.

The objective here is to determine the cell gradient Vo, =0¢,i+o, ]+, k.) | o

by solving the minimization problem for the system of the non-square coefficient matrix in a
least-squares sense.

The above linear-system of equation is over-determined and can be solved by decomposing the
coefficient matrix using the Gram-Schmidt process [30]. This decomposition yields a matrix of
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weights for each cell. Thus for our cell-centered scheme this means that the three components

X y z
of the weights (\Nio ,VViO ,VViO ) are produced for each of the faces of cell cO.

Therefore, the gradient at the cell center can then be computed by multiplying the weight factors

by the difference vector A@ = ((001 — @, ),

(gD;()co = ;\Niox ) ((Dci - ¢c0 ) (6.14)
(¢y)co — ;Wioy ) (¢ci - (Dco) (6.15)

((/’z)co = ZWiOZ '((Pci _(Dco) (6.16)
i=1

-The other methods for the discretization of gradients (Green-Gauss Cell-Based and Green-
Gauss Node-Based) are not presented here as they are not used in this project.

-On irregular (skewed and distorted) unstructured meshes, the accuracy of the least-squares
gradient method is comparable to that of the node-based gradient (and both are much more
superior compared to the cell-based gradient). However, it is less expensive to compute the
least-squares gradient than the node-based gradient. Therefore, it has been selected as the
default gradient method in the ANSYS FLUENT solver.

-The temporal discretization is also not presented here as the project contains only steady-state
flows.

Gradient Limiters

Gradient limiters, also known as slope limiters, are used on the second-order upwind (SOU)
scheme to prevent spurious oscillations, which would otherwise appear in the solution flow field
near shocks, discontinuities, or near rapid local changes in the flow field. The gradient limiter
attempts to invoke and enforce the monotonicity principle by prohibiting the linearly
reconstructed field variable on the cell faces to exceed the maximum or minimum values of the
neighboring cells.

There are three gradient limiters in the ANSYS FLUENT solvers:

e Standard limiter
o Multidimensional limiter

69



« Differentiable limiter

Gradient limiters can be categorized into two general groups: non-differentiable limiters and
differentiable limiters. Both, the standard limiter and multidimensional limiter are of the non-
differentiable form, since they use minimum and maximum types of functions for limiting the
solution variables. The third limiter in ANSYS FLUENT, as the name indicates, is a differentiable
type of limiter, which uses a smooth function to impose the monotonicity principle.

For each of the above mentioned limiter methods, ANSYS FLUENT provides two limiting
directions:

« cell to face limiting, where the limited value of the reconstruction gradient is determined
at cell face centers. This is the default method.

o cell to cell limiting, where the limited value of the reconstruction gradient is determined
along a scaled line between two adjacent cell centroids. On an orthogonal mesh (or
when cell-to-cell direction is parallel to face area direction) this method becomes
equivalent to the default cell to face method. For smooth field variation, cell to cell limiting
may provide less numerical dissipation on meshes with skewed cells.

On unstructured meshes, ANSYS FLUENT uses the scalar form of the gradient limiter given by
the following equation:

@fﬁ'{}u =@ +‘¢’qu’) -r (6.17)
where y is a scalar value which limits the gradient V& .
Standard Limiter

The standard limiter is the default limiter function in ANSYS FLUENT and is derived from the
work of Barth and Jespersen [33]. This limiter is of a non-differentiable type and uses the
Minmod function (Minimum Modulus) to limit and clip the reconstructed solution overshoots and
undershoots on the cell faces.

Multidimensional Limiter

The multidimensional limiter in ANSYS FLUENT [36] has a similar form to the standard limiter.
Since the multidimensional limiter uses a Minmod function for limiting the gradient, it is also
classified as a non-differentiable type of limiter. However, in the standard limiter formulation, if
limiting took place on any face of the cell, then this will cause the cell gradient to be clipped in
an equal manner, in all directions, regardless of whether or not limiting is needed on the other
cell faces. This limiting method is rather severe and adds unnecessary dissipation to the
numerical scheme. The multidimensional limiter, on the other hand, attempts to lessen the
severity of the gradient limiting by carefully examining the gradient on each cell and clipping
only the normal components of the gradient to the cell faces. For this procedure to work on a
scalar form limiter, the normal components of gradients on cell faces are first sorted out in
ascending order of their magnitude so that only the necessary clipping can be applied. The
multidimensional limiter is therefore less dissipative than the standard limiter.
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Differentiable Limiter

One disadvantage with non-differentiable limiters is that they tend to stall the apparent residual's
convergence after a few orders of reduction in residual magnitude. Note that this does not mean
that the solution is not converging, but rather the solution continues to converge while the
residuals are stalling. This annoying behavior can be directly traced to the non-differentiable
nature of the limiting functions. Therefore, the differentiable limiter uses a smooth function to
impose the monotonicity condition while allowing the residuals to converge. The differentiable
limiter used in ANSYS FLUENT is a modified form [37] of a limiter which was originally
proposed by Venkatakrishnan[38].

- ANSYS FLUENT uses gradient or slope limiters and not flux limiters. Gradient limiters are
applied to the gradients of the variable field being linearly reconstructed at the cell faces, while
flux limiters are used on the system fluxes.

Pressure-based solver

In this section, special practices related to the discretization of the momentum and continuity
equations and their solution by means of the segregated solver are addressed. These practices
are most easily described by considering the steady-state continuity and momentum equations
in integral form:

9,( pi-dA—0 (6.18)

-}{ pid-dA = — { pl -dA + f T-dA + [ Fdv (6.19)
. . . JV

where | is the identity matrix, 7 is the stress tensor, and F is the force vector.
Discretization of the momentum equation

The discretization scheme which described in section “discretization” for a scalar transport
equation is also used to discretize the momentum equations. The x-momentum equation can be
obtained by setting in equation ¢ = u:

apu = Z (ph Unh + pr:"u i+ 5 (6.20)

nk

If the pressure field and face mass fluxes were known, Equation 6.20 could be solved in the
manner outlined in section discretization, and a velocity field obtained. However, the pressure
field and face mass fluxes are not known a priori and must be obtained as a part of the solution.
There are important issues with respect to the storage of pressure and the discretization of the
pressure gradient term; these are addressed next.
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FLUENT uses a co-located scheme, whereby pressure and velocity are both stored at cell
centers. However, Equation 6.20 requires the value of the pressure at the face between cells cO
and c1, shown in Figure 6.5. Therefore, an interpolation scheme is required to compute the face
values of pressure from the cell values.

Pressure Interpolation Schemes

The default scheme in FLUENT interpolates the pressure values at the faces using momentum
equation coefficients [39]:

Py ey

— Bpieg Apey
Pf— - m . (6.21)

ﬂ?:ﬂﬂ- 'ﬂp,cl

This procedure works well as long as the pressure variation between cell centers is smooth.
When there are jumps or large gradients in the momentum source terms between control
volumes, the pressure profile has a high gradient at the cell face, and cannot be interpolated
using this scheme. If this scheme is used, the discrepancy shows up in overshoots/undershoots
of cell velocity.

Flows for which the standard pressure interpolation scheme will have trouble include flows with
large body forces, such as in strongly swirling flows, in high-Rayleigh-number natural
convection and the like. In such cases, it is necessary to pack the mesh in regions of high
gradient to resolve the pressure variation adequately.

Another source of error is that FLUENT assumes that the normal pressure gradient at the wall is
zero. This is valid for boundary layers, but not in the presence of body forces or curvature.
Again, the failure to correctly account for the wall pressure gradient is manifested in velocity
vectors pointing in/out of walls.

Several alternate methods are available for cases in which the standard pressure interpolation
scheme is not valid:

e The linear scheme computes the face pressure as the average of the pressure values in
the adjacent cells.

e The second-order scheme reconstructs the face pressure in the manner used for
second-order accurate convection terms (see Section Second order upwind scheme).
This scheme may provide some improvement over the standard and linear schemes, but
it may have some trouble if it is used at the start of a calculation and/or with a bad mesh.
The second order scheme is not applicable for flows with discontinuous pressure
gradients imposed by the presence of a porous medium in the domain or the use of the
VOF or mixture model for multiphase flow.

e The body-force-weighted scheme computes the face pressure by assuming that the
normal gradient of the difference between pressure and body forces is constant. This
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works well if the body forces are known a priori in the momentum equations (e.g.,
buoyancy and axisymmetric swirl calculations).

-When a case contains porous media, the body-force-weighted scheme is applied only
for non-porous faces, where the scheme takes into account the discontinuity of explicit
body forces (e.g., gravity, swirl, Coriolis) and the discontinuity of pressure gradients for
flows with rapidly changing densities (e.g., natural convection, VOF). All interior and
exterior porous faces are treated with a special scheme that preserves the continuity of
the normal velocity across cell faces in spite of the discontinuity of the resistance.

e The PRESTO! (PREssure STaggering Option) scheme uses the discrete continuity
balance for a “staggered" control volume about the face to compute the “staggered"” (i.e.,
face) pressure. This procedure is similar in spirit to the staggered-grid schemes used with
structured meshes [40]. Note that for triangular and tetrahedral meshes, comparable
accuracy is obtained using a similar algorithm. The PRESTO! scheme is available for all
meshes.

Discretization of the Continuity Equation

Equation 6.18 may be integrated over the control volume in Figure 6.5 to yield the following
discrete equation

-ﬁ"ri:m:-:-»

Z -Jrf_f'lf =10 (6-22)
f

where J; is the mass flux through face f, pup.

In order to proceed further, it is necessary to relate the face values of velocity, u,, to the stored
values of velocity at the cell centers. Linear interpolation of cell-centered velocities to the face
results in unphysical checker-boarding of pressure. ANSYS FLUENT uses a procedure similar
to that outlined by Rhie and Chow [41] to prevent checkerboarding. The face value of velocity is
not averaged linearly; instead, momentum-weighted averaging, using weighting factors based
on the ap coefficient from equation 6.19, is performed. Using this procedure, the face flux, J;,
may be written as

1 ﬂn‘! + 3 lﬂﬂ': 1 - — al

Iy =Pfapc° T ey P +d g ((Peo H(VP) o 70) — (Pes H(VP) ey 1)) = Jr+ds (Poy—Pes)
( ) GP:Q} +SP551

6.23

whereP¢o, Pc1, Unco, Unci1 are the pressures and normal velocities, respectively, within the two
cells on either side of the face, and J§ contains the influence of velocities in these cells (see
Figure 6.5). The term d; is a function of @P | the average of the momentum equation ap
coefficients for the cells on either side of face f.
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Density Interpolation Schemes

For incompressible flows, ANSYS FLUENT uses arithmetic averaging for density. For
compressible flow calculations (i.e., calculations that use the ideal gas law for density), ANSYS
FLUENT applies upwind interpolation of density at cell faces. Several interpolation schemes are
available for the density upwinding at cell faces: first-order upwind (default), second-order-
upwind, QUICK, MUSCL, and when applicable, central differencing and bounded central
differencing.

The first-order upwind scheme (based on [41]) sets the density at the cell face to be the
upstream cell-center value. This scheme provides stability for the discretization of the pressure-
correction equation, and gives good results for most classes of flows. The first-order scheme is
the default scheme for compressible flows. Although this scheme provides the best stability for
compressible flow calculations, it gives very diffusive representations of shocks.

The second-order upwind scheme provides stability for supersonic flows and captures shocks
better than the first-order upwind scheme. The QUICK scheme for density is similar to the
QUICK scheme used for other variables. See Section Spatial Discretization for details.

- In the case of multiphase flows, the selected density scheme is applied to the compressible
phase and arithmetic averaging is used for incompressible phases.

-For stability reasons, it is recommended that you achieve a solution with a first order scheme
and then switch to a higher order scheme for compressible flow calculations.

Pressure-Velocity Coupling

Pressure-velocity coupling is achieved by using Equation 6.23 to derive an additional condition
for pressure by reformatting the continuity equation (Equation 6.22). The pressure-based solver
allows you to solve your flow problem in either a segregated or coupled manner. ANSYS
FLUENT provides the option to choose among five pressure-velocity coupling algorithms:
SIMPLE, SIMPLEC, PISO, Coupled, and (for unsteady flows using the non-iterative time
advancement scheme (NITA)) Fractional Step (FSM). All the aforementioned schemes, except
the "coupled" scheme, are based on the predictor-corrector approach.

Note that SIMPLE, SIMPLEC, PISO, and Fractional Step use the pressure-based segregated
algorithm, while Coupled uses the pressure-based coupled solver.

- The pressure-velocity coupling schemes that are applicable when using the Eulerian
multiphase model are Phase Coupled SIMPLE, Multiphase Coupled, and Full Multiphase
Coupled.

Segregated Algorithms

SIMPLE

The SIMPLE algorithm uses a relationship between velocity and pressure corrections to enforce
mass conservation and to obtain the pressure field.
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If the momentum equation is solved with a guessed pressure field P*, the resulting face flux, J¢*,
computed from Equation 6.23

Jf = j}‘ +dr(peg —Pr)  (6.24)

does not satisfy the continuity equation. Consequently, a correction J is added to the face flux
Ji* so that the corrected face flux, J;

Jp=J;+J; (6.25)

satisfies the continuity equation. The SIMPLE algorithm postulates that Ji be written as

Jf =df (pg —p1)  (6.26)

where P’ is the cell pressure correction.

The SIMPLE algorithm substitutes the flux correction equations (Equations 6.24 and 6.25) into
the discrete continuity equation (Equation 6.22) to obtain a discrete equation for the pressure
correction P’ in the cell:

app =) ampp +b  (6.27)
nb

where the source term b is the net flow rate into the cell:

Nipoes
b= Y JiA; (6.28)
f

The pressure-correction equation (Equation 6.27) may be solved using the algebraic multigrid
(AMG) method described in later section. Once a solution is obtained, the cell pressure and the
face flux are corrected using

p=p + ﬂpp, (6.29)

Jr =J7 +df (Pg —Par)  (6.30)
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Here ap is the under-relaxation factor for pressure (see later Section for information about
under-relaxation). The corrected face flux, Js, satisfies the discrete continuity equation identically
during each iteration.

The other algorithms are not presented here as they have not been used in this project.

Steady-State Iterative Algorithm

If you are performing a steady-state calculation, the governing equations for the pressure-based
solver do not contain time-dependent terms. For steady-state flows, Section Discretization
describes control-volume-based discretization of the steady-state transport equation (see
Equation 6.1).

The time-advancement algorithm is not presented here as the project doesn’'t contain time-
dependent flows.

Under-Relaxation of Variables

The under-relaxation of variables is used in all cases for some material properties, in the NITA
solver for solution variables, and in the pressure-based coupled algorithm where this explicit
under-relaxation is used for momentum and pressure.

Because of the nonlinearity of the equation set being solved by FLUENT, it is necessary to
control the change of ¢. This is typically achieved by under-relaxation, which reduces the
change of ¢ produced during each iteration. In a simple form, the new value of the variable ¢
within a cell depends upon the old value, @qq4, the computed change in ¢, Ag, and the under-
relaxation factor, a, as follows:

@ = @Oglq + Ao (6.31)

Under-Relaxation of Equations

The under-relaxation of equations, also known as implicit relaxation, is used in the pressure-
based solver to stabilize the convergence behavior of the outer nonlinear iterations by
introducing selective amounts of @ in the system of discretized equations. This is equivalent to
the location-specific time step.

apd _ l-a
= %awm b+ ———ap$ad®.32)

The CFL number is a solution parameter in the pressure-based coupled algorithm and can be
written in terms of a:
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Multigrid Method

Multigrid (MG) methods [42] in numerical analysis are a group of algorithms for solving
differential equations using a hierarchy of discretizations. They are an example of a class of
techniques called multiresolution methods, very useful in (but not limited to) problems exhibiting
multiple scales of behavior.

The main idea of multigrid is to accelerate the convergence of a basic iterative method by global
correction from time to time, accomplished by solving a coarse problem. This principle is similar
to interpolation between coarser and finer grids.

Coarse problem is an auxiliary system of equations used in an iterative method for the solution
of a given larger system of equations. A coarse problem is basically a version of the same
problem at a lower resolution, retaining its essential characteristics, but with fewer variables.
The purpose of the coarse problem is to propagate information throughout the whole problem
globally. In multigrid methods for partial differential equations, the coarse problem is typically
obtained as a discretization of the same equation on a coarser grid or by a Galerkin
approximation on a subspace called a coarse space. Typically, the coarse problem corresponds
to a grid that is twice or three times coarser.

Multigrid methods can be applied in combination with any of the common discretization
techniques. In these cases, multigrid methods are among the fastest solution techniques known
today. In contrast to other methods, multigrid methods are general in that they can treat
arbitrary regions and boundary conditions. They do not depend on the separability of the
equations or other special properties of the equation. They are also directly applicable to more-
complicated non-symmetric and nonlinear systems of equations.

There are many variations of multigrid algorithms, but the common features are that a hierarchy
of discretizations (grids) is considered. The important steps are:

« Smoothing — reducing high frequency errors.
e Restriction — downsampling the residual error to a coarser grid.

« Interpolation or Prolongation — interpolating a correction computed on a coarser grid into
a finer grid.

The ANSYS FLUENT solver contains two forms of multigrid: algebraic (AMG) and full-
approximation storage (FAS). AMG is an essential component of both the pressure-based and
density-based implicit solvers, while FAS is an important, but optional, component of the
density-based explicit solver.
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This section describes the mathematical basis of the multigrid approach.

Approach

ANSYS FLUENT uses a multigrid scheme to accelerate the convergence of the solver by
computing corrections on a series of coarse grid levels. The use of this multigrid scheme can
greatly reduce the number of iterations and the CPU time required to obtain a converged
solution, particularly when your model contains a large number of control volumes.

The Need for Multigrid

Implicit solution of the linearized equations on unstructured meshes is complicated by the fact
that there is no equivalent of the line-iterative methods that are commonly used on structured
meshes. Since direct matrix inversion is out of the question for realistic problems and "whole-
field" solvers that rely on conjugate-gradient (CG) methods have robustness problems
associated with them, the methods of choice are point implicit solvers like Gauss-Seidel and ILU
. Although the Gauss-Seidel and ILU schemes rapidly remove local (high-frequency) errors in
the solution, global (low-frequency) errors are reduced at a rate inversely related to the mesh
size. Thus, for a large number of nodes, the solver "stalls" and the residual reduction rate
becomes prohibitively low.

The multi-stage scheme used in the density-based explicit solver can efficiently remove local
(high-frequency) errors as well. That is, the effect of the solution in one cell is communicated to
adjacent cells relatively quickly. However, the scheme is less effective at reducing global (low-
frequency) errors-errors which exist over a large number of control volumes. Thus, global
corrections to the solution across a large number of control volumes occur slowly, over many
iterations. This implies that performance of the multi-stage scheme will deteriorate as the
number of control volumes increases.

Multigrid techniques allow global error to be addressed by using a sequence of successively
coarser meshes. This method is based upon the principle that global (low-frequency) error
existing on a fine mesh can be represented on a coarse mesh where it again becomes
accessible as local (high-frequency) error: because there are fewer coarse cells overall, the
global corrections can be communicated more quickly between adjacent cells. Since
computations can be performed at an exponentially decaying expense in both CPU time and
memory storage on coarser meshes, there is the potential for very efficient elimination of global
error. The fine-grid relaxation scheme or "smoother", in this case either the point-implicit linear
solvers (Section AMG) or the explicit multi-stage scheme, is not required to be particularly
effective at reducing global error and can be tuned for efficient reduction of local error.

The Basic Concept in Multigrid

Consider the set of discretized linear (or linearized) equations given by

Agpe+b=0 (634

where @ is the exact solution. Before the solution has converged there will be a defect d
associated with the approximate solution :
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Ap+b=d (6.35)

We seek a correction g to ¢ such that the exact solution is given by
pe=¢+19 (6.36)

Substituting Equation 6.36 into Equation 6.34 gives
A(@+p)+b=0  (6.37)
Ay+(Ae+hb)=0  (6.38)

Now using Equations 6.35 and 6.38 we obtain

Ap+d=0 (639

Which is an equation for the correction in terms of the original fine level operator A and the
defect d. Assuming the local (high-frequency) errors have been sufficiently damped by the
relaxation scheme on the fine level, the correction @ will be smooth and therefore more
effectively solved on the next coarser level.

Restriction and Prolongation

Solving for corrections on the coarse level requires transferring the defect down from the fine
level (restriction), computing corrections, and then transferring the corrections back up from the
coarse level (prolongation). We can write the equations for coarse level corrections y" as

Aﬂwﬂf +Rd=0 (6.40)

where A" is the coarse level operator and R the restriction operator responsible for transferring
the fine level defect down to the coarse level. Solution of Equation 6.40 is followed by an update
of the fine level solution given by

$"" =g+ Py (64D

where P is the prolongation operator used to transfer the coarse level corrections up to the fine
level.

Unstructured Multigrid
The primary difficulty with using multigrid on unstructured meshes is the creation and use of the
coarse grid hierarchy. On a structured mesh, the coarse meshes can be formed simply by

removing every other mesh line from the fine meshes and the prolongation and restriction
operators are simple to formulate (e.g., injection and bilinear interpolation).
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The difficulties of applying multigrid on unstructured meshes are overcome in a separate
fashion by each of the two multigrid methods used in ANSYS FLUENT. While the basic
principles discussed so far and the cycling strategy described in the next section are the same,
the techniques for construction of restriction, prolongation, and coarse mesh operators are
different for the AMG and FAS methods.

Multigrid Cycles

A multigrid cycle can be defined as a recursive procedure that is applied at each grid level as it
moves through the grid hierarchy. Four types of multigrid cycles are available in ANSYS
FLUENT: the V, W, F, and flexible ("flex") cycles. The V and W cycles are available in both
AMG and FAS, while the F and flexible cycles are restricted to the AMG method only. (The W
and flexible AMG cycles are not available for solving the coupled equation set due to the
amount of computation required.)

The V and W Cycles

Figures 6.9 and 6.10 show the V and W multigrid cycles (defined below). In each figure, the
multigrid cycle is represented by a square, and then expanded recursively to show the individual
steps that are performed within the cycle. The individual steps are represented by a circle, one
or more squares, and a triangle, connected by lines: circle-square-triangle for a V cycle, or
circle-square-square-triangle for a W cycle. The squares in this group expand again, into circle-
square-triangle or circle-square-square-triangle, and so on. You may want to follow along in the
figures as you read the steps below.

grid
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For the V and W cycles, the traversal of the hierarchy is governed by three parameters, 1, B2,
and Bz, as follows:

1. First, iterations are performed on the current grid level to reduce the high-frequency
components of the error (local error). For AMG, one iteration consists of one forward and one
backward Gauss-Seidel sweep. For FAS, one iteration consists of one pass of the multi-stage
scheme.

These iterations are referred to as pre-relaxation sweeps because they are performed before
moving to the next coarser grid level. The number of pre-relaxation sweeps is specified by ;.

In Figures 6.9 and 6.10 this step is represented by a circle and marks the start of a multigrid
cycle. The high-wave-number components of error should be reduced until the remaining error
Is expressible on the next coarser mesh without significant aliasing.

If this is the coarsest grid level, then the multigrid cycle on this level is complete. (In Figures 6.9
and 6.10 there are 3 coarse grid levels, so the square representing the multigrid cycle on level 3
is equivalent to a circle, as shown in the final diagram in each figure.)

-In the AMG method, the default value of B; is zero (i.e., no pre-relaxation sweeps are
performed).

2. Next, the problem is "restricted"” to the next coarser grid level using Equation 6.40.

In Figures 6.9 and 6.10, the restriction from a finer grid level to a coarser grid level is designated
by a downward-sloping line.
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3. The error on the coarse grid is reduced by performing a specified number (B2) of multigrid
cycles (represented in Figures 6.9 and 6.10 as squares). Commonly, for fixed multigrid
strategies B is either 1 or 2, corresponding to V-cycle and W-cycle multigrid, respectively.

4. Next, the cumulative correction computed on the coarse grid is "interpolated” back to the
fine grid using Equation 6.41 and added to the fine grid solution. In the FAS method, the
corrections are additionally smoothed during this step using the Laplacian smoothing operator.

In Figures 6.9 and 6.10 the prolongation is represented by an upward-sloping line.

The high-frequency error now present at the fine grid level is due to the prolongation procedure
used to transfer the correction.

5. In the final step, iterations are performed on the fine grid to remove the high-frequency
error introduced on the coarse grid by the multigrid cycles. These iterations are referred to as
post-relaxation sweeps because they are performed after returning from the next coarser grid
level. The number of post-relaxation sweeps is specified by fs.

In Figures 6.9 and 6.10, this relaxation procedure is represented by a single triangle.
For AMG, the default value of B3 is 1.

-Note, however, that if you are using AMG with V-cycle to solve an energy equation with a solid
conduction model presented with anisotropic or very high conductivity coefficient, there is a
possibility of divergence with a default post-relaxation sweep of 1. In such cases you should
increase the post-relaxation sweep (e.g., to 2) in the AMG section for better convergence, or
change the cycle type to F-cycle or W-cycle, with an under-relaxation factor set to 1. This is
especially effective when calculating pure heat conduction or conjugate heat transfer. Any
instability observed when using the F-cycle or W-cycle can be remedied by increasing the pre-
relaxation sweep count to 1. Although the default value of 0 is optimal for most cases,
increasing the pre-relaxation sweep value to 1 or 2 can improve convergence.

Since the default value for B; is O (i.e., pre-relaxation sweeps are not performed),this procedure
is roughly equivalent to using the solution from the coarse level as the initial guess for the
solution at the fine level.

For FAS, the default value of B3 is zero (i.e., post-relaxation sweeps are not performed); post-
relaxation sweeps are never performed at the end of the cycle for the finest grid level,
regardless of the value of B3. This is because for FAS, post-relaxation sweeps at the fine level
are equivalent to pre-relaxation sweeps during the next cycle.

Algebraic Multigrid (AMG)

This algorithm is referred to as an "algebraic” multigrid scheme because, as we shall see, the
coarse level equations are generated without the use of any geometry or re-discretization on the
coarse levels; a feature that makes AMG particularly attractive for use on unstructured meshes.
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The advantage being that no coarse meshes have to be constructed or stored, and no fluxes or
source terms need to be evaluated on the coarse levels. This approach is in contrast with FAS
(sometimes called "geometric") multigrid in which a hierarchy of meshes is required and the
discretized equations are evaluated on every level. In theory, the advantage of FAS over AMG
is that the former should perform better for non-linear problems since non-linearities in the
system are carried down to the coarse levels through the re-discretization; when using AMG,
once the system is linearized, non-linearities are not "felt" by the solver until the fine level
operator is next updated.

AMG Restriction and Prolongation Operators

The restriction and prolongation operators used here are based on the additive correction (AC)
strategy described for structured meshes by Hutchinson and Raithby [43]. Inter-level transfer is
accomplished by piecewise constant interpolation and prolongation. The defect in any coarse
level cell is given by the sum of those from the fine level cells it contains, while fine level
corrections are obtained by injection of coarse level values. In this manner the prolongation
operator is given by the transpose of the restriction operator

P=R" (6.42)

The restriction operator is defined by a coarsening or "grouping” of fine level cells into coarse
level ones. In this process each fine level cell is grouped with one or more of its "strongest"
neighbors, with a preference given to currently ungrouped neighbors. The algorithm attempts to
collect cells into groups of fixed size, typically two or four, but any number can be specified. In
the context of grouping, strongest refers to the neighbor j of the current cell i for which the
coefficient Aij is largest. For sets of coupled equations Aijj is a block matrix and the measure of
its magnitude is simply taken to be the magnitude of its first element. In addition, the set of
coupled equations for a given cell are treated together and not divided amongst different coarse
cells. This results in the same coarsening for each equation in the system.

AMG Coarse Level Operator

The coarse level operator Afs constructed using a Galerkin approach. Here we require that
the defect associated with the corrected fine level solution must vanish when transferred back to
the coarse level. Therefore we may write

Rd"™"=0 (6.43)

dl’]eW

Upon substituting Equation 6.35 and 6.41 for and ¢"" we have
R[A®""+b]=0 (6.44)

R[A(@+Py")+b)=0  (6.45)

Now rearranging and using Equation 6.35 once again gives

RAPYM+R(Ap+b)=0 (6.46)

RAPy"+Rd=0 (6.47)
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Comparison of Equation 6.47 with Equation 6.40 leads to the following expression for the
coarse level operator:

A"=RAP (6.48)

The construction of coarse level operators thus reduces to a summation of diagonal and
corresponding off-diagonal blocks for all fine level cells within a group to form the diagonal block
of that group's coarse cell.

The F Cycle

The multigrid F cycle is essentially a combination of the V and W cycles described in the
previous Section.

Recall that the multigrid cycle is a recursive procedure. The procedure is expanded to the next
coarsest grid level by performing a single multigrid cycle on the current level. Referring to
Figures 6.9 and 6.10, this means replacing the square on the current level (representing a
single cycle) with the procedure shown for the 0-1 level cycle (the second diagram in each
figure). We see that a V cycle consists of:

pre sweep — restrict — V cycle — prolongate — post sweep

and a W cycle:

pre sweep —+ restrict — W cycle -+ W cycle — prolongate — post sweep

An F cycle is formed by a W cycle followed by a V cycle:

pre sweep — restrict —+ W cycle —+ V cycle — prolongate — post sweep

As expected, the F cycle requires more computation than the V cycle, but less than the W cycle.
However, its convergence properties turn out to be better than the V cycle and roughly
equivalent to the W cycle. The F cycle is the default AMG cycle type for the coupled equation
set.

The Flexible Cycle

For the flexible cycle, the calculation and use of coarse grid corrections is controlled in the
multigrid procedure by the logic illustrated in Figure 11. This logic ensures that coarser grid
calculations are invoked when the rate of residual reduction on the current grid level is too slow.
In addition, the multigrid controls dictate when the iterative solution of the correction on the
current coarse grid level is sufficiently converged and should thus be applied to the solution on
the next finer grid. These two decisions are controlled by the parameters a and B shown in
Figure 6.11, as described in detail below. Note that the logic of the multigrid procedure is such
that grid levels may be visited repeatedly during a single global iteration on an equation. For a
set of 4 multigrid levels, referred to as 0, 1, 2, and 3, the flex-cycle multigrid procedure for
solving a given transport equation might consist of visiting grid levels as 0-1-2-3-2-3-2-1-0-1-2-
1-0, for example.
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Fig. 6.11 Logic Controlling the Flex Multigrid Cycle

The main difference between the flexible cycle and the V and W cycles is that the satisfaction of
the residual reduction tolerance and termination criterion determine when and how often each
level is visited in the flexible cycle, whereas in the V and W cycles the traversal pattern is
explicitly defined.

The Residual Reduction Rate Criteria

The multigrid procedure invokes calculations on the next coarser grid level when the error
reduction rate on the current level is insufficient, as defined by

R; > fRi—1 (6.49)

Here R; is the absolute sum of residuals (defect) computed on the current grid level after the ith
relaxation on this level. The above equation states that if the residual present in the iterative
solution after irelaxations is greater than some fraction, B (between 0 and 1), of the residual
present after the (i-1)th relaxation, the next coarser grid level should be visited. Thus B is
referred to as the residual reduction tolerance, and determines when to "give up" on the iterative
solution at the current grid level and move to solving the correction equations on the next
coarser grid. The value of B controls the frequency with which coarser grid levels are visited.
The default value is 0.7. A larger value will result in less frequent visits, and a smaller value will
result in more frequent visits.
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The Termination Criteria

Provided that the residual reduction rate is sufficiently rapid, the correction equations will be
converged on the current grid level and the result applied to the solution field on the next finer
grid level.

The correction equations on the current grid level are considered sufficiently converged when
the error in the correction solution is reduced to some fraction, c(between 0 and 1), of the
original error on this grid level:

Ri <aRg (6.50)

Here, R; is the residual on the current grid level after the ith iteration on this level, and Ry is the
residual that was initially obtained on this grid level at the current global iteration. The parameter
«, referred to as the termination criterion, has a default value of 0.1. Note that the above
equation is also used to terminate calculations on the lowest (finest) grid level during the
multigrid procedure. Thus, relaxations are continued on each grid level (including the finest grid
level) until the criterion of this equation is obeyed (or until a maximum number of relaxations has
been completed, in the case that the specified criterion is never achieved).

The Coupled and Scalar AMG Solvers

The scalar AMG solver is used for the solution of linear systems obtained from the discretization
of the individual transport equations.

aijzj =b  (6.51)

where the above equation contains scalar variables.

The coupled AMG solver is used to solve linear transport equations using implicit discretization
from coupled systems such as flow variables for the density-based solver, pressure-velocity

variables for the coupled pressure-based schemes and inter-phase coupled individual equations
for Eulerian multiphase flows.

[A];;X; = B; (6.52)

where the influence of a cell i on a cell j has the form

11 12 1N
f‘gjl Gij -~ Gy

Ay = f"‘iz‘ . : (6.53)
alt al™

and the unknown and source vectors have the form
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X;=|" (6.54)
2
b;

B=|" (6.55)
BN

The above resultant system of equations is solved in ANSYS FLUENT using either the Gauss-
Seidel smoother or the Incomplete Lower Upper decomposition (ILU) smoother. If a scalar
system of equations is to be solved then the point-method (Gauss-Seidel or ILU) smoother is
used, while for a coupled system of equations the block-method (Gauss-Seidel or ILU)
smoother is used.

Gauss-Seidel

The Gauss-Seidel method is a technique for solving a linear system of equations one at a time
and in sequence. It uses the previously computed results as soon as they become available. It
performs two sweeps on the unknowns in forward and backward directions. Both point or block
method Gauss-Seidel smoothers are available in ANSYS FLUENT to solve for either the scalar
AMG system of equations or the coupled AMG system of equations.

The Gauss-Seidel procedure can be illustrated using the scalar system, Equation 6.50. The
forward sweep can be written as:

mll,-""'l']-.lIJ2 — {b’t — Z a,ij:ﬂjk-lrl'fz — Z ﬂ-tj:njk];Gﬁ'] y- ,N) (656)
j<i >4

where N is the number of unknowns. The forward sweep is followed by a backward sweep
which can be written as:

k+1 k+1/2 k+1
2t = (6 = 3 aiga " = 3 aijz) fa (657)
j<i j>i

Following from Equations 6.56 and 6.57, symmetric Gauss-Seidel can be expressed in matrix
form as a two-step recursive solution of the system

(Da+La)Da™" (D4 +Ua)(z"" —2%) =b— A" (6.58)
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where Dy, La, and Ua represent diagonal, lower tridiagonal, and upper tridiagonal parts of matrix
A, respectively.

Symmetric Gauss-Seidel has a somewhat limited rate of smoothing of residuals between levels
of AMG, unless the coarsening factor is set to 2.

The Incomplete Lower Upper decomposition (ILU) smoother is not presented here as it has not
been used in this project.

Also, the Full-Approximation Storage (FAS) Multigrid has not been used and therefore it is not
presented.

6.3.2 Applied settings and configurations in FLUENT 12 for the current project

1) Flow Solver

Pressure-based solver

2) Models

For the solution of conservation equations the laminar viscous model has been enabled

(steady-state and without gravity) and for the diffusion of freshwater the species transport
model.

3) Spatial Discretization

Gradient: Least squares cell based method

Momentum: Second Order Upwind scheme

Pressure Body Forces Weighted method

Species Transport: First Order Upwind scheme
4) Solution Methods

Simple pressure-velocity coupling (Algebraic Multigrid (AMG) and point-method Gauss-Seidel
smoother)

5) Under-Relaxation Factors
Pressure 0.3, Density 1, Body Forces 1, Momentum 0.7, Species transport 1

6) Working fluid
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Mixture fresh water (fluent database: p=998.2 kg/m® p=0.001003 kg/m*s) and salt water
(p=1025 kg/m3, p=0.00096 kg/m*s): concentration C=35g/L, density: volume weighted mixing
law, viscosity: mass weighted mixing law and exponential model for T=298.15 K for the salt
water, which is considered equal to that of the mixture (the mixture is consisted mainly from salt
water).

7) Boundary Conditions

As a boundary condition on the inlet it has been given the volumetric flow and on the outlet the
hydraulic pressure, the number of which differs in each case.

Initially the membrane has been simulated using a uniform mass flow inlet using the Darcy’s law
(general equation of osmosis)

% =A-(Ar—-AP), (6.59)

where E is the effective membrane area and A= 2:ACnacrR'T.

As a second approach the equation of the flow (velocity) through the membrane has been
solved using a function written in C, which is called User-Defined Fan (UDF) model in FLUENT,
and periodically regenerates a profile file. This function is given as a boundary condition on the
membrane area and calculates the velocity inlet of freshwater into the saltwater in each cell
adjacent to the membrane, using the general equation of osmosisU = A-(Azx—AP). A is the
osmotic pressure difference between the area above (fresh water C=0 g/L) and below (salt
water C=variable) each cell and is given by the equation AT=2-ACnaci'R-T. This UDF is cited at
the end of the thesis.

8) Initial Conditions

Gauge pressure the same as the pressure on the outlet, mass fraction of salt water Ysalt=1,
and of fresh water Yfresh=0.

9) Reference values
Reference quantities used for computing normalized flow field variables.

Area 1, density 1.225, enthalpy 0, length 1, pressure O(Pascal), temperature 288.16, velocity 1,
viscosity 1.7894e-05, ratio of specific heats 1.4

10) Number of Iterations: 5000
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6.4 Techplot 360

The programs techplot 360 and Origin Pro 8 have been used for the post-processing of the
results:

e Techplot 360: Contours, Vector and Streamlines Plots, Videos

e Origin Pro 8: Graphs
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CHAPTER 7.

RESULTS & DISCUSSION

Runs, Parametric Analysis, Critical Review

In the following table are presented the different cases which are examined with CFD.

: Inlet Outlet Working
Case | Geometry Grid Solver Boundary | Boundary Membrane Fluid
1 coarse
(700K) Fresh
dense water
2 (1.5M) Wall p=998.2
kg/m®
3 hyper (3M) 0.5L/h 14 bar p=0.0010
03
kg/m*s
Mass flow
4 inlet: HTI (['):'-tUENT
membrane ) atabase
5 14 bar
0.5L/h
HTI
i standard o8P D [ Mixture
ynamic :
HPS conditions: | Salt
7 FLUENT 1L/h 1 bar HTI water
Adequate 12 membrane | C=35g/L,
Resolution: p=1025
8 1 bar kg/m®,
Dense 1.5M p=0.0009
6 kg/m*s
9 (Exponen
tial model
Dynamic |for
conditions: | 7=298.15
10 0.5 L/min Oasys |K) and
W fresh
15.8 bar ater |\ ater
membrane | c—q g/L
1 New Design Dynamic
1 conditions:
HTI
New Design membrane
12 5

Fig. 7.1 Different cases examined with CFD
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Before proceeding to each case separately here is presented the computational domain in
FLUENT. Also, a global axis system is defined same for all the cases:

Membrane Channeldesign Inlet Outlet

(green) (gray) (red) (blue)

- - -
\ )

HTIHPS computational domain

Fig. 7.2 Computational design

+Z view
% $ H £ t t 4
" 4 t 1 : 4 |
Gy
- 4 4 4 P——
4 } + $ 4 4 1» i i t [ + -l + + A
4 + + 44
-X View
+ 4 4+ 4

Fig. 7.3 Global Axis System
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7.1 Cases 1-3

7.1.1 Simulation Conditions

The cases 1-3 simulate the flow of water on the high pressure side (HPS) of the HTI test cell. In
this initial step the membrane surface has been considered as wall for the boundary
conditions and the working fluid is fresh water (FLUENT database: p=998.2 kg/m?
pM=0.001003 kg/m*s). Moreover, the conditions on the inlet and outlet are shown on the table.
The inlet volumetric flow rate 0.5 L/h has been chosen equal to twice the number of the inlet
flow rate on the fresh water side, which is considered equal to the theoretical flow rate through
the membrane. This inlet flow rate is theoretically the optimum according to the energy and
costs needed to handle it. The hydraulic pressure outlet has been chosen 14 bar in order to get
a hydraulic pressure difference of the two membrane sides equal to 13 bar (14 salt water — 1
fresh water). This hydraulic pressure difference is approximately equal to half the osmotic
pressure difference of the two membrane sides (=26 bar) and gives maximum power density.

Membrane Channel Inlet Outlet

(green) design (red) (blue)
(gray)

Wall Wall 0.5L/h 14 bar

Fig. 7.4 Boundary conditions cases 1-3

7.1.2 Grid Sensitivity Study

The initial part of the study is investigating the solution’s sensitivity for different grid patterns.
For this purpose three grid densities have been tested, each one utilizing different number of
cells in the y direction (height) of the flow channel. The other directions (z length and x width)
have the same number of cells in all the grids.
Grids:

e (a)coarse 700 Thousand cells in total, 11 in the Y direction

e (b) dense 1.5 Million cells in total, 23 in the Y direction

e (c) hyper dense 3 Million cells in total, 46 in the Y direction

The figure below shows the three different grid densities from the -z view:
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Grid (a) — coarse 700k

X 11
cells
Grid (b) — dense 1.5M

23

cells
Grid (c) — hyper3M

46

cells
Top view of the HTI test cell Cross-sections of the flow channel;

different grid patterns

Fig. 7.5 Grid a, b, ¢ densities in the —z view
7.1.2.1 Results of the grid sensitivity study
The contour slices display the velocity magnitude for each grid at the top view of the HTI test

cell and in middle of the main channel(y=-0.254mm). The levels are normalized with the inlet
velocity (Uin=4.91E-04 m/s).

Grid (c) — hyper 3M

Grid (a) — coarse 700k
Grid (b) — dense 1.5M

0.0 Utot/Uin*j-

Fig. 7.6 Normalized velocity magnitude for each grid
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The charts below (fig. 7.8) present for each grid the normalized z velocity (Uz/Uin) in the y axis
(normalized with Ymax) in three different spots on the z direction (main flow): z=0, z=6.35mm
and z=-6.35mm.

W

Slice X=0.0

Z=-6.35mm  Z=0.0 Z=6.35

Fig. 7.7 Spots on the z direction

y/ymax(-) y/ymax(-)
1.0 1.0
0.8+ 0.8+
X=0.0 Z=0.0
0.6 1 0.64
' ——— coarse (700Kk) —— coarse (700k)
——dense (1.5M) dense (1.5M)
0.44 — hyper (3.0M) 0.4 4 — hyper (3.0M)
0.2+ 0.2+
0.0 T T T T T OO LJ LJ LJ T T T T
0.00 025 050 075 1.00 125 150 00 02 04 06 08 10 12 14
UZ/Uinlet (_) UZ/Uinlet (_)
Zz=-6.35mm z=0.0
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Y()

y/ymax({-)

1,01

0,84

0,6 1 —— coarse (700k)
——dense (1.5M)

0.4 —— hyper (3.0M)

0,24

0,0 ' ' ' ' '
000 025 050 0,75 100 125 1,50
uziu__ ()

z=-6.35mm

Fig. 7.8 Parabolic velocity profiles on the main flow

The following charts present the parabolic velocity profiles on the secondary flow (fig. 7.9) and
on the flow guidelines (fig. 7.10):

Slice Z=0.0 E/ x

1,00 4
0,75
0,50
—— coarse (700k)
—— dense (1.5M) —— coarse (700k)
0,25 - —— hyper (3M) T ozl —— dense (1.5M)
] > — hyper (3M)

0,00 S

-0,25

0,0 0,1 0,2 0,3 04 05 0,6 0,7 0,8 0,0 0,2 0,4 0,6 0,8
Uz/Uin
Fig. 7.9 Parabolic velocity profiles on the secondary flow
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0,0

0,2 4

0,4

Y()

0,6

0,84

This chart contains the normalized

coarse (700K) velocity magnitude instead of the z
——dense (1.5M) velocity because the velocity
— hyper (3M) vectors in this spot are

3-dimensional.

-1,0
0

T T T T T T
0 05 1,0 15 2,0 2,5 3,0

Utot/Uin

Fig. 7.10 Parabolic velocity profiles on the flow guidelines

Discussion of the results and conclusion of the grid sensitivity study

The differences in the results of the three grids are greater as the velocity magnitude
decreases, according to the velocity profiles: in the periphery where the velocity
magnitude is too low the results differ a lot, while in the guidelines where the velocity
magnitude reaches its higher levels the differences are negligible.

More specifically, the dense (1.5 M) and hyper dense (3M) grids give results which are
very close in all the three plots, while the results of the coarse grid (700K) differ
significantly from those of the other two, mainly on the secondary and main flow plots.

Therefore the most suitable mesh for the high pressure side of the PRO HTI test cell is

the dense (1.5M), which gives accurate results while being as coarse as possible in
order to minimize the time needed to run a fluent application using it.
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7.1.3 Results and discussion cases 1-3
7.1.3.1 Flow Field

Here is presented the flow field of the case 2 (1.5 M mesh) which is similar with that of cases 1
and 3.

The figure below (fig. 7.11) presents the streamlines from the inlet (colored with the normalized
z-velocity), along with some comments which explain the flow field.

Secondary flow eventually is sucked

Bulk flow escapes through the _ _
into the exit (dotted arrows)

plate channel (solid arrows)

outlet

secondary flow is forced to
reverse and travel along the
periphery (dotted arrows)

Bbo  uyun 1250

Fig. 7.11 Streamlines from the inlet colored with normalized z-velocity

There is also a video with animated streamlines colored with normalized velocity magnitude
which is cited in the CD of the project.

The next figure (fig. 7.12) shows the vector plot (colored with normalized velocity magnitude)
along with explanatory comments.
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Area of flow recirculation: Water The small number of vectors Y

flows into the periphery reveals a weak flow recirculation

instead of the main channel. which is more evident in the [ ] <
stream-path plot =

outlet
Pho  utoruin 16 ||

Fig. 7.12 Flow vectors colored with normalized velocity magnitude
7.2 Case 4

7.2.1 Simulation Conditions

In this case the flow of water on the HTI HPS test cell has been simulated considering a
uniform volumetric flow rate through the membrane as boundary condition instead of wall.
The dense grid (1.5 M) has been used as it is the most suitable according to the grid sensitivity
study. In addition, the boundary conditions for the inlet and outlet are the same as those on the
cases 1-3 (Qin=0.5 L/h, Pout=14 bar), and also the working fluid is the same i.e. fresh water.
The volumetric flow rate is equal to 0.26 L/h and has been calculated using the Darcy’s law
combined with the van’t hoff equation for the osmotic pressure which is referred to ideal
conditions. The calculations are presented in the next section. The figure 7.13 shows the
boundary conditions for the case 4.
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Boundary Conditions // Case 4

Membrane Channeldesign Inlet Qutlet
(green) (gray) (red) (blue)
0.26 L/h Wall 0.5L/h 14 bar

D D

HTIHPS computational domain

Fig. 7.13 Boundary conditions
Calculation of the volumetric flow rate through the membrane

The Darcy’s Law gives the volumetric flow rate through a porous medium as function of the
pressure difference between the two sides of the medium:

Q_ L(Aﬂ_Ap), (7.1)
u-L

E

where Q (m%/s) is the volumetric flow rate through the porous medium, p (Pa-s) the viscosity of
the fluid, At (Pa) and AP (Pa) the osmotic and hydraulic pressure differences between the two
sides and k (m?), L (m) and E (m?) the permeability , thickness and effective area of the
medium, respectively.

Comparing the Darcy’s Law with the general equation of osmosis:

% =A-(A7r—AP), (7.2

m
where A(m) the water permeability of the membrane (porous medium),

it is concluded that A:L (7.3).

u-L

The water permeability A based on experimental results with an HTI CTA
m
s-Pa

FO membrane is 1.87x107*2 ( ) while the effective membrane area E has

been calculated equal to 0.0233249 m?.
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The osmotic pressure difference between the two membrane sides for ideal conditions can
be calculated using the Van’t Hoff equation:

ATI'=2‘ACNac|'R'T , (74)
k
where ACnac (% = m—%)is the salt concentration difference between the two
2
m
membrane sides, R ( 2)the gas constant and T (K) the absolute
K

temperature of the fresh and salt water.
8.314 B 8.3114/'2 ) m?
molecularmassofNaCl ~ 0.0585 (K ,32)

e ACyaci has been chosen equal to 35 g/L, which is the average salt concentration of sea
water [5], minus O which is the concentration of salt in fresh water.

e R has been calculated as

e T has been taken equal to 298.16 K.

» By putting the above values in van’t hoff equation (7.4) the osmotic pressure difference
between the two membrane sides (ATr) is calculated 29.66207 bars. With the use of the
general equation of osmosis (7.2) the volumetric flow rate through the membrane is
calculated equal to 0.26 L/h.

7.2.2 Results and discussion
7.2.2.1 Flow field

The following figures (7.14-7.17) present the streamlines and vector plots from the inlet and
membrane surface of the case 4, along with explanatory comments.

There is also a video with animated streamlines colored with normalized velocity magnitude
which is contained in the CD of the project.
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The stream from the membrane surface which flows in the area between the main and
the secondary flow follows two paths dependingon the Z coordinate: in the areanear Y
the inlet escapes into the periphery while near the outlet follows the main stream.

Some part of the secondary flow returns to the main flow before reaches the
outlet which is more evident on the flow vector plot.

The maximum normalized velocity
magnitude for the cases 1-3 was

2.8 while for the case 4 is
significantly greaterreaching 4.8

Fig. 7.14 Streamlines from the membrane surface colored with normalized velocity
magnitude
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Onlya few streamlines from the inlet escape into the periphery as the flow from the |
membrane surface blocks the stream towards Y + coordinate <

Fig. 7.15 Streamlines from the inlet colored with normalized velocity magnitude

The velocity magnitude near the membrane
surface is lower than the magnitude in the
middle of the channel. The flow is slightly
accelaratingasit
reaches the outlet.

Fig. 7.16 Flow vectors near the membrane surface colored with normalized velocity
magnitude
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The flow inis accelaratingas it reaches the outlet while
on the cases 1-3 the colours are simetrical.

Maximum level of

BB oevin 288 colourssame asthe

_ _ . cases 1-3.
Fig. 7.17 Flow vectors in the middle of the channel colored

with normalized velocity magnitude

The figures 7.18 and 7.19 depict the parabolic velocity (U;) profiles on the main and secondary
flow.
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1,00 -

0,75

0,50 S

0,25 1

0,00 S

-0,25

-0,50 4

Y()

0,0

Fig. 7.18 Parabolic velocity profile on the
secondary flow

7.3 Cases 5-10

7.3.1 Simulation Conditions

Z velocity
decreasesas Y
coordinate

approachesthe

membrane
surface.

12 14 1,6

Fig. 7.19 Parabolic velocity profile on the
main flow

The following simulation cases are related with the transport of the fresh water from the low-
pressure side through the membrane into the high-pressure side of the flow cell which is
initially filled with salt water (p=1025 kg/m® u=0.00096 kg/m*s), with concentration of salt

C=35g/L. The working fluid is a mixture of salt water and fresh water.

The table below presents the boundary conditions that have been used in each case:



Boundary Conditions // Cases 5-10
Case Membrane Channeldesign Inlet Qutlet
(green) (gray) (red) (blue)
5 14 bar
0.5L/h
6 Dynamic 15.8 bar
7 conditions: HTI 1L/h
8 membrane Wall 1 bar
9
0.5 L/min
Oasys Water 15.8 bar
10
membrane

T =
| J

Fig. 7.20 Boundary conditions
7.3.1.1 Boundary Condition on the membrane surface

In order to simulate the flow of fresh water through the membrane a velocity boundary
condition has been used on the membrane surface, which is given by a function programmed
for FLUENT (UDF). This function calculates the velocity in each cell adjacent to the membrane
using the general equation of osmosis U =A-(Azx—AP), where A is the water permeability
coefficient of the membrane, AP the hydraulic pressure difference of the two membrane sides
and At the osmotic pressure difference between the area above (fresh water C=0 g/L) and
below (salt water C=variable) each cell.

e m
Water permeability is equal to 1.87E-12 (m)or the cases 5-8 (HTI
m
membrane) and 3.18E-12 (m) for the cases 9 and 10 (Oasys Water membrane [1],[2]).

Hydraulic pressure difference changes in each case as the pressure on the high pressure
side is different, as shown in the table above (pressure in the fresh water side is constant in all
the 5 cases equal to 1 bar).

Osmotic pressure difference is calcl%lated for each cell using the equation ATT=2-ACnac’R'T ,
where R is the gas constant 142.2 (K—Z’)ACNaCI the

‘S
concentration difference between the area above and below each cell and T is the temperature
298.15 K.
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The convection and diffusion of the mixture, fresh water and salt water, is captured with an
additional species transport model, with mass diffusivity of salt water in fresh water D=2.65E-
09 m%s (equal to the self diffusion coefficient of water at P=14 bar and T=298.16 K [3]).

7.4 Case 5
7.4.1 Boundary Conditions on the inlet and outlet

In this case the boundary conditions on the inlet and outlet are the same as in case 4 i.e.
Qin=0.5 L/h and Pout=14bar, in order to compare their results. While both use the same
equations for the calculation of the flow through the membrane, the difference is that in case 4
is given as a uniform flow rate while for the case 5 the flow is calculated for each cell separately
according to the local concentration.

7.4.2 Results and discussion
7.4.2.1 Volumetric flow rate through the membrane and generated power

The flow through the membrane is calculated 0.096 L/h while for the case 4 is 0.26 L/h, i.e.
approximately 3 times less than the theoretical. This is attributed to the lower osmotic pressure
difference between the two membrane sides, as the dilution of seawater from the fresh water
has been considered in this case. The effect of dilution can be reduced by increasing the flow
rate of the sea water coming from the inlet, as the fresh water coming from the membrane will
being removed faster (see later section).

The power that can be produced per unit of membrane area (i.e. Power density) is equal to the
hydraulic pressure difference between the two membrane sides multiplied by the velocity
through the membrane. For this case it is calculated equal to 1.48 W/m? while the ideal is 4.05
W/m?. This difference is caused by the decreased flow rate through the membrane.

7.4.2.2 Flow field
The figures 7.21-7.26 present the absolute pressure profile on y-z plane (x=0), the streamline

and vector plots, and the salt concentration profile on y-z plane (x=0), with comments and
explanations where is necessary:
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Z The differences in the absolute pressure on the flow field
arein the order of 0.01 bar while the operating pressures
are in the order of 14 bar so they are not visible. This is due
tothe low flow rate on the inlet (0.5 L/h)

The pressure is slightly
increased on the inletin
order to induce the flow

through the cell

min=1390999.5143 [JIS  Pea) [l max-1400000 5648

Fig. 7.21 Absolute pressure profile on y-z plane (x=0)

The maximum normalized
velocity magnitudein this
caseis decreased compared
to case 4 which was 4.6. This
is attributed to the
decreased flow rate through
the membrane

The flow is acceleratingas it reaches the exit
buta littleless thanin case 5

Fig. 7.22 Streamlines from the membrane surface colored with normalized velocity
magnitude
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The flow field is similar with that of the case 4 with only two differences: i) more
streamlinesfrom the inlet escape into the periphery as the resistance from the flow
through the membrane is decreased, ii) the acceleration of the flow is slightly decreased

The differences are attributed to the decreased flow rate
through the membrane

Fig. 7.23 Streamlines from the inlet colored with normalized velocity magnitude

-
S M o e
T e i = ==
— e A e ——

X - o —=
—
~ = - e ST

———— — e e — B g -
— — =< e~ i - =
oS N e MR T
o ~ .
< = e i e

The velocity
magnitudein the
areanear the inlet
islower thanin

case 4 -— magn.ltude same as
incase 4

Fig. 7.24 Flow vectors near the membrane surface colored with normalized velocity
magnitude

Maximum
normalized velocity
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The velocity magnitude in
the area near the outletis
lowerthanincase 4

Fig. 7.25 Flow vectors in the middle of the channel colored with normalized velocity
magnitude

The salt concentration profilescan be created if the mass fraction of salt water is
multiplied by 35 g/L, which is the initial concentration of salt in salt water.

The flow of the fresh water through the
membrane follows the flow of the saltwater  The salt concentrationis

andis sucked into the exit reachingits minimum on
The periphery is mainly filled the outlet where the mass
with fresh water as only a few of the frejsh wateris
streamlinesfrom the inlet escape maximum

’/ intothe periphery

z /
Fresh water is
gradually

Y diffusedinto

Fig. 7.26 Salt concentration profile on y-z plane (x=0)

The blue line on the
top (C=0) shows that
inthe membrane area
thereis only fresh
water

Magnified image
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7.5 Case 6
7.5.1 Boundary conditions on the inlet and outlet

In this case the boundary condition on the inlet remains the same (Qin=0.5L/h) while on the
outlet the pressure is 15.8 bar. This pressure gives hydraulic pressure difference between the
two membrane sides equal to 14.8 bar (15.8 bar HPS-1 bar LPS), which is equal to half the
ideal osmotic pressure difference (=29.6 bar), and yields the maximum power for this situation.

7.5.2 Results and discussion
7.5.2.1 Volumetric flow rate through the membrane and generated power

The fresh water flowing through the membrane is 0.09 L/h while the ideal is 0.23 L/h. This
flow rate is slightly decreased compared to case 5 (0.096 L/h) as the hydraulic pressure
difference between the two membrane sides is increased from 13 bar to 14.8 bar.

The power per unit of membrane area that can be generated in this case is 1.58 W/m? while the
ideal is 4.11 W/m?. This power is slightly increased compared to that of the case 5 (1.48 W/m?)
despite the decrease of the flow rate through the membrane. This is caused by the increased
hydraulic pressure difference which had a greater effect on the power than the decreased flow
rate through the membrane.

7.5.2.2 Flow field

The flow field and the salt concentration profile are very similar with that in case 5 as there
is only a slight difference in the flow through the membrane. The only difference is that the
maximum normalized velocity magnitude is 3.5 instead of 3.6 in case 5.

7.6 Case 7

7.6.1 Boundary conditions on the inlet and outlet

This case presents the conditions for an experiment without the use of high pressure on the salt
water side, which is easier to establish. The pressure on the outlet is 1 bar, which gives
maximum flow through the membrane but zero power density as the hydraulic pressure
difference between the two membrane sides is equal to zero. The volumetric flow on the inlet is
1 L/h which is approximately twice the flow through the membrane for these conditions.

7.6.2 Results and discussion

7.6.2.1 Volumetric flow rate through the membrane and generated power

The volumetric flow through the membrane is 0.236 L/h while the ideal (i.e. without the effect
of dilution) is 0.466 L/h, approximately twice the calculated. The generated power is zero as

the hydraulic pressure difference between the two membrane sides is also zero.

7.6.2.2 Flow Field
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The flow field is similar with that in the cases 5-6. Here it is only presented the salt
concentration profile (fig. 7.27), which can be measured in the experiment, using a laser
technique or salinity meters, which described in previous section.
The salt concentration onthe outletis a little
lowerthanincase 5. Thisis happeningbecause
the flow through the membrane is closer to the
idealthanin case 5

i \'he green lineis
much thicker
Y

e - which shows that
Magnifiedimage the mass of fresh

waterin this area
isgreater thanin
case 5

Fig. 7.27 Salt concentration profile on y-z plane (x=0)

7.7 Case 8

7.7.1 Boundary conditions on the inlet and outlet

The boundary condition on the outlet in this case is the same as in case 7 (Pout=1 bar). The
volumetric flow rate on the inlet is 0.5 L/min, which has been used in the published
experiments [4] and is 120 times greater than the flow rate in the cases 1-6 (Qin=0.5 L/h).

7.7.2 Results and discussion

7.7.2.1 Volumetric flow rate through the membrane and generated power

The volumetric flow rate through the membrane is 0.413 L/h while in the case 7 was 0.236
L/h, i.e. 75% increase. The ideal flow rate is 0.466 L/h being only (compared to the previous
cases) 12.8% greater. This difference between the two cases is attributed to the increased flow
rate on the inlet which removes faster the fresh water through the membrane and decreases the
effect of dilution.

7.7.2.2 Flow field
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The flow field is similar with that in case 9 and it will be presented in that case. This shows
that the increase on the flow rate through the membrane, with flow rate in the inlet 0.5 L/min,
does not make a lot of difference in the flow field.

Here will be presented only the salt concentration profile.

The flow of fresh water
through the membrane
isnegligible compared
to the flow of saltwater,

whichis 120 times
z .
greater, and is visible
only near the

y membranearea and on
the outlet

The coloured
layers are
much smaller
thanin the Magnified image

othercases

Fig. 7.28 Salt concentration profile on y-z plane (x=0)

7.8 Case 9
7.8.1 Boundary conditions on the inlet and outlet

In this case the boundary condition on the inlet is the same as in the previous case, i.e. 0.5
L/min, while on the outlet the pressure is 15.8 bar.

7.8.2 Results and discussion

7.8.2.1 Volumetric flow through the membrane and generated power

The flow rate of fresh water through the membrane is 0.203 L/h while in case 6 was 0.09 L/h,
i.e. 125% increase. The ideal flow rate is 0.23 L/h which means that it is only (compared to

cases 6-8) 13.3 % grater.

The power density that can be produced is 3.58 W/m? and it is 125% increased compared to
case 7 (1.58 W/m?). The ideal power density is 4.11 W/m? (13.3% grater).

7.8.2.2 Flow field
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The salt concentration profile is the same as in the previous case so here is presented only
the flow field.

by .
F The streamlines
— e n O a—

from the
peripheryjoin
the main flow
\ beforereaching
the semicircle

> Many streamlines
follow these paths

The maximum normalized velocity magnitude is decreased compared to the cases 5-7
reachingthe levels of cases 1-3 where there was no flow through the membrane. This is
happeningbecause the velocity on the membrane surface is four orders of magnitude
lowerthan the velocity on the inlet and therefore it does notinfluence a lot the main flow
In the previous cases the difference was two orders of magnitude

Fig. 7.29 Streamlines from the membrane surface colored with normalized velocity
magnitude

Very few streamlines from the inlet escape into Y
the periphery which means that more salt
water flows into the main flow where the s

osmosis takes place

Fig. 7.30 Streamlines from the inlet colored with normalized velocity magnitude
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The flow is acceleratingin the area near

the outlet while in cases 5-7 this was
happeninginthe area nearthe inlet

Fig. 7.31 Flow vectors near the membrane surface colored with normalized velocity

magnitude

The vector plotis very similar to the one in cases 5-7

with two small differences:

i) only a few vectors escape into the periphery

ii) the normalized velocity on the
inletof the channelis increased

in the middle of the channel colored with normalized velocity

Fig. 7.32 Flow vectors

magnitude
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7.9 Cases 5-9 Parametric Diagrams

Using the same boundary condition on the membrane surface as in cases 5-9 and different
conditions on the inlet, outlet and salt concentration difference between the two membrane
sides the following parametric diagrams has been created:

1)  Velocity through the membrane (Jw) as function of hydraulic pressure difference (AP)
between fresh and salt water, when Qin=0.5 L/min and AC=35 g/L.

i) Power generated per unit of membrane area (W=Jw-AP) as function of hydraulic
pressure difference (AP), when Qin=0.5 L/min and AC=35 g/L.

lii)  Volumetric flow rate through the membrane (Qm) as function of the volumetric flow rate
on the inlet (Qin), when AP=14.8 bar (gives maximum power for ideal conditions).

iv)  Volumetric flow rate through the membrane (Qm) as function of the salt concentration
difference (AC) between the two membrane sides, when Qin=0.5 L/min and AP=14.8
bar.

7.9.1 Diagrams i and ii

The diagrams i and ii are presented along with the experimental and model results from the
publication:

Power generation with pressure retarded osmosis: An experimental and theoretical
investigation, Andrea Achilli, Tzahi Y. Cath, Amy E. Childress

in order to compare them. This publication uses the same conditions (T=25°C, AC=35 gL,
Qin=0.5 L/min) and the same membrane (A=1.87 E-12 m/(s*Pa)).

These diagrams have been created using 9 points which come from 9 different simulations, for
AP=0 bar — 29.6611 bar.
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Fig. 7.33 Velocity through the membrane (Jw) as function of hydraulic pressure difference (Dp)
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Fig. 7.34 Power density (W) as function of hydraulic pressure difference (DP)
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7.9.1.1 Discussion of the results

These diagrams show that the CFD results follow the general trend of the experimental and
model results (straight line in the first and parabolic in the second), but they are slightly
increased. The increase on the first diagram is constant while on the second is proportionate to
the hydraulic pressure difference (DP), as the generated power is also proportionate to DP
(W=Jw*DP). This increase is mainly attributed to two reasons:

I)  The maximum osmotic pressure difference in the model for the ideal conditions is 27.63
bar (26.25 bar for the actual conditions) while for the CFD is 29.6611 bar, which means
that the osmotic pressure in the model has been calculated with a different equation than
AlMN=2ACRT, which gives lower osmotic pressure and therefore lower velocity and power.

i)  The CFD calculations consider only the effect of dilution of the sea water from the fresh
water coming from the membrane (i.e. external concentration polarization) and do not
calculate the effect of salt moving from the sea water to fresh water, which decreases the
salt concentration difference between the two membrane sides and therefore the osmotic
pressure difference which leads to decreased velocity and power. Also, the movement of
salt induces the effect of internal concentration polarization (salt trapped inside the
membrane), which is also not calculated and decreases the effective osmotic pressure
and the generated power.

The maximum difference between model and CFD results for the W-AP diagram appears when
AP is 14.8 bar and it is 26.6%.

For the experimental results (W-AP diagram) the differences from CFD results are: 3% when
AP=3.1 bar, 13.8% when AP=6.5 bar, 16.3% when AP=9.7 bar, which means that as the
hydraulic pressure difference increases the deviation increases too.

7.9.2 Diagram iii

The third diagram has been created with 10 points from 10 different simulations for Qin=6.94E-
08 m3/s — 1.41E-04m3/s.
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Fig. 7.35 Volumetric flow through the membrane (Qm) as function of volumetric flow from the

inlet (Qin)

- The lowest volumetric flow from the inlet (Qin) that has been calculated is 6.9E-08 m3/s (0.25
L/h) which is approximately equal to the maximum flow through the membrane (Qm) for these
conditions (i.e. relatively low). The FLUENT results for the flow through the membrane for this
p%int varies between 3 values. The presented graph contains the average of them (1.9 E-08
m®/s).

7.9.2.1 Discussion of the results

As the inlet volumetric flow increases from Qin=1.9E-08 to 8.32E-08 m3/s, the flow through the
membrane increases rapidly. Above this point the increase in the flow from the inlet gives a
minor increase in the flow through the membrane (logarithmic curve). Therefore, for each
different conditions there is an optimum flow from the inlet (Qin) which gives a combination of as
much as possible flow through the membrane (Qm), and therefore generated power, with as low
as possible cost (flow from the inlet).

7.9.3 Diagram iv
This diagram has been created using 6 points coming from 6 different simulations, for AC=20-
45 g/L. The salt concentration on the fresh water side is considered O which means that actually

the 6 points correspond to 6 different salt concentrations on the salt water side. For salt
concentrations below 20 g/L the results are not accurate and thus they are not presented.
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Fig. 7.36 Volumetric flow through the membrane (Qm) as function of salt concentration
difference between the two membrane sides (DC)

7.9.3.1 Discussion of the results

It is evident that the volumetric flow rate through the membrane (Qm) is tending to be
proportionate to the salt concentration difference (AC) between the two membrane sides.

This result is expected as: the flow rate through the membrane is calculated as the sum of the
flow rate in each cell of the membrane surface, which is the product of the cell area (DE) and
the velocity (U) in each cell. The velocity is given by the equation U =A-(A7—-AP), where
AT=2-ACnac'R'T (ACnaci= topic salt concentration difference) and AP, A, R, T =constants. The
cell area is also constant thus the only variable for calculating the membrane flow rate in each
cell is the topic salt concentration difference ACyaci. The rated salt concentration difference AC
determines the topic salt concentration difference for all the cells (slightly decreased) and
therefore the overall flow rate through the membrane.

7.10 Case 10
7.10.1 Boundary conditions
This case simulates the flow on the HPS test cell using the characteristics of an Oasys Water
membrane [1], [2]. The boundary conditions on the inlet and outlet are the same as in case 9:
Qin=0.5 L/mjn, Pout=15.8 bar. The difference is that the water permeability coefficient A is
3.18E-12 (——)

s-Pa .
instead of 1.87E-12 (m)l'his constant is used in the equation U = A-(Az—AP)

which determines the velocity in each cell on the membrane surface.
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7.10.2 Results and discussion
7.10.2.1 Volumetric flow through the membrane and power generated

The volumetric flow rate through the membrane is 0.299 L/h while in case 9 it was 0.203
L/h. This means that a 70% increase in the water permeability has given a 47.2% increase in
the flow rate. The flow through the membrane is proportionate to the water permeability so the
70% increase to the water permeability should have given approximately 70% percent increase.
This is not happening as the effect of dilution is greater while the flow of fresh water through the
membrane is increasing. Therefore, in order to get a proportionate increase on the flow rate with
the increase of the water permeability it is necessary to increase the volumetric flow rate in the
inlet. For example with 1 L/min volumetric flow on the inlet the flow rate through the membrane
is calculated 0.349 L/h i.e. 71.9% greater than in case 9. The ideal flow rate through the
membrane is reaching 0.397 L/h which is 32.8% greater than the flow rate in this case.

The power that can be produced is 5.26 W/m? while in case 9 it was 3.58 W/m?, with the ideal
being equal to 6.99 W/m?. With 1 L/min flow rate on the inlet, which gives 0.349 L/h flow rate
through the membrane, the power that can be generated is 6.15 W/m?.

7.10.2.2 Flow field

The flow field and the salt concentration profile are similar with that in case 9 with the
maximum normalized velocity being in the same level, approximately equal to 2.5.

7.11 Cases 11-12

In the PRO process the design of the test cell plays an important role, as given the volumetric
flow from the inlet it can reduce the effect of external concentration polarization (i.e. the dilution
of salt water from the fresh water coming from the membrane) (see chapter 3) , by removing the
incoming fresh water faster.

In cases 11 and 12 two new designs for the test cell are tested for their performance in PRO.
The designs are based on the original one (HTI) with some modifications:

» The main and periphery channel are the same as the original one, while the inlet and
outlet have been modified.

» The area and volume of the inlet and outlet have been kept the same as the original
design in order to retain the same flow volume and boundary conditions.

7.11.1 Boundary conditions

The boundary conditions that have been uselq are the same as in case 9 Qin=0.5 L/min,
Pout=15.8 bar, HTI membrane A=1.87E-12 (—P)
s-Pa

7.11.2 Case 11 design No. 2

The figure below presents the geometry of the design No.2 along with explanations:
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This design uses two symmetrical
inletsinstead of one,

and one outletin the middle of the
channel. These channels

are used in order
to guide the flow
on the outlet.

Fig. 7.37 Design No.2
7.11.2.1 Flow field

The figures that will be presented show the streamline and vector plots followed with the
appropriate comments.
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There are no streamlinesin this area that flow into the periphery. This has a
negative effect on magnitude of the flow through the membrane as the
fresh water that flows into the main channel dilutes the salt water and X
therefore decreases the effective osmotic pressure.

Maximumvelocity
magnitude decreased
compared to case 10

Fig. 7.38 Streamlines from the membrane surface colored with the normalized velocity
magnitude

Very few
streamlines
X

escapeinto the
periphery h

e,
/o)

- 1
B i L

The previous contourand this one show that the flow from the periphery is sucked into the
outlet through the guiding channelswhich means that the fresh water coming from the
membranein this area interferes with the salt water as littleas possible.

Fig. 7.39 Streamlines from the inlet colored with normalized velocity magnitude
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The flow of fresh water through the membrane is slightly
accelerated (larger area near the outlet) compared to the

original design which means thatit is removed faster

\

Y

Fig. 7.40 Flow vectors near the membrane surface colored with normalized velocity magnitude

Like the flow of fresh water, the flow of salt water is also slightly
accelerated compared to the original design which has a negative effect on

the flow through the membrane

Fig. 7.41 Flow vectors in the middle of the channel colored with normalized velocity

magnitude
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7.11.3 Case 12 design No.3

The figure shows the geometry of the design No.3 with the appropriate explanations:

The inlet and outlet are arcs of a circle with center the same as that of
the main channel and periphery walls

Y

Fig. 7.42 Design No.3

7.11.3.1 Flow field

Here are presented the streamline and vector plots along with comments.

Many streamlines escape into the periphery which means that less -
fresh wateris mixed with salt water of the main flow | |
Z
— e _
— - ~ . — <
= - = - =
- . _: - -~ %
. _:"-____.___,,_E__ o~ - =

=

Maximumvelocity

magnitude slightly
‘ncreased compared to
B8 ueoyuin design 2

Fig. 7.43 Streamlines from the membrane surface colored with normalized velocity
magnitude
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Many streamlines from the inlet escape into the periphery
compared to designs 1 and 2 which means that less salt water

flows into the main channelwhere the osmosis takes place B
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Fig. 7.44 Streamlines from the inlet colored with normalized velocity magnitude

Y

Fig. 7.45 Flow vectors near the membrane surface colored with normalized velocity
magnitude
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The flow field (both nearthe membrane surface and in the middle
ofthe channel)is similar with that in the 1 design. The main
difference is visibleand has been mentionedin the streamline plot

Fig. 7.46 Flow vectors in the middle of the channel colored with normalized velocity
magnitude

7.11.4 Comparison of the three designs — cases 9, 11, 12
The Qin (inlet volumetric flow)- Qm (volumetric flow through the membrane) plots for each

design are presented together in one diagram in order to compare their performance according
to the flow through the membrane for the same conditions.

8,0x10™ r r . r r
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e D]
e D2
—D3

0,0 50x10° 1,0x10* 1,5x10* 2,0x10* 2,5x10*  3,0x10™
Qin (m3/s)
Fig. 7.47 Qin — Qm plots for the three designs
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7.11.4.1 Discussion of the results

» The maximum Qm for the 3 designs is approximately the same (=7.5*10E-08 m®/s) and
the Qin in which they reach it is also the same (=2.8E-04 m?/s).

» ltis evident that for lower Qins the first design is performing better than the other 2.

> The 3 design is performing better than the second for small Qins(till approximately

2.5E-05 m*/s), while the second performs better for greater Qins.

7.12 Volumetric flow rate through the membrane calculated for each different grid density

For the boundary conditions used in case 9 (Qin=0.5 L/min, Pout=15.8

m
bar, A=1.87E-12 (m)) the volumetric flow rate from the membrane surface

has been calculated for each different grid density, as shown in fig. 48.

Coarse (700K) | Dense (1.5M)

Hyper (3M)

6.36E-05 5.64E-05

5.36E-05

Fig. 7.48 Qm for each different grid

7.12.1 Discussion of the results

» As the grid is being denser the flow through the membrane is decreasing. This can be an
additional reason for the increased CFD results in comparison with the experimental and

model (see chapter parametric diagrams i and ii).

» The difference in Qm between dense and hyper dense grid is small (5.2%), as was
expected from the grid sensitivity study, but not negligible, while between dense and

coarse grid is much greater (12.7%).

As it is shown in the fig. 7.48 the grid density has a great effect on the calculated volumetric flow
rate through the membrane, which plays a key role in the PRO process, and therefore a careful

selection of the mesh is necessary.

This dependence of the flow through the membrane from the mesh might be attributed to the
fact that the volumetric flow rate in the main channel is 120 times greater than the volumetric

flow rate through the membrane.
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7.13 Volumetric flow rate through the membrane calculated for each different spatial
discretization method of the momentum equation in FLUENT 12

Using different methods in FLUENT 12 for discretizing the momentum equation gives different
results for the volumetric flow through the membrane (Qm), as shown in the table below
(boundary conditions same as in case 9):

First Second | Third
Order Order Order Quick
Upwind | Upwind | mscl

Power
Law

5.6E-05 | 5.64E-05 | 5.63E-05 | 5.63E-05 | 5.61E-05

Fig. 7.49 Values of Qm for different discretization methods
7.13.1 Discussion of the results

The differences in Qm using different discretization methods are negligible (in the order of
0.1%), with the highest being equal to 0.71% between the First Order Upwind and the Power
Law.

CHAPTER 8.
CONCLUSIONS & FUTURE WORK
8.1 Summary of the final results

In this Diploma Thesis, the performance of PRO in a HTI test cell has been investigated. For
this purpose a CFD model has been applied using ANSYS FLUENT 12.

The initial part of this work includes the study of the mesh dependency of the given geometry.
Three different grids have been tested in the high pressure side of the test cell, where as a first
step is considered to contain fresh water (instead of mixture of salt water and fresh water) and
the membrane is considered to be wall: coarse 700K cells, dense 1.5M cells and hyper dense
3M cells. The differences in the flow field between the dense and hyper dense meshes have
been negligible while the coarse mesh differs a lot. Therefore, the dense mesh (1.5M cells) has
been chosen for the further simulations, which combines accurate results with the minimum
number of cells.

The second step of the investigation simulates the membrane with a boundary condition of a
uniform volumetric flow rate as an inlet which is

calculated from the general equation of osmosis E = A-(Ar—AP),
combined with the van’t Hoff equation ATT=2ACRT. In this step the membrane is considered to

have the characteristics of an HTI CTA FO membrane. The flow field and the parabolic velocity
profiles have been presented and discussed, and also compared with that of the previous step.
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For a better simulation of the membrane an algorithm has been created for the third part of the
research. This algorithm applies the general equation of osmosis U=A(A1-AP) (velocity of fresh
water through the membrane) in each cell adjacent to the membrane area and is integrated in
FLUENT as a boundary condition on the membrane through a UDF (User Defined Function).
This approach needs the calculation of salt concentration in the flow field and therefore the
species transport model of FLUENT has been enabled and the working fluid is considered a
mixture of salt water and fresh water (salt water mainly with a small portion of fresh water which
comes from the membrane).

With the given conditions, five different combinations of volumetric flow rate on the inlet and
hydraulic pressure on the outlet have been tested: this included the minimum flow rate, one
used in a published experiment and one for a proposed experiment. The hydraulic pressure
included the optimum and the minimum ones. The results contain flow fields and salt
concentration profiles, which have been discussed and compared. Also, the volumetric flow rate
through the membrane has been calculated for each case and therefore the generated power,
which have been also discussed and compared.

For the parametric analysis of the PRO concept in a test cell, it has been run a consecutive
number of simulations using the same approach with different boundary conditions on the inlet
and outlet. In each run the volumetric flow rate through the membrane has been calculated and
therefore the velocity through the membrane and the generated power, when needed. This led
to four parametric diagrams:

i) Velocity through the membrane (Jw) as function of hydraulic pressure difference (AP)
between fresh and salt water

i) Power generated per unit of membrane area (W) as function of hydraulic pressure
difference (AP)

iii) Volumetric flow rate through the membrane (Qm) as function of the volumetric flow rate
on the inlet (Qin)

iv) Volumetric flow rate through the membrane (Qm) as function of the salt concentration
difference (AC) between the two membrane sides

The results have been discussed and conclusions about the PRO process have been made
about: the reliability of the CFD model for the PRO process (comparison of the results with
published experiments), the effect of volumetric flow rate on the inlet upon the flow through the
membrane and consequently on the generated power, its significance and the need for
optimization, and also the validation of the fact that the volumetric flow through the membrane is
proportionate to the salt concentration difference between the two membrane sides, which
therefore has a great effect upon the first. The conclusions are presented in more detail in the
Chapter 8.
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The next step of the research investigates the performance of a different membrane (Oasys
Water) using the same approach and conditions. The volumetric flow from the membrane
surface has been calculated along with the generated power. The results have been discussed
and compared with the HTI membrane. In this step the importance of the membrane in the PRO
concept is highlighted (more details in Chapter 8).

As a final part of this work two new designs of the test cell have been tested for their
performance in PRO, which have been created based on the original one (HTI) with some
modifications:

» The main and periphery channel are the same as the original one, while the inlet and
outlet have been modified.

» The area and volume of the inlet and outlet have been kept the same as the original
design in order to retain the same flow volume and boundary conditions.

The flow fields of the two designs have been presented and discussed, in comparison with the
original one. Also, the volumetric flow from the membrane surface has been calculated for
different values of the hydraulic pressure on the outlet, and a diagram has been crated based
on these results, which compares the three designs. Some conclusions about the importance of
design have been deduced (see Chapter 8).

Finally, some configurations concerning the solution method in FLUENT have been changed in
order to investigate their effect on the process: five different spatial discretization methods have
been used for the momentum equation and the three different grid densities, while the
volumetric flow rate through the membrane has being calculated in each case. The results have
been discussed and have led to conclusions about the grid sensitivity and the effect of spatial
discretization.

8.2 Conclusions & Future Work

This Diploma Thesis investigates the PRO process in a test cell using a CFD model in
FLUENT, which provides a 3-dimensional approach instead of the one-dimensional, which is
used so far and contains empirical equations (see Chapter 3). This means that with the use of
CFD a flow field is generated, which contains the pressure, velocity and salt concentration in the
whole volume of the test cell, instead of calculating only the salt concentration near the
membrane area and the flow through the membrane. Not only does this provide more precision
in the results, but also enables an in-depth investigation of the process, which can improve the
design of the geometry. This of course requires a greater computational cost.

8.2.1 Accuracy of the CFD model using FLUENT 12 and future improvements

The first conclusions made in this project are concerning the accuracy of the CFD model. The
following charts, which were also presented in Chapter 7, compare our CFD results, with the
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experimental and model results from the publication [3] of Andrea Achilli, Tzahi Y. Cath, Amy E.
Childress, entitled:
Power generation with pressure retarded osmosis: An experimental and theoretical investigation

The first figure (fig. 8.1) presents the velocity through the membrane (Jw) as function of the
hydraulic pressure difference (DP) between the two membrane sides, while the second (fig. 8.2)
shows the power density (W) as function of DP.
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Fig. 8.1 Velocity through the membrane (Jw) as function of hydraulic pressure difference (DP)
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Fig. 8.2 Power density (W) as function of hydraulic pressure difference (DP)
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Both diagrams show that CFD have captured the general trend of the experimental and model
results (straight line in the first chart and parabolic in the second), but the values of the variables
on the y-axis for CFD are increased compared to them. This combined with the chart for
volumetric flow rate through the membrane as function of salt concentration difference between
the two membrane sides (fig. 8.3), which shows that the flow through the membrane is
proportionate to the salt concentration difference as it was expected, prove that the generated
model in CFD has the potential to provide a very accurate prediction of the PRO process.
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Fig. 8.3 Volumetric flow through the membrane (Qm) as function of salt concentration
difference (DC)

However, in order to achieve this, some improvements must be made to the CFD model first,
which will minimize the increase of the results:

This CFD model takes into consideration only the effect of external concentration polarization
(i.e. the dilution of salt water from the fresh water), but in the PRO process two other
phenomena also take place, which reduce the flow through the membrane: the movement of
salt from the salt water to the fresh water and the internal concentration polarization (i.e. salt
being trapped inside the membrane) (see section 3.4.3).

There are three ways to integrate these phenomena to the CFD model:

i) The first idea is to integrate in the algorithm for the boundary condition on the membrane
surface (UDF) two more equations: the equation for salt transport Js=B*AC,a (8.1), where B is
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salt permeability coefficient, along with the equation of the existing one-dimensional model for
the velocity through the membrane corrected to include the effect internal concentration
polarization (chapter 3)

1—22-exp(JW-K)
J,=A~x,- 5 4 —AP] (8.2)
1+ 1 [exp(d,, - K)-1]

w

where C,=Ciresh water, Ca=Csait water aNd K is a constant of the membrane,
which will be solved numerically.

i) A second more complicated solution is to solve using FLUENT 12 not only the salt water side
but also the fresh water side and the inside of the membrane, which will use the equation (8.1)
for transport of salt through the membrane and simultaneously the general equation of osmosis
Jw=A(ATT-AP) (8.3) for the transport of fresh water through the membrane. This approach
requires information about the morphology of the membrane and therefore is very difficult to
achieve.

iii) The third solution is a combination of the first two and will use the equation (8.2) for the flow
through the membrane and the equation (8.1) for the salt transport through the membrane,
while solving the fresh water side to obtain C, and C,.

Another reason why the results are increased in CFD compared to the experimental and
model might be the grid density. As shown in the table below (fig. 8.4), as the number of cells in
the grid is increasing the flow through the membrane is decreasing.

Coarse (700K) | Dense (1.5M) | Hyper (3M)

6.36E-05 5.64E-05 5.36E-05

Fig. 8.4 Volumetric flow rate through the membrane (Qm) for each different grid

Therefore, a larger variety of grids (some between 1.5 and 3 million cells and some greater that
3 million) must be tested (calculation of the flow through the membrane) using different
boundary conditions mainly on the inlet (volumetric flow rate) and secondary on the outlet
(pressure outlet), in order to find the appropriate one.

On the other hand the table below (fig. 8.5) shows that the spatial discretization method used
in FLUENT 12 does not affect the results in a significant level.
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First Second | Third
Order Order Order Quick
Upwind | Upwind mscl

Power
Law

5.6E-05 | 5.64E-05 | 5.63E-05 | 5.63E-05 | 5.61E-05

Fig. 8.5 Values of Qm for different discretization methods

But in order to conclude that the CFD PRO model is independent from the solution method used
in FLUENT 12, more solution settings (see section 6.3.2) must be altered and compared for
their results.

Moreover, a significant reason for the increase of the results in CFD is that in the published
results (model) the osmotic pressure between the two membrane sides is 27.63 bar while for
the same conditions on the CFD is 29.66 bar, which means that a different equation than the
van’t hoff (ATm=2AC,,cRT (8.4)) for the osmotic pressure is used.

Finally, for the improvement of the CFD model the general equation of osmosis (8.4), which is
used in the UDF (see section 7.3.1.1), can use the topic hydraulic pressure difference (i.e.
between the above and the below cell of the membrane) instead of the rated for each side. But
that will improve slightly the results, as the pressure values in the flow field differ slightly, while
having a huge computational cost, as it requires the solution of the fresh water side.

8.2.2 Relation between the flow from the inlet and the flow through the membrane - the
need for optimization

The following chart shows the volumetric flow rate through the membrane as function of the
volumetric flow from the inlet (fig. 8.6):

8,0x10* r r r r
7.0x00° 4 : v v v
D -

6,0x10° = /
= a i
2 5,0x10° I
£ J
O 40x10°

3,0x10° » » » : » ; .

={ = Qm
2,0x10°
00 50x10° 1,0x10* 1,5x10* 2,0x10* 2,5x10* 3,0x10* 3,5x10*
Qin (m3/s)

Fig. 8.6 Volumetric flow through the membrane (Qm) as function of volumetric flow from the

inlet (Qin)
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Qm (m3/s)

It is evidently that as the flow from the inlet is increasing the flow through the membrane is also
increasing, rapidly in the beginning and almost negligibly in the end. And as the produced power
(and therefore the profit from PRO process) is proportionate to the flow through the membrane,
an optimization for the flow from the inlet must be done taking into account the power needed to
provide the inlet flow, and its cost. This can be done in each PRO case separately or if possible
to create a general relation between the flow through the membrane (as a portion of the
maximum) and the optimum flow from the inlet.

8.2.3 Modification of the design and further investigation for its improvement

Two new designs of the test cell have been tested in this project with the main objective to
increase the flow through the membrane given the inlet flow (by removing the incoming fresh
water faster and reducing the effect of external concentration polarization). The designs are
based on the original one and the area and volume of the inlet and outlet have been kept the
same in order to retain the same flow volume.

The results are presented in the following chart (fig. 8.7):

8,0x10° r r r r
7_—7_
-8 ; N
7,0X10 7
6,0x10°
5,0x10°
m—_v
D2
4,0x10° D3

0,0 50x10°  1,0x10* 1,5x10* 2,0x10* 2,5x10* 3,0x10™
Qin (m3/s)

Fig. 8.7 Qin-Qm plots for the three designs

The chart shows that the differences in Qm for different values of Qin for the three designs are
negligible. This means that the changes made in the original design (the shape and position of
the inlet and outlet) had a little effect on the flow through the membrane.

Therefore, a further investigation is needed in order to improve the design of the test cell. This,
given the original design, can be achieved by changing the area and volume of the inlet and
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outlet, modifying the dimensions, shape and position of the main and periphery channel, or that
of the flow guidelines, and by altering the shape and dimensions of the effective membrane
area. Finally, completely new designs can be tested (cylindrical for example) (see chapter 3 for
membrane modules).

8.2.4 Effect of the performance of the membrane and the salt concentration difference in
the PRO process

By testing the performance of a new membrane (Oasys Water) in the PRO process, it has
been deduced the conclusion that the membrane plays the most important role in the process,
as it was mentioned in many publications [4], [6].

For the same conditions on the inlet, outlet and salt concentration the Oasys Water membrane
gives 47.2% greater volumetric flow rate through the membrane than the HTI membrane, and
thus 47.2% increased power density. This is attributed to the increased water permeability
coefficient (A) of the new membrane.

If we have taken into consideration the effect of internal concentration polarization (i.e. salt
trapped inside the membrane) and the movement of salt into the fresh water, the new
membrane would have given a greater increase on the flow through the membrane, as it's
morphology is more suitable for the PRO process and also it rejects better the transport of salt
(lower salt permeability coefficient B).

The final conclusion made in this work is concerning the dependence of the flow through the
membrane from the salt concentration difference: as shown in figure 3 the Qm is proportionate
to AC (as it was expected), and therefore the salt concentration difference between the two
membrane sides plays also an important role in the PRO process.

8.2.5 Overview

The present work introduces a CFD model to study the PRO process in a test cell, examines
its accuracy by comparing these results with those of an experimetl and of an existing model,
and makes suggestions for improvements in order to provide more precision. The role, also, of
the grid and of the solution method have been addressed. Moreover, the effects of basic
variables (inlet volumetric flow, salt concentration difference, water permeability of the
membrane) in the PRO process have been investigated and conclusions were made about their
role in PRO. Finally, by testing two new designs, conclusions have arisen about how certain
modifications in the design affect the process and also suggestions for further investigation of
the design have been made.
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ABSTRACT

The energy released from the mixing of freshwater with saltwater is a source of renewable
energy that can be harvested using pressure retarded osmosis (PRO). In PRO, water from a
low salinity solution permeates through a membrane into a pressurized, high salinity solution;
power is obtained by depressurizing the permeate through a hydro turbine. The combination of
increased interest in renewable and sustainable sources of power production and recent
progress in membrane science has led to a high increase in PRO interest in the last decade.
This interest led in the first prototype installation of PRO which opened in Norway in late 2009.
Although many researchers have studied the power production through PRO there is still lack of
theoretical and experimental investigations to ensure the success of PRO.

The present work introduces a Computational Fluid Dynamics (CFD) model to study the PRO
process in a test cell, examines its accuracy by comparing these results with those experimental
and of an existing model, and makes suggestions for improvements in order to provide more
precision. The role, also, of the grid and of the solution method have been addressed.
Moreover, the effects of basic variables (inlet volumetric flow, salt concentration difference,
water permeability of the membrane) in the PRO process have been investigated and
conclusions were made about their role in PRO. Finally, by testing two new designs,
conclusions have arisen about how certain modifications in the design affect the process and
also suggestions for further investigation of the design have been made.
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Appendix
Algorithm (UDF) for the calculation of the velocity through the membrane

DEFINE_PROFIL (inlet_y_velocity_mix, thread, position)
{

real xbound[ND_ND];

real xin[ND_ND];

real area[ND_ND];

face tf;

cell tc;

FILE *fp;
intil;

real
areatot,salinity,rgas,mbsalt,dp,temp,effarea,perm,flowrate,vel,dpi,dcondconcinlet,dconna
cl;

i1=0;

salinity=35; /* g/L */
rgas=8.314;
mbsalt=0.0585;
effarea=0.0233;
perm=1.87E-12,;
temp=298.15;
dp=14.8E+5;

/lfp=fopen("erasl.dat","w");

begin_f loop(f,thread)

{
F_CENTROID(xbound, f, thread);

F_AREA(area, f, thread);
areatot=pow((pow(area[0],2)+pow(area[1],2)+pow(area[2],2)),0.5);
c=F_CO(f,thread);

C_CENTROID(xin, ¢, THREAD_TO(thread));

dconc=(1.0-C_YI(c,THREAD_TO(thread),0)); /* concentration of fresh
water in adjacent cell */
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a

I
I
I
I
I

dconcinlet=1.; /* concentration of fresh water in inlet of membrane */

dconnacl=(1.0-dconc)*salinity; /* that is the NaCl consentration difference
etween membrane inlet and adjacent inside cell */

/I dconc=(1.-C_YI(c,THREAD_TO(thread),0)); /* concentration of salt water in
djacent cell */

/I dconcinlet=1.; /* concentration of salt water in inlet of membrane */

dpi=2.*dconnacl*(rgas/mbsalt)*temp;
flowrate=perm*(dpi-dp);
vel=flowrate;

F_PROFILE(f, thread, position) = vel;

fprintf(fp,"%12.8f %12.8f %12.8f",xbound[0],xbound[1],xbound[2]);
fprintf(fp,"%12.8f %12.8f %12.8f" xin[0],xin[1],xin[2]);
fprintf(fp,"%12.8f %12.8f %12.8f",area[0],area[1],area[2]);

fprintf(fp,"%12.8e %12.8e %12.8e",dconc,flowrate,vel);
fprintf(fp,"\n");

}
end_f_loop(f, thread)

llfclose(fp);
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EKTETAMENH MNEPIAHWH AINAQMATIKHZ EPIAZIAZ EMIN

To avTikeigevo TG TTapoucag AITAwPATIKNG Epyaciag gival n HEAETN TNG TTAPAYWYNAG EVEPYEING
MéOw TNG aglotroinong TnG wWopwTikAG Trieong (Pressure Retarded Osmosis - PRO). H
agloTToinon TWV AVAVEWOCIKNWY TTNYWV EVEPYEIAS OTTOTEAEI BACIKO AVTIKEINEVO TNG £PEUVAC TTOU
diecayetal oe Taykdéopio emmitredo. Qopwon ival n por] Tou vepou atmd éva dIGAUPA XAPNAAG
OUYKEVTPWONG AAATOG (TT.X. YAUKO vEPO) o€ €va dIGAUPa UWNANG TTEPIEKTIKOTNTAG OE OAQTI (TT.X.
BaAdoola UdaTa) PECW MIAG ETTIAEKTIKA dIATTEPATHG MEUPPAVNG (dIATTEPATH yIa TO VEPO, HN
dlatrepaTh atrd TO AAdTI), Kal odnyeital atrd T diagopd Tieong, N OTToia OVOUAZETAl WOHWTIKA
TTieon. H wopwTikn TTieon o@eiAetal 0Tn d1aQopd CUYKEVTPWONG AAATOG TWV OIGAUPATWY TTOU
dlaxwpifovral atmd TNV MPEMPPAVN Kal evepyoTTolEiTal atmd T dUvaun TG @UONG yia TN
dnuIoUpYia I00PPOTTIAG METALU TWV dIAPOPWY CUYKEVTPWOEWY OTA UYPA. ZTO TTAPOKATW OXRua
QaiveTal n por) oTnVv €uBgia, avTioTpoPn Kal KabuoTepnuévn WOoPWON:

FORCE (AP) FORCE (AP)

FO PRO RO
2x. 1 Pony oTnv €uBcia, avtioTpopn Kal KABuOoTEPNPEVN WOPWON
Otav 10 YAUKO vepPO péel yEow TNG MEPPBPAVNG TTPOG TO BaAaCaIvVO, TTPOKOAEI TNV apaiwaor Tou
KAl TNV augnon Tou GyKOou TOU Kal TG AVTIOTOIXNG TTAPOXNS Tou. Av To BaAacoivo vepd BpioKkeTal
uTTé TTiEon uTTopei va TTapaxBei 1I0xUG atrd TNV ATTOCUUTTIEST KIVWVTAG évav udpoaTpOBIA0 Tou

oTT0ioU 0 Agovag ival ouvdEDEPEVOG UE PIa YEVVATPIA N OTToia TTAPAYEI NAEKTPIKO pEUMA, OTTWG
PAiVETAI OTO TTAPAKATW OXAMA:
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A

BRACKISH WATER

FRESHWATER BLEED

2X. 2 ATTAOTTOINPEVO EPYOOTACIO TTAPAYWYNG NAEKTPIKAG evEpyelag PRO

To @aivouevo dIETTETAI ATTO TECOEPIC PACIKES ECICWOEIC: Wia yia TN PO Tou YAUKOU vepou péoa
ammo TN pePPPavn (Jw), yia yia Tn pory Tou aAatiou ammd 1o aApupd oTo YAUKO vepd (Js) (ol
MeEuBpaveg Oev cival ammOAUTa NUITTEPATEG), Mia yia Tnv OlaQopd WOUWTIKAG TTieong MeETagU
aAaTtdvepou Kal YAUKOU vepou (ATT) Kal pia yia TNV TTapayopevn 10XU avd Jovada eTTIQAVEING

(W):

Jw = A(ATT - AP) 1)
-Js =B-AcCnaci (2)
AlMosmotic = 2:ACnaci "R T (3)

W =, AP = A-(ATT - AP)-AP  (4)

OTTOU A OUVTEAEDTNG TTEPATOTNTAG TNG MEMPBPAVNG, B 0 ouvTeAeoTAC attdéppiwng Tou aAaTiou aTrd
N MePBpavn, AP n diagopd udpauAikhig Trieong PETaEU aApupou Kal YAukoU vepou, Ac n
dla@opd ouykévipwaong, T n Beppokpacdia Twy 2 peucTwy Kal R TTaykOouia oTabepd Twv agpiwv
yia 10 aAaTdveEpO.

O1 yePPBpPAvES TTOU XPENOIKOTTOIOUVTAI OTNV WOPWON ATTOTEAOUVTAI ATTO 2 OTPWHPATA: £va yId TNV
amoppIYn Tou aAaTiou, TTou ovopdadeTal skin, kal éva UTTOOTNPIKTIKO YIO VA QVTEXEI TIG UWPNAEG
udpauAikéG TTIECEIG, TTou ovouddletal support. H pofy Tou yAukoU vepou péca atmd auth
eTTNPEAleTal apvnTIKA atd dUo onuavTika @aivoueva TTou ovoudlovtal external concentration
polarization: apaiwon Tou aApupoU vepou aTrd To YAUKO OTnV TTEPIOXH KOVTA OTn PEPPBPAvn Kal
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internal concentration polarization: eykAwBIOPOG TOU aAATIOU OTO UTTOOTNPIKTIKO OTPWUA TNG
MEUBPAVNG, OTTWG PAIVETAI OTO TTAPAKATW OXNHA:

support  skin

Fresh water

Lo oaed

{
|
i
|I I|
|I ',

Salt concentration

O
_—_—

Distance

ZX. 3 ZTPWHATA TNG MEPPBPAVNG, por] VEPOU Kal aAaTIoU, KATAVOWN TNG OUYKEVTPWONG

Yo tnv mmpoutroBeon o611 PRO Texvoloyia e@pappoletal oTiG EKBOAEG TwV TTOTAPWY WTTOPEI va
TTOPAYEl AVAVEWOIWN, OTABEPN 1I0XU 24 WPES TNV NUEPQA, YIa OAO TO XPOVO Kal £TTIONG UTTOPEI va
TTOPAYEl EVEPYEID OE TTEPIOXEG OTTOU AAAEG AVAVEWOCIUEG TINYEG EVEPYEIOG OEV Eival OAPKETA
aTmoTEAEOUATIKES. 'Exel ekTIUNOBEI 0TI péow Tou PRO eival duvatd va trapayxBouv 1700 TWh
EVEPYEIOG TO XPOVO TTAYKOOMIWG, aTTd TIG OTT0ie o1 160 €ival otnv EupwTrn.

H 16éa tou PRO trpoékuywe ota péoa tnG OekaeTiag Tou 1950, aAAd eAGXIOTEG €pEUvEG £XOUV
yivel ato 16T€, KUpiwg AOyw Twv akatdAAnAwyv peuBpavwy. O1 EpEUveS EXOUV ETTIKEVTPWOEI oThV
OOoKIu OIa@OPETIKWY MHEUPBPAVWY, AEITOUPYIKWY HOVAdwY (BaAduou OOoKIUNAG), OAAG  Kal
MovTéAWV oxedlaopévwy yia va Treplypdayouv Tnv PRO kal va agloAoyrioouv 6, TI atTaITeiTal yia
va auénBei n atmoTeAeopaTIKOTATA TNG. O oXeBIOOPOC TNG MEUPBPAVNG, TNG AEITOUPYIKAG HovAdag
Kal €TTiONG 0l OUVOAKES POAG TOU YAUKOU Kal BaAacoivou vepou TTaifouv TTOAU onuavTiké poAo.

Tnv 18éa Tou PRO e@dppoocav NopBnyoi €TTIOTAPOVEG O€ €vav TTPWTOTUTTO WOPWTIKO OTABUO
TTapaywyng nAekTpikoU peupatog (pilot plant) To 2009 oto Tofte TnGg NopPnyiag kovtd oTo
fjord Tou Oslo (ox. 4). O oTaBUOGG AUTOG AEITOUPYE VIO TTEIPAPATIKOUG AOYOUG Kl XPNOIUOTTOIET
2000 m? pepPpavng, 66 avrAiec, eVaAGKTEC TTEONC Kal pia TOUPHTTIvVA, yia Tnv Trapaywyr 10
kw. ‘Eva kavovikd epyooTdolo TTapaywyng NAEKTPIKAG evépyelag TTou Ba Trapdyel 25 MW,
onAadn Ba utropei va TTapéxel evépyela oe 30000 eupwTraikd oTTiTia, Ba atraiTei 2 ekaToupupIa
U% HEUBPAVNG, 25 M?/BeuTePOAETITO YAUKS vEPS Kal 50 mM%/SeuTepOAeTITO BOAACOIVO O€ TTiEON
TTepiTTOoU 12 bar, TTpdyua TTou anuaivel o1 Ba €xel To PEyeBog evog yntrédou Tmodoo@aipou. Ol
UTTOAOYIGHOI auTOI €yIvav Pe TV TTPoUTIO0san o1 1 m? pepPpAavng TTapdyel 5 W, og avtiBeon pe
TO UTIAPXOV €PYOOTAOIO TIou Trapdyel Aiyotepo omd 1 W/m?. O1 UTTEpXoUsEC HEMBPAVEC
UTTOpoUV va Tapdyouv 3.5 W/m?, aMd o o1éxo¢ Twv 5 W/m? eival €pIKTOS KOBWS ol
UTTAPXOUOEC NEMPBPAVEG Eival EITE yIa KAVOVIKA E€ITE yIA QVTIOTPOPN WOPWON, KAl £X0UV PEIWPEVN
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atmrodoon. Autd o@eileTal 0TO OTI £XOUV QPTIAXTEI VIO VO QVTEXOUV TTieon peyaAUuTeEPN Twyv 25 bar,
TTou oTnv TexvoAoyia PRO autd dev eival amapaitnto, KAl €Tiong n 1Kavotnta Toug va
EMTPETTOUV OTO YAUKO VEPO Va TTEPVAEI UE HEYOAUTEPN TaXUTATA OV TTaiCEl TOOO onuavTiKO pOAo
600 o1o PRO, 610Te UTTAPXOUV OPKETA TTEPIBWPIa BEATIWONG WOTE Va EMITEUXOEI 0 OTOXOG Kal
AKOMQ TTEPICOOTEPO.

] et wATIR
. sau AT
] wearws wanis

_MEMBRANE RACK

PRETREATMENT SALT WATER PRESSURE EXCHANGER | BOOSTER PUNPS

2X. 4 MovTéAo gpyooTaaiou TTapaywyns NAEKTPIKNG evépyelag PRO

ATIé Ta TTOPATTAVW Eival TTPOQPAVEG OTI TO APXIKO KOOTOG MIaG eyKaTtaoTatng PRO €ival apkeTd
MEYAAO (MEYAAUTEPO ATTO TIG UTTAPXOUOEG VEEG EVAOANOKTIKEG TTNYEG EVEPYEIOG: BIOPAda, KUPOTA,
TTaAippola, aioAikr) offshore), aAAd 1o yeyovog OTi Asitoupyei 365 pépeg 10 Xpovo, 24 WPES TN
Mépa KaAvel Eva MW OpKeTA TTAPAYWYIKO, OTTOTE TO KOOTOG avépxetal ota 50-100 €/MWh,
onAadn avtaywvifetal TIG UTTOAOITTEG VEEC eVOAAAKTIKEG TTNYEC evépyelag. MNa va exkTiundei n
OIKOVOMIKN BiwoiudtnTa Tou PRO XpnoiyoTrolgiTal o TUTTOG:

Revenue
Membrane area-year

= Power density-Energy price (5)

TToU Oivel Ta €000a avd TETPAYWVIKO PETPO MEUPPAVNG avd £€T0C. OewpwVTag TNV TTUKVOTNTA
10%00G TS MEUPPAVNS 5 W/m?, TTou €ival 0 emITEUEINOS OTOXOC, TNV TTapoUca TIUA TNG EVEPYEIOS
0.10 $/kWh, Bpiokoupe 4.4 $ é0oda avd m? pepPpdvng avd €rog ($/m?). To oxAua Trou
akoAouBei deixvel Ta é00da avd m? pePPBPAVNS oav ouvaPTNON TNS TIMAS TNS EVEPYEIOS yia 3

O10QOPETIKES B1apKeIES NG TNG MEPBPAVNG:
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150

10-year membrane life

5-year membrane life
125

1-year membrane life

100

Membrane revenue, $/m?
4] ~J
? . 9
[

254

0 0.10 0.20 0.30
Energy price, $/kWh

Tx. 5 ‘Eooda avd m? pepBpdvne oa ouvaptnon TNS TIMAS TNG EVEPYEIOC VIa 3 DIOPOPETIKES
S1apkeleg Cwng TNG pepBpavng

O1rwg €ival avauevopevo 1a €0oda avepaivouv pe TNV augnon (wNAg TnG PePBpAavng Kal TV
aug¢non TNG TIMAG TTWANONG TNG evépyelag. Me TIG TTApOUCEC TIUEG VIO TNV €VEPYEIQ, TNV
EMTEVEIUN TTUKVOTNTA 10XU0G TNG PEMPBPAvVNG Kal yia didpkela CwAG TNG MENPBPAvng 5 €1n, Ta
é0oda avd m? peuPpdvng eival 22 $/m®. Me Oedopévo KOOTOG HepBpaviy 20-40 $/m?
(MeEPBPAvES yia avTioTpoen wopwon) gival eavepd 611 To PRO pe Ta uttdpxovra dedopéva dev
QaiveTal va UTTOPEI va TTapdyel evEPyEIa O€ avTaywvioTIKO KOoToG. MNa va emTeuxdei autd
TTPETTEl va UTTApPEEl BeATiwon €iTe 0TV TTUKVOTNTA 10XU0G TWV PEUBpavwy, €iTe oTn dIdpKeEIa
CWNG TOUG, €iTE PEIWON TOU KOOTOUG TOUG.

2€ QuTAV TNV €pyacia , UPEAETABNKE yia TTPwTn @opd, n Oladikacia Tng KabuoTepnuévng
wopwTikAg Trieong (PRO), oe €éva €dikd Olapoppwuévo BOdAapo odokiung PRO, e
TTPOCOMNOIWCEIS PE TNV XPAON UTTOAOYIOTIKAG peucTopnxavikic (CFD), n otroia TTapéxel pia
TPIodIACTATN ATTEIKOVION TOU QAIVOPEVOU O€ avTiBeon Pe TIG AdN UTTAPXOUCESG POVOBIACTATEG,
TTPAYMa TO OToio emTPETEl TNV €E€TaOn TNG pony oTo BdAauo dokiung. Egetdotnkav Ta
armmoTeAéOATA TNG ETTIOPACNG TWV PACIKWY TTAPAUETPWY, ONAADK TTiECNG, OYKOUETPIKNAG PONG
KAl OUYKEVTPWONG Tou aAaTiol aTto BaAaccoivo vepd, KaBWG ETTiIONG Kal Ta XAPAKTNPIOTIKA TNG
MeuBpPAvNg, oTnv amédoon Tng diadikaoiag. ETITTAéov peAETABNKE, N eTTiOpaon Tou oxedlaouoU
Tou BaAdpou dokiung, e¢etdlovrac dla@opeTikG axédia. E¢etdotnkav tmiong n opBéTNTA KAI N
akpiBela Twv atmmoteAeopdTwy. TEAOG, digpeuvnBNKav ol duvaTdTNTEG Kal Ol TTEPIOPICHOI TNG
olepyaciag PRO .

MNa 1n yeAéTn auth Xpnoiyotroidnkav 4 Bacikd TTPOYPAUMUATA YIa TNV TTPOCON0IWaN TNG PONS
oTnVv TTAeUpd UYWnANG MEoewg (aAaTtdvepo) Tou BaAduou dokiung (N TTAeupd Tou YAUKoU vepoU
Bewpeital 0TI £X€I ATUOO@AIPIKN TTiEON KAl CUYKEVTPWON aAaTiou undevikn): solid works 2010 yia
TN oxediaon Tou BaAduou dokiuAg, gambit 2.4.6 yia Tn dnuioupyia Tou TAEypatog, ANSYS
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FLUENT 12 yia tnv emiduon Twv €€lowoewv kal Techplot 360 2009 yia Tnv €TTeepyacia Twv
ATTOTEAEOUATWV.

Ta oxApaTa KAl O TTiVAKAG TTOU AKOAOUBOUV TTAPOUCIACOUV T YEWMETPIA TTOU €XEl MEAETNOEI
(oxédia ammod tnv etaipia HTI), wia treipapatikg didtagn 1Tou TTEPIEXEI TO CUYKEKPIMEVO BAAauo
QOKIUAG KAl YTTOPEI VO avaTttapAyel TIG CUVONKES TTOU JEAETWVTAI OTNV EPYATIA, HIO QWTOYPOPia
NG MEUPPAVNG TTOU TTAPONKE ATTO NAEKTPOVIKO WIKPOOKOTIIO OTO £pYACTAPIO TOUu AnuOKpITOU
KaBwG €TTiONG Kal TIG OIOPOPETIKES TTEPITITWOEIG TTOU £XOUV £EETAOBEI OTNV £pyaaia:

Membrane Channeldesign Inlet Outlet

(green) (gray) (red) (blue)

- T - -
\ )

1

HTIHPS computational domain

2x. 6 Ecwtepikd Tou BaAdGuou SOKIUNG - TTAEUPA PE TO AAATOVEPO

2X. 7 E€wTepIkO TOU BaAdpou SOKIUAG
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Pressure

gauge
. b
Flow Experimentalce Material:
. valve Membrane stainless
Fitti - ”
|I"(.t|hng:4 T L'l 1o / steel 1 saltwater
Fresh > | *]' - "} !"n Figh pressure pump tank
water Recirculation pump P=13 bar (or maximum C=35g/L
tank P=1 bar, avallible)i I|1=03§I_./m|n V=40L (or
V=5L L Q=0.5L/min o i it maximum for
" the given
LPS HPS pressure)
Pressure valve

2X. 8 Meipaparikr didragn

ATTTTTTITIITTIT I T

(

Volumetric
cylinder
V=20ml

x».x.‘"_._.""-.'-'_‘9—“.——-3.—-‘4'—-9'.—.{ et h s L L
4 bh 1
11 e | g § | e ] | | | ottt | | | o | ¢ o § ' st | s | i | |
08 he o s ! —

11202011 | HV |mag| WD | HFW |tilt Y p—
5:51:49 PM |25.00 kV| 80 x|11.3 mm|3.38 mm| 1 °

ZX. 9 YTTooTnpIKTIKO OTPWHA TNG MEMPBPAVNG (zoom x80)
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- Inlet Outlet Working
Case | Geometry Grid Solver Boundary | Boundary Membrane Fluid
1 coarse
(700K) Fresh
dense water
2 (1.5M) Wall p=998.2
kg/m?®
3 hyper (3M) 0.5L/h 14 bar u=0.0010
03
kg/m*s
Mass flow
4 inlet: HTI (DFLtUENT
membrane ) atabase
5 14 bar
0.5L/h
HTI
6 standard 15.8 bar 5 Nuieure
ynamic :
HPS conditions: | Salt
7 FLUENT| 1 n 1 bar HTI water
Adequate 12 membrane | C=35g/L,
Resolution: p:10325
8 1 bar kg/m?,
Dense 1.5M pu=0.0009
6 kg/m*s
9 (Exponen
tial model
Dynamic |for
conditions: | T=298.15
10 0.5 L/min Oasys [K) and
W fresh
15.8 bar ater water
membrane | c=q g/L
New Design Dynamic
11 a _
1 conditions:
HTI
New Design membrane
12 5

Zx. 10 AICQOPETIKES TTEPITITWOEIG TTOU £¢eTAoONKav e To CFD
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To TpwTo MEPOG TNG epyaoiag autig (Trepimrwoelg 1-3) mepIAapPBavel Tn PeEAETN NG
aveéapTnoiag TTAEYPATOG TNG OUYKEKPIPEVNG YEWMETPIOG. Tpia OIa@OPETIKA TTAEyPATA £XOUV
OokiyaoTei, KaBéva pe dlaPOPETIKO apIBPO KeAwv oTn didoTaon Tou UYoug Yy (46, 23 kar 11
OTTWG @aivovTal 0To OXAMA), BewpwvTag TN PEMPPAVN WG TOIXWHO Kal oav TTpwTtn @don Ot
TTEPIEXETAI YAUKO veEPO avTi yia aAatdvepou: keAid 700K, 1.5M kai 3M. O1 diagopég oTn pon
avapeoa ota Tukva 1.5M kai utrep-Trukva 3M TTAéypaTa ATav apeAnTEES, v TO TTAEyua 700K
dlapépel TTOAU. Q¢ ek TOUTOU, TO TTUKVO TTAEypa (1.5M KeNI) €xe€l €TTIAEYED yia TIG TTEPAITEPW
TIPOCOUOIWOEIG, TO OTTOI0 CUVOUACE! Ta aKpPIPr AaTTOTEAEOUATA PE TOV EAAXIOTO APIOPO KEAIWV.

Grid (a) — coarse 700k

N 11
cells
‘ Grid (b) — dense 1.5M
e sRsasas 23
cells
Grid (c) — hyper 3M
46
cells
Top view of the HTI test cell Cross-sections of the flow channel;

different grid patterns

2x. 11 MNukvoTnTa KEAILWV TOU KABE TTAEypaTOog 0T d1IdoTAoN TOu UWOUG Y

To delTepo PBripa NG €peuvag (TTEPITITwWON 4) TTPOCOUOIWVEl T MEUBPAVN HPE MIO OPIOKA
OUVOKN OPOIOUOPPNG TTAPOXNG TTOU UTTOAOYICETAI ATTO TIG £EI0WOEIG

Q_ A- (A —AP),
E
A'IT=2'ACNac|'R'T s

270 TTAPOKATW OXAMATa @aiveTal n por] oto OAAAPo SOKINAG Kal Ta TTAPABOAIKA TTPO®IA
TaXUTNTAG OTNV KUPIWG KAl TNV TTEPIPEPEIOKT POr:
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The flow in is accelaratingas it reaches the outlet while
on the cases 1-3 the colours are simetrical.

Maximum level of

MO UGG cooussame e

cases 1-3.

1,6

1,00 -
0,75 -
0,75 Z velocity
0,50
decreasesas Y
. coordinate
T 0%+ ; 0,50 4 approachesthe
membrane
0,00 - 1 surface.
0,25 4
-0,25 -
'0150 7 . T T T T T T T T 10,00 T T T T T T T T T T T T T T T 1
0,0 0,2 0,4 0,6 08 10 00 02 04 06 08 10 12 14
Uz/Uin(-) Uz/Uin(-)

2X. 13 MNapaBoAikd TTpo@IA TaxUTNTOG OTNV KUPIWG KAl TTEPIPEPEIAKA PON
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2T0 TPITO PEPOG TNG €peuvag (TTEPITITWOEIS 5-10) xpnoigoTTolEiTal évag aAyopiBuog  yia Tnv
KaAUTEPN TTpocopoiwaon TNG HEUPBPAvVNG. O aAyopIBuog auTdg eQapuOlel TN YEVIKN £¢icwaon TNG
o6opwong U = A (ATT-AP) (TaxutnTa Tou YAUKOU veEPOU PEOW TNG MEMPPAVNG) o€ KABE KEAI TNG
MEMBPAvNG .H dlagopd TNG oOPwWTIKA Trieong uttoAoyieTal yia KGBe keAi amd Tnv eficwaon
ATI'=2'ACNac|'R'T.

210 TTapakaTw Mivaka (Zx.14) @aivovTal ol cuvenkeg oTnv €icodo, £€0d0 Kal oTn HEPPPAvVN :

Boundary Conditions // Cases 5-10
Case Membrane Channeldesign Inlet Qutlet
(green) (gray) (red) (blue)
5 14 bar
0.5 L/h
6 D‘y"namic 158 bar
7 conditions: HTI 1L/h
8 membrane Wall 1 bar
9
0.5 L/min
Oasys Water 15.8 bar
10
membrane

2x. 14 OpiakéG oUVONRKEG OTIG TTEPITTTWOEIG 5-10

H pory o1t0 BdAauo OOKIYAG, TTou gival TTapPOMoIa O OAEG TIG TTEPITITWOEIG, KABWG Kal n
OUYKEVTPWOT TOU aAATIOU, idIa yIa TIG TTEPITITWOEIG 5-7 Kal dIAQOPETIKN yia TIG 8-10, @aiveTal oTa
TTAPOKATW OXNUATA:
The flow field is similar with that of the case 4 with only two differences: i) more
streamlinesfrom the inlet escape into the periphery as the resistance from the flow
throughthe membrane is decreased, ii) the acceleration of the flow is slightly decreased

The differences are attributed to the decreased flow rate
through the membrane

2x. 15 Npappég pong atrd Tnv €icodo
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‘_‘*_,-5‘—‘——*_;_. -

The velocity
magnitudein the
areanearthe inlet

Maximum

. . normalized velocit
islower thanin ormatize Y

case 4 magnitude same as
s voyun in case 4

2x. 16 Alavuopara TaxuTnTag Kovié oTnv €mM@AVEIR TG MEPPBPAVNG

The salt concentration profilescan be created if the mass fraction of salt water is
multiplied by 35 g/L, which is the initial concentration of salt in salt water.

The flow of the fresh water through the
membrane follows the flow of the saltwater  The salt concentrationis
andis sucked into the exit reachingits minimum on
the outlet where the mass
ofthe fresh wateris
maximum

The periphery is mainly filled
with fresh water as only a few
streamlinesfrom the inlet escape
intothe periphery

I
The blueline on the
ZF Cter top (C=0) shows that
resh wateris ;
e— the membrane area
Magnified image n
gradua!ly thereis only fresh
Y diffusedinto

water
the salt water

2X. 17 Zuykévipwaon aAaTioU oTo ETTITTEDO Y-Z YIA TIG TTEPITITWOEIG 5-7
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The flow of fresh water
throughthe membrane
isnegligible compared
to the flow of saltwater,

whichis 120 times
z greater, and is visible
onlynear the

y membrane area and on
the outlet

The coloured
layers are
much smaller
thanin the Magnified image

other cases

2x. 18 Zuykévipwaon aAaTiou OTO ETTTTEDO Y-Z yIaA TIG TTEPITITWOEIG 8-10

MNa kaBe pia epimmTwon UYETPATAI N por PEoa atrd Tn PEMPBPAVN KAl AVTIOTOIXO N TTAPAyOUEVN
I0XUG, OTTWG PAiVETAI OTOV TTAPAKATW TTiIVAKA:

5 0.096 L/h 1.48 W/m
6 0.09 L/h 1.58 W/m?
7 0.236 L/h 0

8 0.413 L/h 0

9 0.203 L/h 3.58 W/m?
10 0.299 L/h 5.26 W/m*

2x.19 MNapoxn péoa amod TN PeuBpAvn Kal TTapayouevn 1I0XUG yIaA TIG TTEPITITWOEIG 5-10
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Mapartnpouue 611 oTNV TTEPITITWON 9, OTTOU N TTAPOXN] €1I00d0U YiveTal 60 QOPES peyaAUTEPN ATTO
QUTA TNG TTEPITITWONG 6, N 1I0XUG augaveTal Katd 125%. Autd cupBaivel d16TI TO YAUKO vePO TTOU
EIOEPXETAI OTO OAATOVEPO PEOW TNG MEUPPAVNG ATTOUAKPUVETAI YPNYOoPOTEPA.

Etriong, otnv mepimmtwon 10 O1ToU XpnoIdoTIOIEiTAI DIAPOPETIKI) MEMPBPAvVN PE peyaAuTEpO A
(ouvTteAeOTNG TTEPATOTNTAG TNG MEMPPAVNG) N 10XUG augavetal Katd 47.2%, TTPAyHa TO OTToio
Ocixvel TO TTOOO ONnuUavtikd poho Traifel n PepPBpdvn otnv Texvoloyia PRO.EmimTAéov, n
MeUBPAvN eTTNPEeddel Kal ue évav GAAO TPOTTO TO QAIVOPEVO: N IKAVOTNTA TNG VA OTTOPPITITEl TO
AAQTI KAl N OP@POAOYIa TOU UTTOOTNPIKTIKOU OTPWHPATOG KaBopifouv 1o 1600 £viovo Ba gival To
@aivéuevo Tou internal concentration polarization (eykAwRIOPSS Tou aAATIOU OTO UTTOOTNPIKTIKO
OTPWHA TNG MEUPPAVNG) TO OTTOIO ETTNPEACEI ONUAVTIKA TN ponl uéoa atmd Tn PePBpdvn Kal Tnv
QaVvTiIOTOIXN TTAPAYOPEVN 10XU.

To emmopevo o1adio TNG €peuvag (TrepITwoelg 11-12) repIAauBAavel Tn dnuioupyia 2 Kaivoupiwv
oXediwv Tou BaAduou doKIUAG Kal T OOKIMN TOUG WG TTPOG TIG ETTIOWOEIS 0TAV TeEXVoAoyia PRO.
Ta 2 autd Kaivoupia ox£dia gival Baciopéva oTo apxIKo TNG HTI e JEPIKES TPOTTOTTOINCEIG:

e ’‘Exouv 10 010 KOVAAI KEVTPIKAG KAl TTEPIPEPEIOKAS PONG, VW N €i00d0¢ Kal n £€€000¢
£XOUV TPOTTOTTOINOEI.

e H em@advela Kal 0 OyKOg TNG €10000U Kal TNG ££0O0U £XOUV TTAPAEIVE! idIa JE TO APXIKO
£TO1 WOTE 0 OYKOG PONAG VO TTAPAMPEVEL iDI0G KABWG Kal O OPIOKEG TUVONKEG.
Ta oxAuata TTou akoAouBoUV TTaPOUCIAlOUV TIG 2 YEWUETPIEG ETTICNPAIVOVTAG TIG G
KaBwG €TTIONG KAl TN pOr] O QUTEG:

This design uses two symmetrical Z
inletsinstead of one,

andone outletin the middle of the \
channel. These channels

are used in order
to guide the flow
véou oxediou on the outlet.

10U

2X. 20 MNewpeTpia
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There are no streamlinesin this area that flow into the periphery. This has a
negative effect on magnitude of the flow through the membrane as the
fresh water that flows into the main channel dilutes the salt water and X
therefore decreases the effective osmotic pressure.

Maximumvelocity
magnitude decreased
_ compared to case 10
2X. 21 ['papuég pong atod TNV ETPAVEIR TNS PEUPBPAVNGS %

Like the flow of fresh water, the flow of salt water is also slightly
accelerated compared to the original design which has a negative effect on
the flow through the membrane X

ZX. 22 Alavuoparta TaxuTnTag oTn JEOT TOU KAVOAIOU
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Theinletand outlet are arcs of a circle with center the same as that of Y
the main channel and periphery walls

ZX. 23 2° véo ox£dlo

Many streamlines escape into the periphery which means that less
fresh wateris mixed with salt water of the main flow

L ¥ 1
r\hr

Ty

WYY

' YYYY

Maximum velocity
magnitude slightly
increased compared to

RIS R

2X. 24 [pappég pong atod TRV ETQAVEIR TNG MEUBPAVNGS

159



The flow field (both near the membrane surface and in the middle
ofthe channel)is similar with that in the 1°* design. The main
difference is visibleand has been mentioned in the streamline plot

2x. 25 Alovuoparta TaxutnTag oTn YECN TOU KavaAiou

To TeAeuTaio PEPOG TNG Epeuvag TTEPIAQUPBAvEL TN dNUIoUPYIa TTAPAUETPIKWY dIayPANUATWY, TA
OTTOia OUYKpivovTal JE dNPOCIEUPEVA, T OUYKPIoN TWV VEWYV oXediwv Tou BaAduou SoKIUAG Kal
TNV E€TTIPPON TWV TTAPAUETPWY TNG UTTOAOYIOTIKNG £TTIAUONG oTa TEAIKG atroteAéopaTa. Me Bdon
auTa £Xouv e€axBei TEAIKG CUPTTEPACUATA KAl TTPOTACEIS Yia WEAAOVTIKY Epyaaia.

Ta 2 TpwTa TTAPAUETPIKA OlaypAaupaTa TTou dnuioupyRbnkav XPnNOIMOTIOIOUV TIC CUVONKES
€1l000ou NG TepimTwong 9 (0.5 L/min) kai divouv yia 9 JdIAQOPETIKEG OuvOnKeg €EGdOU
(udpaulikA TTieon atrd 0 £wg 29.66 bar TToU €ival N WOPWTIKN TTiECN) T POr} Tou YAUKOU vEPOU
MEoa aTTd TN MEMPBPAVN Kal TNV AVTIOTOIXN TTapayouevn 1I0XU. Ta aTTOTEAECUATA CUYKPIVOVTAIl JE
TA TTEIPAUATIKA KOl AUTA TOU JovTéAOU TNG dNUOCiEuonG:

Andrea Achilli , Tzahi Y. Cath, Amy E. Childress, Power generation with pressure retarded
osmosis: An experimental and theoretical investigation, J. Membrane Sci. 343 (2009) 42-52.
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2X. 26 Porj péoa atrd mn yePPpAavn oav ouvaptnon Tng dia@opag UOPAUAIKAG TTiEoNG
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2x. 27 MNapayouevn 10XUG avd yovada m@aveiag oav ouvapTnon Tng diIa@opdg udPAaUAIKAG

TTieong
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210 duo autd dlaypduuata @aivetal 6T Ta atmoTeAéopara TTou divel To CFD akoAouBouv Tn
YEVIKA TAON TWV OTTOTEAECPATWY TNG dnooisuong Kal dIa@EPOuV OTO OTI €ival eAAQPWS
QAUENMEVEG OI TINEG TOUG. AUTO OQEIAETAI KUPIWG 0€ 2 AOYOUG:

21N dnuoacisuon XPNOIYOTTIOIEITAl DIAPOPETIKOG TUTTOG IO TOV UTTOAOYIOUO TNG WOHPWTIKAG
TTieong, o o1roiog yia TG idleg¢ ouvenkeg divel 27,63 bar, oe avtibeon uye Ta 29,66 TTOU
uttoAoyifovTal oTnV £pyaacia auTn.

H emidpaon Tou internal concentration polarization (EyKAwBIONOG TOUu aAaTiou OTO
UTTOOTNPIKTIKO OTpwHa TNG MEPPPavng) dev uttohoyiletal amd 10 CFD kaBwg dev
EMAUETAI N pOA péoa aTTd TN PEPPBPAvVN. AuTd PTTOPEl va eTITEUXOEI €iTe pE TNV €TTiAuon
Kal Twv 2 TTAEUpwV TOU KEAUQOUG BOKIUAG Kal TNG POAG Méoa atrd Tn PeuBpdvn,
Xpnolyotrolwvtag Tov TUTrto Js=BAc yia Tn por) Tou aAaTiou atmd 10 aApUpd OTO YAUKO
VEPO, TTPAYHUA TTOU ATTAITEI TN Jop@OAoyia TNG MEMPBPAVNG Kal gival apKeTA DUOKOAO, €iTE
ME TNV €l0aywyr €vog dIopBwTIKOU CUVTEAECTA yia Tn por] pyéoa atmd Tn PePPpPAvn, o
OTT0i0g  Xpnoigotroigital ot dnpooicuon  kal  Ba  e€mAUETAl  APIBUNTIKA,

1—?:2-exp(JW -K)
J, =A[x,- ) 4 —AP] , €ite TEAOG pe TO CUVOUACOUO TWV TTAPATTIAVW OTTOU
1+ 1 [exp(,, - K)-1]

w

Ba yivetal emmiAuon TNG TTAEUPAS Tou YAUKOU veEPOU Kal Ba XpNOIKOTTOIEITAI O TTAPATTAVW
TUTTOG YyIa TN pon uéoa atro TN hePBPAvn.

Av n d10Qopd CUYKEVTPWONG METAEU TNG TTAEUPAS TOU aAaTOVEPOU Kal TOU YAUKOU vepoU Yivel 31
g/L, avti yia 35 g/L, tTTou divel WOUPWTIKA TTieon 26,25 bar, dnAadry 600 oTn dnuoacicuon He
utTOAOYIOMEVN Kal TN MEiwon yia Tnv €midpacn Tou internal concentration polatization, 16T
TTPOKUTITOUV Ta €€ G dlaypAaupaTa:

50x10°
GT ®
4,0x10°
6
@ 3,0x10
£
= 2 0x10°1
2
1,0x10°{=a=cro N,
] Model =
00 @ Experimental \‘
0 10 20 30

DP(bar)

2x. 28 Pony yéoa atrd tn yeuPpdvn oav ouvdptnaon Tng d1agopas udPAUAIKAG TTieong
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2x. 29 MNapayouevn 1I0XUG avda povada emm@AveIag oav ouvapTnon Tng d1Ia@opdg UdPAUAIKAG
TTieong

Eival pavepod 611 Ta amroteAéopata Tou CFD kai ota 2 diaypduuata eTTaAnBelouv akpiBwg Kai ta
TTEIPAUATIKA KAl TO ATTOTEAEOUATA TOU MPOVTEAOU aTTO TN Onuocicuaon. Autd onuaivel o1 av
EVOWNOTWOOUV o1 Tapatrdvw TpoTrotroinoelg oto CFD 1616 Ba ptropei va  meplypdyel
ETTAKPIBWCS TO PAIVOPEVO TNG WOHWTIKAG TTIECNC.

2T0 TTOPAKATW OXAMO TTAPOUCIAZeTal n TTapox HEoa atd Tn PePPBPAvNn yia TIG OUVOAKES TNG
mepirwong 9 (HTI membrane, Qin=0.5 L/min, Pout=15.8 bar) yia Ta 3 dIa@opeTIKG TTAEyuaTa:

Coarse (700K) | Dense (1.5M) | Hyper (3M)

6.36E-05 5.64E-05 5.36E-05

2X. 30 Mapoxn péoa atrd TN hepBPAvN yia Ta 3 dIAPOPETIKA TTAEYUOTA

Mapatnpouue 0TI HETAEU TOU TTAEyHaTOG ME T 1,5 M KeEANIA TToU €XEl ETTIAEYET WG KATAAANASGTEPO
Kal autou pe Ta 3 M Trapatnpeeital d1agopd oTNV TTAPOoX MECA aTTO TN JEUPBPAVN, av Kal Oev
utTRpXav diapopég oTo TTedio pong. MNa va emAUBEl autd atraiTeiTal N xPrion TTAEYUATWY JE
MEYOAUTEPO apIBUO KEAIWV (TT.X. 5 eKATOPPUPIA) KAl PETPNON TNG TTAPOXNS TTou divouv yia
O1GQopeC OUVONKEG €10000U Kal ££600U WOTE va TTIAEYEI TO KATAAANAOTEPO.
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2¢ avtiBeon e TNV E€TMAOY TOU TTAEYHOTOG TTOU ETTNPEACEl Ta atmmoTeAéopaTta n PEBOdOG
dlakpitoTroinong tou XpnolgoTtroigital oto FLUENT Oev emmnpeddel Ta atmroTeAEOPATA OTTWG
PAiveTAl KAI OTO TTAPAKATW OXNHA:

First Second | Third
Order Order Order Quick
Upwind | Upwind mscl

Power
Law

5.6E-05 | 5.64E-05 | 5.63E-05 | 5.63E-05 | 5.61E-05

2x. 31 MNapoxn péoa atmmod TN hePPBPAvN yia Toug S5 dIAPOPETIKOUG TPOTTOUS dIOKPITOTTOINONG TWV
e€lowoewv

‘Eva GAANO TTOpAPETPIKO OIAypauMUa TTOU dnUIOUPYABNKE oTnVv epyacia €ival autd TTou divel TNV
TTapOoXr MEoa atrd Tn HEPPPAVN 0O CUVAPTNON TNS dIAPOPAS CUYKEVTPWONG UETALU aAATOVEPOU
Kal YAUKOU vepou (ouvenkeg OTTwg Tng trepitrrwong 9), yia AC atoé 20-45 g/L:

8,0x10° ) . //LJI
7,0x10° O
6,0x10° T ,/
og 5,0x10° // -
g 4,0x10° /D :
5
3,0x10 -/

2,0x10° / 1

. / ——am
1,0x10™ = : :

20 25 30 35 40 45
DC (g/L)
2x. 32 Ponj yéoa atrd tn peuBpdvn oa ouvaptnon TnNG dI0Qopds CUYKEVTPWONG

To diaypaupa autd deixvel OTI n oxéon METAgU TTAPOXAG Kal dlIa@opds CUYKEVTPWONG Eival
YPOUMIKN, TTPAYHA TO OTTOI0 ATAV AVOUEVOUEVO WE BAoN TIGC £I0WOEIC yIa TN por} HECa atrd TN
MEMBPAvN (1) kai auTh yia TN d1aPopd WOPWTIKAG TTiEoNng (3).
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TéNOG, oTnV epyacia HPEAETAONKE TO TTAPAUETPIKO dIdypapua TnNG TTAPOXNS Méoca amod Tn
MeEUBPAvVN oa ocuvapTnon TNG TTAPOXNS

€10000U, e BAon To OTToI0 CUyYKpPivovTal KAl Ta 3 dIAPOPETIKA oXEDIa Tou BaAduou dokiuAg. To
dIdypauua TTOU TTPOEKUWYE YIA TIG OUVOAKEG €000V Kal PEPPBPAVNG OTTWG OTNV TTEPITITWoN 9
(Pout=15.8 bar, HTI peppBpavn) kai €6dou 10 diagopeTikEG TTAPOXES aTTd Qin=6.94E-08 m3/s —
1.41E-04m3/s, ival TO €ENG:

8,0x10° r r r

D_——D

-8
7,0x10° 4 - //

6,0x10° 4 /

O
5,0x10° I

] )

4,0x10° 4

Qm (m3/s)

—{=Qm

3,0x10° E

2,0x10° 4
00 50x10° 1,0x10* 1,5x10* 2,0x10* 2,5x10" 3,0x10" 35x10*
Qin (m3/s)
2x. 33 MNapoxn uéoa amd TN PeuBpdvn oa cuvapTnon TNG TTAPOXNS £10600U

Eival @avepd 611 n mTapoxn péoa atmmd Tn PEPPPAvN aufdveTalr hgE TNV augnon TnG TTAPOXNS
€10000uU, paydaia oTnv apxr Kal AiyoTepo oTo TEAOG, Kal TEivel va oTaBepoTToinbei o€ yia p€yiotn
TIMA. Autd oupBaivel dI6TI 600 AUEAVETAI N TTAPOXI €I00D0U TOOO YPNYopPOTEPO ATTOUAKPUVETAI
TO YAUKO veEPO TTOU €ICEPXETAI OTO aAATOVEPO, dNAQDdN MEILVETAI N ETTIOPACT TOU PAIVOUEVOU
external concentration polarization. To didypauua autd deixvel 0TI o€ KABe TTepiTTwon Tou PRO
armauTeital yia BeATiIoTOTTOINON TNG TTAPOXNS €106d0ou TTou Ba divel TN PéyioTn duvartr TTapoxn
e€odou, Kkal dpa pEyIoTOo duvatd Trapayouevo £pyo, ME To eAdxioto duvaTtd KOOTOG yia Tn
dlaxeipion TNG TTAPOXNG €10000u.

To didypapua autd dnuioupyrndnke kal yia Ta 3 oxédia Tou BaAduou doKIUAG, £€TOI WOTE va
MTTOPOUV Va CUYKPIOoUV:
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2x. 34 Qm-Qin didypapua yia 1a 3 ox£d1a Tou BaAduou dOKIUNAG

Eival @avepd o011 Ta 3 oxEdIa €XxOuv eAAXIOTEG dlOYOopPEG Pe BAon Tnv TTapoxn péoa atmo Tn
MeUBPAvN TTou divouv yia Ta TIG idIEC TTAPOXEG EI00DO0U, KAl TTIO CUYKEKPIYEVA YIa JIKPA Qin Ta
Qm civai idla, evw yia peydAa Qin kal Ta 3 ouykAivouv oTnv idia p€yiotn Tipn Tou Qm. O1 pdveg
Ola@opEg eival yia pecaia Qin 6Tou TO0 apxIKO OxESI0 divel HEYOAUTEPES TIMEC yia TO Qm Kal
OUYKAIVEl ypnyopdTepa TN MEYIOTN TIUA.

A6 autd cupuTtrepaivoupe OTI o aAAayéC oTnv €i0odo Kal TNV €000 Tou oxediou Edwaoav TTOAU
MIKPEG aAAayEG OTnv TTapoxn péoa atmd Tn pePPpavn. ‘Etol yia 1n BeAtiwon tou BaAduou
OOKIUAG TTPETTEI va Yivouv OOKIPEG PE AAAAYEC OTO KUPIWG Kal OTO TTEPIPEPEIOKO KAVAAI TG
PONG, €iTe OTOUG KATEUBUVTAPEG TNG. TEANOG, YE TN DOKIYN VEWV OXEdiWV BaAduou dOKIUNAG TT.X.
KUAIVOPIKOU PTTOPEI va TTapaTtnpnBouv BEATIWOEIS 0TAV pon Héoa aTrd Tn YePBPAavn.
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