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#### Abstract

Lattices were first studied by J. L. Lagrange and C. F. Gauss in the theory of quadratic forms in the late 18 th century and later on by other mathematicians. With the advent of algorithmic number theory, the subject had a revival around 1980 especially after the invention of the celebrated LLL algorithm in 1982. Since then lattices have become a topic of active research in computer science and have many applications in computational number theory, cryptography, cryptanalysis and integer programming among others and also have some unique properties from a computational complexity point of view.

Cryptographic schemes based on lattices first emerged in the seminal work of M. Ajtai in 1996 and have developed rapidly in the past few years. Ajtai presented a family of one-way functions whose security is based on the worst-case approximation hardness of the Shortest Vector Problem (SVP) in lattices, within a polynomial factor in the lattice dimension. In other words, he showed that being able to invert a function chosen from this family with non-negligible probability implies the ability to solve any instance of approximate SVP within a polynomial factor in the lattice dimension. This remarkable connection between worst-case and averagecase complexity in certain lattice problems is of particular interest in cryptography and more general in complexity theory.

The main purpose of this diploma thesis is to overview lattices and their application to cryptography. In the first chapter we give some basic mathematical background on lattices and, while in the second chapter we describe some basic computational lattice problems and introduce the notion of a reduced lattice basis with emphasis on the LLL algorithm. In the third chapter we present complexity results regarding lattice problems and in the fourth and last chapter we describe public-key encryption schemes that are based on lattice problems and some that are based on the related problem, "Learning with errors".
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## 1

## Introduction to Lattices

### 1.1 Vector Spaces

Before we define what a lattice is, we start with some important definitions and ideas from linear algebra.

We regard $n$-tuples of elements from a field $\mathbb{F}$ as either row vectors or column vectors, and denote them by boldface roman letters:

$$
\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{n}\right) \in \mathbb{F}^{n}, \quad \mathbf{v}=\left(\begin{array}{c}
v_{1} \\
v_{2} \\
\vdots \\
v_{n}
\end{array}\right) \in \mathbb{F}^{n}
$$

For any field $\mathbb{F}$, and for any positive integer $n$, the vector space $\mathbb{F}^{n}$ consists of all $n$-tuples of elements from $\mathbb{F}$, with the familiar operations of vector addition and scalar multiplication defined by
$\mathbf{v}+\mathbf{w}=\left(\begin{array}{c}v_{1} \\ v_{2} \\ \vdots \\ v_{n}\end{array}\right)+\left(\begin{array}{c}w_{1} \\ w_{2} \\ \vdots \\ w_{n}\end{array}\right)=\left(\begin{array}{c}v_{1}+w_{1} \\ v_{2}+w_{2} \\ \vdots \\ v_{n}+w_{n}\end{array}\right), \quad a \mathbf{v}=a\left(\begin{array}{c}v_{1} \\ v_{2} \\ \vdots \\ v_{n}\end{array}\right)=\left(\begin{array}{c}a v_{1} \\ a v_{2} \\ \vdots \\ a v_{n}\end{array}\right)$
for any $\mathbf{v}, \mathbf{w} \in \mathbb{F}^{n}$ and any $a \in \mathbb{F}$.

Definition 1 Let $V \subset \mathbb{F}^{n}$ be a vector space. An inner (scalar) product on $V$ is a function

$$
\langle\cdot, \cdot\rangle: V \times V \rightarrow \mathbb{F}
$$

that satisfies the following three conditions for all $\mathbf{v}, \mathbf{u}, \mathbf{w} \in V$ and for all $a, b \in \mathbb{F}$
(a) $\langle\mathbf{v}, \mathbf{v}\rangle \geq 0$ for all $\mathbf{v} \in V$ and $\langle\mathbf{v}, \mathbf{v}\rangle=0$ if and only if $\mathbf{v}=\mathbf{0}$
(b) $\langle\mathbf{v}, \mathbf{w}\rangle=\langle\mathbf{w}, \mathbf{v}\rangle$
(c) $\langle a \mathbf{v}+b \mathbf{w}, \mathbf{u}\rangle=a\langle\mathbf{v}, \mathbf{u}\rangle+b\langle\mathbf{w}, \mathbf{u}\rangle$

For our purposes it is enough to consider vector spaces $V$ that are contained in $\mathbb{R}^{n}$ for some positive integer $n$.

Let $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k} \in V$. A linear combination of $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k} \in V$ is any vector of the form

$$
\mathbf{w}=a_{1} \mathbf{v}_{1}+a_{2} \mathbf{v}_{2}+\cdots+a_{k} \mathbf{v}_{k} \quad \text { with } a_{1}, a_{2}, \ldots, a_{k} \in \mathbb{R}
$$

The collection of all such linear combinations,

$$
\left\{a_{1} \mathbf{v}_{1}+\cdots+a_{k} \mathbf{v}_{k}: a_{1}, \ldots, a_{k} \in \mathbb{R}\right\}
$$

is called the span of $\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}\right\}$.
A set of vectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k} \in V$ is linear independent if the only way to get

$$
a_{1} \mathbf{v}_{1}+a_{2} \mathbf{v}_{2}+\cdots+a_{k} \mathbf{v}_{k}=\mathbf{0}
$$

is to have $a_{1}=a_{2}=\cdots=a_{k}=0$.
The set is linear dependent if for $a_{1} \mathbf{v}_{1}+a_{2} \mathbf{v}_{2}+\cdots+a_{k} \mathbf{v}_{k}=\mathbf{0}$ we have at least one $a_{i}$ nonzero.

A basis for $V$ is a set of linearly independent vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}$ that span $V$. This is equivalent to saying that every vector in $\mathbf{w} \in V$ can be written in the form

$$
\mathbf{w}=a_{1} \mathbf{v}_{1}+a_{2} \mathbf{v}_{2}+\cdots+a_{n} \mathbf{v}_{n}
$$

for a unique choice of $a_{1}, a_{2}, \ldots, a_{n}$.
We next describe the relationship between different bases and the important concept of dimension.

Proposition 1.1 Let $V \subset \mathbb{R}^{n}$ be a vector space.
(a) There exists a basis for $V$.
(b) Any two bases for $V$ have the same number of elements. The number of elements in a basis for $V$ is called the dimension of $V$.
(c) Let $\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}$ be a basis for $V$ and let $\mathbf{w}_{1}, \ldots, \mathbf{w}_{n}$ be another set of $n$ vectors in $V$. Write each $\mathbf{w}_{j}$ as a linear combination of the $\mathbf{v}_{i}$,

$$
\begin{aligned}
\mathbf{w}_{1} & =a_{11} \mathbf{v}_{1}+a_{12} \mathbf{v}_{2}+\cdots+a_{1 n} \mathbf{v}_{n} \\
\mathbf{w}_{2} & =a_{21} \mathbf{v}_{1}+a_{22} \mathbf{v}_{2}+\cdots+a_{2 n} \mathbf{v}_{n}, \\
\vdots & \\
\mathbf{w}_{n} & =a_{n 1} \mathbf{v}_{1}+a_{n 2} \mathbf{v}_{2}+\cdots+a_{n n} \mathbf{v}_{n} .
\end{aligned}
$$

Then $\mathbf{w}_{1}, \ldots, \mathbf{w}_{n}$ is also a basis for $V$ if and only if the determinant of the matrix

$$
\left(\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1} & a_{n 2} & \cdots & a_{n n}
\end{array}\right)
$$

is not equal to 0 .
We next explain how to measure lengths of vectors in $\mathbb{R}^{n}$ and the angles between pairs of vectors. These important concepts are tied up with the notion of dot product and the Euclidean norm.

Definition 2 Let $\mathbf{v}, \mathbf{w} \in V \subset \mathbb{R}^{n}$ and write $\mathbf{v}$ and $\mathbf{w}$ using coordinates as

$$
\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{n}\right) \quad \text { and } \quad \mathbf{w}=\left(w_{1}, w_{2}, \ldots, w_{n}\right)
$$

The dot product of $\mathbf{v}$ and $\mathbf{w}$ is the quantity

$$
\mathbf{v} \cdot \mathbf{w}=v_{1} w_{1}+v_{2} w_{2}+\cdots+v_{n} w_{n}
$$

Definition 3 Given a vector space $V \subseteq \mathbb{R}^{n}$, a (vector) norm on $V$ is a function, $\|\cdot\|: V \rightarrow \mathbb{R}$ that satisfies the following properties:

For all $\mathbf{v}, \mathbf{w} \in V$ and all $c \in \mathbb{R}$,
(a) $\|\mathbf{v}\| \geq 0$ for all $\mathbf{v} \in V$ and $\|\mathbf{v}\|=0$ if and only if $\mathbf{v}=\mathbf{0}$
(b) $\|\mathbf{v}+\mathbf{w}\| \leq\|\mathbf{v}\|+\|\mathbf{w}\|$
(c) $\|c \mathbf{v}\|=|c|\|\mathbf{v}\|$

Next, we give definitions for some of the most common norms.
Definition 4 For any $p \geq 1$, the $\ell_{p}$ norm of a vector $\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ in $\mathbb{R}^{n}$ is defined by

$$
\|\mathbf{v}\|_{p}=\sqrt[p]{\sum_{i=1}^{n}\left|v_{i}\right|^{p}}
$$

For $p=1$ we have the $\ell_{1}$ norm,

$$
\|\mathbf{v}\|_{1}=\sum_{i=1}^{n}\left|v_{i}\right|
$$

and as $p \rightarrow \infty$ we have the $\ell_{\infty}$ norm,

$$
\|\mathbf{v}\|_{\infty}=\max _{1 \leq i \leq n}\left|v_{i}\right|
$$

Definition 5 The length, or Euclidean norm, of $\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ is the quantity

$$
\|\mathbf{v}\|_{2}=\sqrt{v_{1}^{2}+v_{2}^{2}+\cdots+v_{n}^{2}}
$$

and the distance between two vectors is denoted by

$$
\operatorname{dist}(\mathbf{v}, \mathbf{w})=\|\mathbf{v}-\mathbf{w}\|_{2}
$$

$A$ vector of norm 1 is called a unit vector.
The Euclidean norm is also frequently referred to as the $\ell_{2}$ norm. Unless stated otherwise the norm $\|\cdot\|$ will be the euclidean norm. Notice that the dot products and norms are related by the formula

$$
\mathbf{v} \cdot \mathbf{v}=\|\mathbf{v}\|^{2}
$$

Since we will be working with the Euclidean space $\mathbb{R}^{n}$, the inner product will be the same as the dot product.
Definition 6 The distance function is extended to sets as

$$
\operatorname{dist}(\mathbf{v}, \mathcal{S})=\operatorname{dist}(\mathcal{S}, \mathbf{v})=\min _{\mathbf{s} \in \mathcal{S}}\{\operatorname{dist}(\mathbf{v}, \mathbf{s})\}
$$

Definition 7 The standard basis(natural basis) for the $n$-dimensional Euclidean space $\mathbb{R}^{n}$ consists of $n$ distinct vectors

$$
\left\{\mathbf{e}_{i}: 1 \leq i \leq n\right\}
$$

where $\mathbf{e}_{i}$ denotes the vector with a 1 in the $i-$ th coordinate and 0 's everywhere else, e.g., for $n=4, \mathbf{e}_{2}=(0,1,0,0)^{\top}$.

Definition 8 The angle $\theta$ between nonzero vectors $\mathbf{v}, \mathbf{w} \in \mathbb{R}^{n}$ is given by

$$
\mathbf{v} \cdot \mathbf{w}=\|\mathbf{v}\|\|\mathbf{w}\| \cos \theta, \quad \cos \theta=\frac{\mathbf{v} \cdot \mathbf{w}}{\|\mathbf{v}\|\|\mathbf{w}\|}, \quad \theta=\arccos \left(\frac{\mathbf{v} \cdot \mathbf{w}}{\|\mathbf{v}\|\|\mathbf{w}\|}\right)
$$

Lemma 1.2 Two vectors $\mathbf{v}, \mathbf{w} \in \mathbb{R}^{n}$ are orthogonal to one another if and only if $\mathbf{v} \cdot \mathbf{w}=0$

Proof. The cosine is 0 if and only if the angle $\theta$ is and odd multiple of $\frac{\pi}{2}$.

## Lemma 1.3 (Cauchy-Schwarz inequality)

For any two vectors $\mathbf{v}, \mathbf{w} \in \mathbb{R}^{n}$,

$$
|\mathbf{v} \cdot \mathbf{w}| \leq\|\mathbf{v}\|\|\mathbf{w}\|
$$

Proof. We observe that the Cauchy-Schwarz inequality follows immediately from Lemma 1.2, but we will present a direct proof. If $\mathbf{w}=\mathbf{0}$, there is nothing to prove, so we may assume that $\mathbf{w} \neq \mathbf{0}$. We consider the function

$$
\begin{aligned}
f(t)=\|\mathbf{v}-t \mathbf{w}\|^{2} & =(\mathbf{v}-t \mathbf{w}) \cdot(\mathbf{v}-t \mathbf{w}) \\
& =\mathbf{v} \cdot \mathbf{v}-2 t \mathbf{v} \cdot \mathbf{w}+t^{2} \mathbf{w} \cdot \mathbf{w} \\
& =\|\mathbf{v}\|^{2}-2 t \mathbf{v} \cdot \mathbf{w}+t^{2}\|\mathbf{w}\|^{2}
\end{aligned}
$$

We know that $f(t) \geq 0$ for all $t \in \mathbb{R}$, so we choose the value of $t$ that minimizes $f(t)$ and see what it gives. This minimizing value is $t=\frac{\mathbf{v} \cdot \mathbf{w}}{\|\mathbf{w}\|^{2}}$. Hence

$$
0 \leq f\left(\frac{\mathbf{v} \cdot \mathbf{w}}{\|\mathbf{w}\|^{2}}\right)=\|\mathbf{v}\|^{2}-\frac{(\mathbf{v} \cdot \mathbf{w})^{2}}{\|\mathbf{w}\|^{2}}
$$

Simplifying this expressions and taking square roots gives the desired result.

Definition 9 Given vectors $\mathbf{v}, \mathbf{w} \in \mathbb{R}^{n}$ with $\mathbf{w} \neq \mathbf{0}$, we write $\mathbf{u}, \mathbf{u}_{\perp}$ for the projections of $\mathbf{v}$ parallel and orthogonal to $\mathbf{w}$, respectively

$$
\mathbf{u}=\left(\frac{\mathbf{v} \cdot \mathbf{w}}{\mathbf{w} \cdot \mathbf{w}}\right), \quad \mathbf{u}_{\perp}=\mathbf{v}-\left(\frac{\mathbf{v} \cdot \mathbf{w}}{\mathbf{w} \cdot \mathbf{w}}\right)
$$

Definition 10 An orthogonal basis for a vector space $V$ is a basis $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}$ with the property that

$$
\mathbf{v}_{i} \cdot \mathbf{v}_{j}=0 \quad \text { for all } \quad i \neq j
$$

A basis is orthonormal if in addition, $\left\|\mathbf{v}_{i}\right\|=1$ for all $i$.
There are many formulas that become much simpler using an orthogonal or orthonormal basis. In particular, if $\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}$ is an orthogonal basis and if $\mathbf{v}=$ $a_{1} \mathbf{v}_{1}, \ldots, a_{n} \mathbf{v}_{n}$ is a linear combination of the basis vectors, then

$$
\begin{aligned}
\|\mathbf{v}\|^{2} & =\left\|a_{1} \mathbf{v}_{1}+\cdots+a_{n} \mathbf{v}_{n}\right\|^{2} \\
& =\left(a_{1} \mathbf{v}_{1}+\cdots+a_{n} \mathbf{v}_{n}\right) \cdot\left(a_{1} \mathbf{v}_{1}+\cdots+a_{n} \mathbf{v}_{n}\right) \\
& =\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i} a_{j}\left(\mathbf{v}_{i} \cdot \mathbf{v}_{j}\right) \\
& =\sum_{i=1}^{n} a_{i}^{2}\left\|\mathbf{v}_{i}\right\|^{2} \quad \text { since } \quad \mathbf{v}_{i} \cdot \mathbf{v}_{j} \quad \text { for } \quad i \neq j
\end{aligned}
$$

If the basis is orthonormal, then this further simplifies to $\|\mathbf{v}\|=\sum a_{i}^{2}$.
Definition 11 For any $\mathbf{c} \in \mathbb{R}^{n}$ and any $r>0$, the open ball of radius $r$ centered at $\mathbf{c}$ is the set

$$
\mathbb{B}(\mathbf{c}, r)=\left\{\mathbf{v} \in \mathbb{R}^{n}:\|\mathbf{v}-\mathbf{c}\|<r\right\}
$$

Definition 12 For any $\mathbf{c} \in \mathbb{R}^{n}$ and any $r>0$, the closed ball of radius $r$ centered at $\mathbf{c}$ is the set

$$
\overline{\mathbb{B}}(\mathbf{c}, r)=\left\{\mathbf{v} \in \mathbb{R}^{n}:\|\mathbf{v}-\mathbf{c}\| \leq r\right\}
$$

### 1.2 Lattices in $\mathbb{R}^{m}$

Definition 13 Let $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n} \in \mathbb{R}^{m}$ be a set of linearly independent vectors. The lattice $\mathcal{L}$ generated by $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}(n \leq m)$ is the set of linear combinations of $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ with coefficients in $\mathbb{Z}$.

$$
\mathcal{L}=\left\{a_{1} \mathbf{b}_{1}+a_{2} \mathbf{b}_{2}+\cdots+a_{n} \mathbf{b}_{n}: a_{1}, a_{2}, \ldots, a_{n} \in \mathbb{Z}\right\}
$$

Equivalently, if we define $\mathbf{B}$ as the $m \times n$ matrix whose columns are the vectors $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ then the lattice generated by $\mathbf{B}$ is

$$
\mathcal{L}(\mathbf{B})=\mathcal{L}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)=\left\{\mathbf{B} \mathbf{z}: \mathbf{z} \in \mathbb{Z}^{n}\right\}
$$

We say that the dimension of the lattice is $m$. A basis for $\mathcal{L}$ is any set of linearly independent vectors that generates $\mathcal{L}$. Any two such sets have the same number of elements.

The rank of $\mathcal{L}$ is the number of vectors in a basis for $\mathcal{L}$ which is $n$ in Definition 13. If the lattice rank is equal to the lattice dimension then the lattice is called a full-rank lattice. The basis vectors $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ are said to generate the lattice. Next we define the span and the sublattice of a lattice.

Definition 14 The span of a lattice span $\left(\mathcal{L}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)\right)$ is the linear space generated by its vectors.

$$
\operatorname{span}\left(\mathcal{L}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)\right)=\operatorname{span}(\mathcal{L}(\mathbf{B}))=\operatorname{span}(\mathbf{B})=\left\{\mathbf{B x}: \mathbf{x} \in \mathbb{R}^{n}\right\}
$$

Definition 15 Let $\mathcal{L}(\mathbf{B}) \subset \mathbb{R}^{m}$ be a lattice with basis vectors $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$. Suppose that $\mathbf{b}_{1}^{\prime}, \ldots, \mathbf{b}_{n}^{\prime} \in \mathcal{L}$ are linearly independent, and let $\mathcal{L}\left(\mathbf{B}^{\prime}\right)$ be the lattice generated by $\mathbf{b}_{1}^{\prime}, \ldots, \mathbf{b}_{n}^{\prime}$. We call $\mathcal{L}\left(\mathbf{B}^{\prime}\right)$ a sublattice of $\mathcal{L}(\mathbf{B})$ and write $\mathcal{L}\left(\mathbf{B}^{\prime}\right) \subseteq \mathcal{L}(\mathbf{B})$. If $\mathcal{L}\left(\mathbf{B}^{\prime}\right)=\mathcal{L}(\mathbf{B})$ we say that the basis $\mathbf{B}$ and $\mathbf{B}^{\prime}$ are equivalent. If $\mathcal{L}\left(\mathbf{B}^{\prime}\right) \subseteq \mathcal{L}(\mathbf{B})$, but $\mathcal{L}\left(\mathbf{B}^{\prime}\right) \neq \mathcal{L}(\mathbf{B})$ then basis $\mathbf{B}$ and $\mathbf{B}^{\prime}$ are not equivalent, $\mathcal{L}\left(\mathbf{B}^{\prime}\right)$ is a proper sublattice of $\mathcal{L}(\mathbf{B})$ and write $\mathcal{L}\left(\mathbf{B}^{\prime}\right) \subset \mathcal{L}(\mathbf{B})$.

There is an alternative, more abstract, way to define lattices. A subset $\mathcal{S}$ of $\mathbb{R}^{m}$ is an additive subgroup if it is closed under addition and subtraction. It is called a discrete additive subgroup if there is a positive constant $\epsilon>0$ such that for every $\mathbf{v} \in \mathcal{S}$,

$$
\mathcal{S} \cap\left\{\mathbf{w} \in \mathbb{R}^{m}:\|\mathbf{v}-\mathbf{w}\|<\epsilon\right\}=\{\mathbf{v}\}
$$

or equivalently,

$$
\exists \epsilon>0 \text { such that, } \forall \mathbf{x} \neq \mathbf{y} \in \mathcal{S},\|\mathbf{x}-\mathbf{y}\| \geq \epsilon
$$

Definition 16 A lattice $\mathcal{L}$ is a discrete additive subgroup of $\mathbb{R}^{n}$.
In other words if we take any vector $\mathbf{v} \in \mathcal{L}$ and draw a closed ball of radius $\epsilon$ around $\mathbf{v}$, then there is no other points of $\mathcal{L}$ inside the ball.

Proposition 1.4 Any two bases for a lattice $\mathcal{L}$ are related by a matrix having integer coefficients and a determinant equal to $\pm 1$.

Proof. Suppose that the vectors $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ are a basis for a lattice $\mathcal{L}$ and that $\mathbf{w}_{1}, \ldots, \mathbf{w}_{n}$ is another collection of vectors in $\mathcal{L}$. We can write each $\mathbf{w}_{j}$ as a linear combination of the basis vectors,

$$
\begin{aligned}
\mathbf{w}_{1} & =a_{11} \mathbf{b}_{1}+a_{12} \mathbf{b}_{2}+\cdots+a_{1 n} \mathbf{b}_{n} \\
\mathbf{w}_{2} & =a_{21} \mathbf{b}_{1}+a_{22} \mathbf{b}_{2}+\cdots+a_{2 n} \mathbf{b}_{n} \\
\vdots & \\
\mathbf{w}_{n} & =a_{n 1} \mathbf{b}_{1}+a_{n 2} \mathbf{b}_{2}+\cdots+a_{n n} \mathbf{b}_{n}
\end{aligned}
$$

but since we are dealing with lattices, we know that all of the $a_{i j}$ coefficients are integers.

Suppose that we try to express the $\mathbf{v}_{i}$ in terms of the $\mathbf{w}_{j}$. This involves inverting the matrix

$$
\mathbf{A}=\left(\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1} & a_{n 2} & \cdots & a_{n n}
\end{array}\right)
$$

We need the $\mathbf{b}_{i}$ to be linear combinations of $\mathbf{w}_{j}$ using integer coefficients, so we need the entries of $\mathbf{A}^{-1}$ to have integer entries. Hence,

$$
1=\operatorname{det}(\mathbf{I})=\operatorname{det}\left(\mathbf{\mathbf { A A } ^ { - 1 }}\right)=\operatorname{det}(\mathbf{A}) \operatorname{det}\left(\mathbf{A}^{-1}\right)
$$

where $\operatorname{det}(\mathbf{A})$ and $\operatorname{det}\left(\mathbf{A}^{-1}\right)$ are integers, so we must have $\operatorname{det}(\mathbf{A})= \pm 1$. Conversely, if $\operatorname{det}(\mathbf{A})= \pm 1$, the property $\mathbf{A}^{-1}=\frac{\operatorname{Adj}(\mathbf{A})}{\operatorname{det}(\mathbf{A})}$ tells us that since the adjugate matrix $\operatorname{Adj}(\mathbf{A})$ of $\mathbf{A}$ is an integer matrix because $\mathbb{Z}$ is closed under multiplication and addition, then $\mathbf{A}^{-1}$ does indeed have integer entries.

Definition 17 An $n \times n$ matrix $\mathbf{U}$ with integer coefficients and determinant $\pm 1$ will be called unimodular.

It follows from Proposition 1.4 and Definition 17 that $\mathbf{U}^{-1}$ is defined and is also unimodular.

Definition 18 A unimodular column operation on a matrix is one of the following elementary operations:

- multiply any column by -1
- interchange any two columns
- add an integral multiply of any column to any other column

To generate examples of $n \times n$ unimodular matrices, we start with the identity matrix $\mathbf{I}_{n}$, and the apply any finite sequence of unimodular column operations. The result will be a $n \times n$ unimodular matrix and in fact any such matrix can be obtained in this way.

If we apply unimodular column operations to a matrix whose columns contain a basis for a lattice $\mathcal{L}$, then we obtain another basis for the same lattice.

For computational purposes, it is often convenient to work with lattices whose vectors have integer coordinates. For example,

$$
\mathbb{Z}^{n}=\left\{\left(b_{1}, b_{2}, \ldots, b_{n}\right): b_{1}, b_{2}, \ldots, b_{n} \in \mathbb{Z}\right\}
$$

is the lattice consisting of all vectors with integer coordinates.
Definition 19 The determinant of a lattice $\mathcal{L}(\mathbf{B})$ is

$$
\operatorname{det}(\mathcal{L}(\mathbf{B}))=\sqrt{\operatorname{det}\left(\mathbf{B}^{\top} \mathbf{B}\right)}
$$

In the special case that $\mathcal{L}(\mathbf{B})$ is a full-rank lattice we have

$$
\operatorname{det}(\mathcal{L}(\mathbf{B}))=|\operatorname{det}(\mathbf{B})|
$$

Lemma 1.5 The determinant of a lattice does not depend on the basis.
Proof. Suppose the lattice $\mathcal{L} \subset \mathbb{R}^{n}$ has two bases $\mathbf{B}_{1}, \mathbf{B}_{2}$. Then by Proposition 1.4, $\mathbf{B}_{2}=\mathbf{B}_{1} \mathbf{U}$ and the properties $(\mathbf{A B})^{\top}=\mathbf{B}^{\top} \mathbf{A}^{\top}$, $\operatorname{det}(\mathbf{A B})=\operatorname{det}(\mathbf{A}) \operatorname{det}(\mathbf{B})$ and $\operatorname{det}\left(\mathbf{A}^{\boldsymbol{\top}}\right)=\operatorname{det}(\mathbf{A})$ we have that

$$
\sqrt{\operatorname{det}\left(\mathbf{B}_{2}^{\top} \mathbf{B}_{2}\right)}=\sqrt{\operatorname{det}\left(\mathbf{U}^{\top} \mathbf{B}_{1}^{\top} \mathbf{B}_{1} \mathbf{U}\right)}=\sqrt{\operatorname{det} t^{2}(\mathbf{U}) \operatorname{det}\left(\mathbf{B}_{1}^{\top} \mathbf{B}_{1}\right)}=\sqrt{\operatorname{det}\left(\mathbf{B}_{1}^{\top} \mathbf{B}_{1}\right)}
$$

More simple, in the case of a full-rank lattice

$$
\left|\operatorname{det}\left(\mathbf{B}_{2}\right)\right|=\left|\operatorname{det}\left(\mathbf{B}_{1} \mathbf{U}\right)\right|=\left|\operatorname{det}\left(\mathbf{B}_{1}\right)\right||\operatorname{det}(\mathbf{U})|=\left|\operatorname{det}\left(\mathbf{B}_{1}\right)\right|| \pm 1|=\left|\operatorname{det}\left(\mathbf{B}_{1}\right)\right|
$$

Since the two bases are arbitrary, this completes the proof.

Definition 20 Let $\mathcal{L} \subset \mathbb{R}^{n}$ be a lattice and let $\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots, \mathbf{b}_{n}$ be a basis for $\mathcal{L}$. The fundamental parallelepiped for $\mathcal{L}$ is the set

$$
\mathcal{P}\left(\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots, \mathbf{b}_{n}\right)=\left\{t_{1} \mathbf{b}_{1}+t_{2} \mathbf{b}_{2}+\cdots+t_{n} \mathbf{b}_{n}: 0 \leq t_{i}<1\right\}
$$

Thus, pictorially, a fundamental parallelepiped is the half-open region enclosed by the vectors $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$. Clearly, different bases of the same lattice generate different fundamental parallelepipeds.

Proposition 1.6 Let $\mathcal{L} \subset \mathbb{R}^{n}$ be a full-rank lattice and $\mathcal{P}$ be a fundamental parallelepiped for $\mathcal{L}$. Then every vector $\mathbf{v} \in \mathbb{R}^{n}$ can be written in the form

$$
\mathbf{v}=\mathbf{x}+\mathbf{y}
$$

for a unique $\mathbf{x} \in \mathcal{P}$ and a unique $\mathbf{y} \in \mathcal{L}$.
Equivalently, the union of the translated fundamental parallelepipeds

$$
\mathcal{P}+\mathbf{y}=\{\mathbf{x}+\mathbf{y}: \mathbf{x} \in \mathcal{P}\}
$$

as y ranges over the vectors in lattice $\mathcal{L}$ exactly covers $\mathbb{R}^{n}$.
Proof. Let $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ be basis of $\mathcal{L}$ that gives the fundamental parallelepiped $\mathcal{P}$. Then $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ are linearly independent in $\mathbb{R}^{n}$, so they form a basis of $\mathbb{R}^{n}$ and then any vector $\mathbf{v}$ of $\mathbb{R}^{n}$ can be written as

$$
\mathbf{v}=a_{1} \mathbf{b}_{1}+\cdots+a_{n} \mathbf{b}_{n}
$$

for some unique choice of $a_{1}, \ldots, a_{n} \in \mathbb{R}$
We write each $a_{i}$ as its integer and fractional part

$$
a_{i}=r_{i}+t_{i}, \quad \text { with } r_{i} \in \mathbb{Z} \text { and } 0 \leq t_{i}<1
$$

therefore $\mathbf{v}$ can be written in the desired form as

$$
\mathbf{v}=\left(r_{1}+t_{1}\right) \mathbf{b}_{1}+\cdots+\left(r_{n}+t_{n}\right) \mathbf{b}_{n}=\overbrace{\left(r_{1} \mathbf{b}_{1}+\cdots+r_{n} \mathbf{b}_{n}\right)}^{\mathbf{x} \in \mathcal{P}}+\overbrace{\left(t_{1} \mathbf{b}_{1}+\cdots+t_{n} \mathbf{b}_{n}\right)}^{\mathbf{y} \in \mathcal{L}}
$$

Now suppose that $\mathbf{v}$ can be written as a sum of two different representations,

$$
\begin{aligned}
\mathbf{v} & =\mathbf{x}+\mathbf{y}=\mathbf{x}^{\prime}+\mathbf{y}^{\prime} \\
& =\left(r_{1} \mathbf{b}_{1}+\cdots+r_{n} \mathbf{b}_{n}\right)+\left(t_{1} \mathbf{b}_{1}+\cdots+t_{n} \mathbf{b}_{n}\right) \\
& =\left(r_{1}^{\prime} \mathbf{b}_{1}+\cdots+r_{n}^{\prime} \mathbf{b}_{n}\right)+\left(t_{1}^{\prime} \mathbf{b}_{1}+\cdots+t_{n}^{\prime} \mathbf{b}_{n}\right)
\end{aligned}
$$

where $r_{i}, r_{i}^{\prime} \in \mathbb{Z}$ and $0 \leq t_{i}, t_{i}^{\prime}<1$. Because $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ are linearly independent we get that for all $i=1, \ldots, n$

$$
\begin{aligned}
r_{i}+t_{i} & =r_{i}^{\prime}+t_{i}^{\prime} \\
t_{i}^{\prime}-t_{i} & =r_{i}^{\prime}-r_{i} \in \mathbb{Z}
\end{aligned}
$$

Since $0 \leq t_{i}, t_{i}^{\prime}<1$ and $t_{i}^{\prime}-t_{i} \in \mathbb{Z}$ it must be the case that $t_{i}^{\prime}-t_{i}=0 \Rightarrow t_{i}^{\prime}=t_{i}$ and thus $r_{i}^{\prime}-r_{i}=0 \Rightarrow r_{i}^{\prime}=r_{i}$. From that we conclude that $\mathbf{x}^{\prime}=\mathbf{x}$ and $\mathbf{y}^{\prime}=\mathbf{y}$, and this completes the proof.

Proposition 1.7 Let $\mathcal{L} \subset \mathbb{R}^{n}$ be a full-rank lattice, let $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ be a basis for $\mathcal{L}$, and let $\mathcal{P}=\mathcal{P}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)$ be the associated fundamental parallelepiped. We write the basis of $\mathcal{L}$ in square matrix form as

$$
\mathbf{B}=\left(\begin{array}{c}
\mathbf{b}_{1} \\
\vdots \\
\mathbf{b}_{n}
\end{array}\right)
$$

where each $\mathbf{b}_{i}$ is the $i-$ th row of the matrix $\mathbf{B}$. Then the volume of $\mathcal{P}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)$ is given by the formula

$$
\operatorname{Vol}\left(\mathcal{P}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)\right)=|\operatorname{det}(\mathbf{B})|
$$

Proof. We can compute the volume of $\mathcal{P}$ as the integral of the constant function 1 over the region $\mathcal{P}$,

$$
\operatorname{Vol}\left(\mathcal{P}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)\right)=\int_{\mathcal{P}} 1 d x_{1} d x_{2} \cdots d x_{n}
$$

We make a change of variables from $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ to $\mathbf{t}=\left(t_{1}, \ldots, t_{n}\right)$ according to the formula

$$
\left(x_{1}, \ldots, x_{n}\right)=t_{1} \mathbf{b}_{1}+\cdots+t_{n} \mathbf{b}_{n} \Longleftrightarrow \mathbf{x}=\mathbf{t B} \quad \text { (matrix form) }
$$

The Jacobian matrix of this change of variables is $\mathbf{B}$ and the fundamental parallelepiped $\mathcal{P}$ is the image under $\mathbf{B}$ of the unit cube $C_{n}=[0,1]^{n}$, so the change of variables formula for integrals yields

$$
\begin{aligned}
\operatorname{Vol}\left(\mathcal{P}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)\right) & =\int_{\mathcal{P}} 1 d x_{1} \cdots d x_{n}=\int_{\mathbf{B} C_{n}} 1 d x_{1} \cdots d x_{n}=\int_{C_{n}}|\operatorname{det}(\mathbf{B})| d t_{1} \cdots d t_{n} \\
& =|\operatorname{det}(\mathbf{B})| \operatorname{Vol}\left(C_{n}\right) \\
& =|\operatorname{det}(\mathbf{B})|
\end{aligned}
$$

It is easy to see that if we take each $\mathbf{b}_{i}$ to be the $i-t h$ column of a matrix $\mathbf{B}^{\prime}$ we get

$$
\left|\operatorname{det}\left(\mathbf{B}^{\prime}\right)\right|=\left|\operatorname{det}\left(\mathbf{B}^{\boldsymbol{\top}}\right)\right|=|\operatorname{det}(\mathbf{B})|=\operatorname{Vol}\left(\mathcal{P}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)\right)
$$

and from Lemma 1.5 we get that the volume of the fundamental parallelepiped does not depend on the basis.

(a) The lattice $\mathbb{Z}^{2}$ with basis vectors $(0,1)$ and $(1,0)$ and the associated fundamental parallelepiped.

(b) The lattice $\mathbb{Z}^{2}$ with a different basis consisting of vectors $(1,1)$ and $(2,1)$, and the associated fundamental parallelepiped.

Figure 1.1. Parallelepipeds for various bases of the lattice $\mathbb{Z}^{2}$. Note that the parallelepipeds in either case do not contain any nonzero lattice point.

Theorem 1.8 Let $\mathcal{L} \subset \mathbb{R}^{n}$ be a full-rank lattice, and let $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n} \in \mathbb{R}^{n}$ denote linearly independent vectors in $\mathcal{L}$. Then, $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ form a basis $\mathcal{L}$ if and only if $\mathcal{P}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right) \cap \mathcal{L}=\{\mathbf{0}\}$

Proof. Assume first that $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ form a basis of $\mathcal{L}$. Let

$$
\mathbf{v}=\sum_{i=1}^{n} t_{i} \mathbf{b}_{i} \in \mathcal{L}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right) \cap \mathcal{P}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)
$$

Since $\mathbf{v} \in \mathcal{L}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)$ then $t_{i} \in \mathbb{Z}, \forall i$. Since $\mathbf{v} \in \mathcal{P}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)$ then $t_{i} \in$ $[0,1), \forall i$. But only 0 is an integer in $[0,1)$ and that means that $t_{i}=0, \forall i$ so we get that $\mathbf{v}=\mathbf{0}$.

For the other direction assume that $\mathcal{P}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right) \cap \mathcal{L}=\{\mathbf{0}\}$. The vectors $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ are linearly independent and since they belong to $\mathcal{L}$ we have that $\mathcal{L}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right) \subseteq$ $\mathcal{L}$. It suffices to show that $\mathcal{L} \subseteq \mathcal{L}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)$. Since $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n} \in \mathcal{L}$ are linearly independent we can write any lattice vector $\mathbf{v}$ as

$$
\mathbf{v}=\sum_{i=1}^{n} t_{i} \mathbf{b}_{i} \quad \text { where } t_{i} \in \mathbb{R}
$$

Consider now the vector

$$
\mathbf{v}^{\prime}=\sum_{i=1}^{n}\left\lfloor t_{i}\right\rfloor \mathbf{b}_{i}
$$

where $\left\lfloor t_{i}\right\rfloor$ denotes the integer part of $t_{i}$. The vector $\mathbf{v}^{\prime}$ is in the lattice $\mathcal{L}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)$ since the coefficients $\left\lfloor t_{i}\right\rfloor$ are integers. Therefore, the vector $\mathbf{v}-\mathbf{v}^{\prime}$ is in $\mathcal{L}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)$ as well. Now the vector,

$$
\mathbf{v}-\mathbf{v}^{\prime}=\sum_{i=1}^{n}\left(t_{i}-\left\lfloor t_{i}\right\rfloor\right) \mathbf{b}_{i}
$$

is in $\mathcal{P}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)$ since $0 \leq t_{i}-\left\lfloor t_{i}\right\rfloor<1, \forall i$.
Since $\mathbf{v}-\mathbf{v}^{\prime} \in \mathcal{L}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right) \cap \mathcal{P}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)$, it must the case that $\mathbf{v}-\mathbf{v}^{\prime}=\mathbf{0}$ by assumption. But since the vectors $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ are linearly independent, this means that $t_{i}-\left\lfloor t_{i}\right\rfloor=0, \forall i$ from which we get that $t_{i} \in \mathbb{Z}, \forall i$.

Thus, $\mathbf{v} \in \mathcal{L}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)$ and therefore $\mathcal{L} \subseteq \mathcal{L}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)$.

### 1.3 Gram-Schmidt Orthogonalization

The "best" basis we can have for a vector space is an orthogonal basis. That is because we can most easily find the coefficients that are needed to express a vector as a linear combination of the basis vectors.

But usually we are not given an orthogonal basis. We will show how to find an orthogonal basis starting from an arbitrary basis.

Definition 21 Let $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ be a basis of $\mathbb{R}^{n}$. The Gram-Schmidt orthogonalization of $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ is the following basis $\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{n}$

$$
\begin{gathered}
\tilde{\mathbf{b}}_{1}=\mathbf{b}_{1} \\
\tilde{\mathbf{b}}_{i}=\mathbf{b}_{i}-\sum_{j=1}^{i-1} \mu_{i j} \tilde{\mathbf{b}}_{j} \quad(2 \leq i \leq n), \quad \mu_{i j}=\frac{\left\langle\mathbf{b}_{i}, \tilde{\mathbf{b}}_{j}\right\rangle}{\left\langle\tilde{\mathbf{b}}_{j}, \tilde{\mathbf{b}}_{j}\right\rangle} \quad(1 \leq j<i \leq n)
\end{gathered}
$$

We do not normalize the vectors. It is important to note that usually the GramSchmidt basis vectors $\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{n}$ are not in the lattice generated by $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ because in general the vectors $\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{n}$ are not integral linear combinations of $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$.

If $\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{n}$ are linearly independent in $\mathbb{R}^{m}$ the running time complexity of GramSchmidt orthogonalization is $O\left(m n^{2}\right)$ and thus polynomial in the input size (see ch. 2.1, p. 30, for asymptotic notation).

If we set $\mu_{i i}=1$ for $1 \leq i \leq n$ then we have

$$
\tilde{\mathbf{b}}_{i}=\mathbf{b}_{i}-\sum_{j=1}^{i-1} \mu_{i j} \tilde{\mathbf{b}}_{j} \Rightarrow \mathbf{b}_{i}=\sum_{j=1}^{i} \mu_{i j} \tilde{\mathbf{b}}_{j}
$$

Let $\tilde{\mathbf{b}}_{1} /\left\|\tilde{\mathbf{b}}_{1}\right\|, \ldots, \tilde{\mathbf{b}}_{n} /\left\|\tilde{\mathbf{b}}_{n}\right\|$ denote the unit vectors in the direction of the GramSchmidt vectors.

Then the Gram-Schmidt orthogonalization process can be written in matrix form as

where each $\mathbf{b}_{i}$ (resp. $\tilde{\mathbf{b}}_{i}$ ) is the $i-t h$ column of the matrix $\mathbf{B}$ (resp. $\tilde{\mathbf{B}}$ ).

Remark 1.9 We can write matrix $\mathbf{B}$ as $\mathbf{B}=\tilde{\mathbf{B}} \cdot \mathbf{G}$ where $\mathbf{G}$ is an upper triangular matrix with diagonal entries $g_{i i}=1$ for $1 \leq i \leq n$ (therefore its determinant equals to 1) then

$$
\operatorname{det}(\mathbf{B})=\operatorname{det}(\tilde{\mathbf{B}} \cdot \mathbf{G})=\operatorname{det}(\tilde{\mathbf{B}}) \operatorname{det}(\mathbf{G})=\operatorname{det}(\tilde{\mathbf{B}}) \cdot 1=\operatorname{det}(\tilde{\mathbf{B}})
$$

Remark 1.10 We can also write matrix $\mathbf{B}$ as $\mathbf{B}=\tilde{\mathbf{B}} \cdot \mathbf{G}^{\prime}$ where $\mathbf{G}^{\prime}$ is a lower triangular matrix with diagonal entries $g_{i i}^{\prime}=\left\|\tilde{\mathbf{b}}_{i}\right\|$ for $1 \leq i \leq n$ therefore its determinant equals to $\prod_{i=1}^{n}\left\|\tilde{\mathbf{b}}_{i}\right\|$. Since the vectors $\frac{\mathbf{b}_{i}}{\left\|\mathbf{b}_{i}\right\|}$ are orthonormal, the determinant of the matrix $\tilde{\mathbf{B}}^{\prime}$ with columns $\frac{\mathbf{b}_{i}}{\left\|\mathbf{b}_{i}\right\|}$ is $\pm 1$. Thus, we have

$$
\operatorname{det}(\mathcal{L}(\mathbf{B}))=\left|\operatorname{det}\left(\tilde{\mathbf{B}}^{\prime} \cdot \mathbf{G}^{\prime}\right)\right|=\left|\operatorname { d e t } ( \tilde { \mathbf { B } } ^ { \prime } ) \left\|\operatorname { d e t } ( \mathbf { G } ^ { \prime } ) \left|=| \pm 1| \prod_{i=1}^{n}\left\|\tilde{\mathbf{b}}_{i}\right\|=\prod_{i=1}^{n}\left\|\tilde{\mathbf{b}}_{i}\right\|\right.\right.\right.
$$

Theorem 1.11 Let $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ be a basis for $\mathbb{R}^{n}$ and let $\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{n}$ be its GramSchmidt orthogonalization. We have:
(a) $\left\langle\tilde{\mathbf{b}}_{i}, \tilde{\mathbf{b}}_{j}\right\rangle=0$ for $1 \leq i<j \leq n$
(b) $\operatorname{span}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{k}\right)=\operatorname{span}\left(\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{k}\right)$ for $1 \leq k \leq n$
(c) For $1 \leq k \leq n$, the vector $\tilde{\mathbf{b}}_{k}$ is the projection of $\mathbf{b}_{k}$ onto the orthogonal complement of $\operatorname{span}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{k-1}\right)$
(d) $\left\|\tilde{\mathbf{b}}_{k}\right\| \leq\left\|\mathbf{b}_{k}\right\|$ for $1 \leq k \leq n$

Proof.
(a) Induction on $j$. For $j=1$ there is nothing to prove. Assume that the claim holds for some $j \geq 1$. For $1 \leq i<j+1$ we have

$$
\begin{aligned}
\left\langle\tilde{\mathbf{b}}_{i}, \tilde{\mathbf{b}}_{j}\right\rangle & =\left\langle\tilde{\mathbf{b}}_{i},\left(\mathbf{b}_{j+1}-\sum_{k=1}^{j} \mu_{j+1, k} \tilde{\mathbf{b}}_{k}\right)\right\rangle \\
& =\left\langle\tilde{\mathbf{b}}_{i}, \mathbf{b}_{j+1}\right\rangle-\sum_{k=1}^{j} \mu_{j+1, k}\left\langle\tilde{\mathbf{b}}_{i}, \tilde{\mathbf{b}}_{k}\right\rangle \\
& =\left\langle\tilde{\mathbf{b}}_{i}, \mathbf{b}_{j+1}\right\rangle-\mu_{j+1, i}\left\langle\tilde{\mathbf{b}}_{i}, \tilde{\mathbf{b}}_{i}\right\rangle \\
& =\left\langle\tilde{\mathbf{b}}_{i}, \mathbf{b}_{j+1}\right\rangle-\frac{\left\langle\mathbf{b}_{j+1}, \tilde{\mathbf{b}}_{i}\right\rangle}{\left\langle\tilde{\mathbf{b}}_{i}, \tilde{\mathbf{b}}_{i}\right\rangle}\left\langle\tilde{\mathbf{b}}_{i}, \tilde{\mathbf{b}}_{i}\right\rangle \\
& =0
\end{aligned}
$$

(b) By Remark 1.9 we have $\mathbf{b}_{i} \in \operatorname{span}\left(\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{k}\right)$ for $1 \leq i \leq k$ hence

$$
\operatorname{span}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{k}\right) \subseteq \operatorname{span}\left(\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{k}\right)
$$

For the reverse inclusion we use induction on $k$. For $k=1$ we have $\mathbf{b}_{1}=\tilde{\mathbf{b}}_{1}$ and so the claim is obvious. Assume that the claim holds for some $k \geq 1$. We have

$$
\tilde{\mathbf{b}}_{k+1}=\mathbf{b}_{k+1}-\sum_{j=1}^{k} \mu_{k+1, j} \tilde{\mathbf{b}}_{j}=\mathbf{b}_{k+1}+\mathbf{v}, \quad \mathbf{v} \in \operatorname{span}\left(\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{k}\right)
$$

The induction hypothesis gives $\operatorname{span}\left(\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{k}\right) \subseteq \operatorname{span}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{k}\right)$, and so the last equation implies $\tilde{\mathbf{b}}_{k+1} \in \operatorname{span}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{k}\right)$. Therefore

$$
\operatorname{span}\left(\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{k}\right) \subseteq \operatorname{span}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{k}\right)
$$

(c) We write $S=\operatorname{span}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{k-1}\right)$ and $S^{\perp}$ for the subspace of $\mathbb{R}^{n}$ consisting of all vectors $\mathbf{b}^{\prime}$ such that $\left\langle\mathbf{b}^{\prime}, \mathbf{b}\right\rangle=0, \forall \mathbf{b} \in S$. There is a unique decomposition $\mathbf{b}_{k}=\mathbf{b}_{k}^{\prime}+\mathbf{s}$ where $\mathbf{b}_{k}^{\prime} \in S^{\perp}$ and $\mathbf{s} \in S$. Here $\mathbf{b}_{k}^{\prime}$ is the projection of $\mathbf{b}_{k}$ on the orthogonal complement of $S$. By Remark 1.9 we have

$$
\mathbf{b}_{k}=\tilde{\mathbf{b}}_{k}+\sum_{j=1}^{k-1} \mu_{k j} \tilde{\mathbf{b}}_{j}
$$

From part (b), we have $S=\operatorname{span}\left(\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{k-1}\right)$, and so $\tilde{\mathbf{b}}_{k}=\mathbf{b}_{k}^{\prime}$.
(d) Again by Remark 1.9 we have

$$
\mathbf{b}_{k}=\tilde{\mathbf{b}}_{k}+\sum_{j=1}^{k-1} \mu_{k j} \tilde{\mathbf{b}}_{j} \Rightarrow\left\|\mathbf{b}_{k}\right\|^{2}=\left\|\tilde{\mathbf{b}}_{k}+\sum_{j=1}^{k-1} \mu_{k j} \tilde{\mathbf{b}}_{j}\right\|^{2}=\left\langle\tilde{\mathbf{b}}_{k}+\sum_{j=1}^{k-1} \mu_{k j} \tilde{\mathbf{b}}_{j}, \tilde{\mathbf{b}}_{k}+\sum_{j=1}^{k-1} \mu_{k j} \tilde{\mathbf{b}}_{j}\right\rangle
$$

Part (a) ( $\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{n}$ are orthogonal) implies that

$$
\left\langle\tilde{\mathbf{b}}_{k}+\sum_{j=1}^{k-1} \mu_{k j} \tilde{\mathbf{b}}_{j}, \tilde{\mathbf{b}}_{k}+\sum_{j=1}^{k-1} \mu_{k j} \tilde{\mathbf{b}}_{j}\right\rangle=\left\|\tilde{\mathbf{b}}_{k}\right\|^{2}+\sum_{j=1}^{k-1} \mu_{k j}^{2}\left\|\tilde{\mathbf{b}}_{j}\right\|^{2}
$$

Therefore

$$
\left\|\mathbf{b}_{k}\right\|^{2}=\left\|\tilde{\mathbf{b}}_{k}\right\|^{2}+\sum_{j=1}^{k-1} \mu_{k j}^{2}\left\|\tilde{\mathbf{b}}_{j}\right\|^{2}
$$

Since every term in the sum is nonnegative, this proves the claim.

Corollary 1.12 (Hadamard's inequality) Let $\mathbf{B} \in \mathbb{R}^{n \times n}$ with vectors $\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots, \mathbf{b}_{n}$ as columns (or rows). Then,

$$
\operatorname{det}(\mathbf{B}) \leq\left\|\mathbf{b}_{1}\right\| \cdot\left\|\mathbf{b}_{2}\right\| \cdots\left\|\mathbf{b}_{n}\right\|
$$

Proof. From Remarks 1.9 and 1.10 we have that

$$
\operatorname{det}(\mathbf{B})=\prod_{i=1}^{n}\left\|\tilde{\mathbf{b}}_{i}\right\|
$$

and from Theorem 1.11(d) the inequality follows.

### 1.4 Successive minima

A basic parameter of the lattices is the length of the shortest nonzero vector in the lattice (since any lattice contains the zero vector which has a zero norm). When we speak of length, we mean the Euclidean norm. Finding the shortest nonzero lattice vector is also a fundamental computational problem associated with lattices.

This parameter is also called the first successive minimum of the lattice, and is denoted $\lambda_{1}(\mathcal{L})$. The second successive minimum of the lattice is the smallest real number $r$ such that there exist two linearly independent vectors $\mathbf{v}_{1}, \mathbf{v}_{2} \in \mathcal{L}$ with $\left\|\mathbf{v}_{1}\right\|,\left\|\mathbf{v}_{2}\right\| \leq r$. This leads to the following generalization of the first successive minimum known as successive minima.

Definition 22 Let $\mathcal{L}$ be a lattice of rank $n$. Then for every $i \in\{1, \ldots, n\}$ we define the $i-t h$ successive minimum as

$$
\lambda_{i}(\mathcal{L})=\inf \{r: \operatorname{dim}(\operatorname{span}(\mathcal{L} \cap \mathbb{B}(\mathbf{0}, r))) \geq i\}
$$

A more descriptive definition is the following one:
Definition Let $\mathcal{L}$ be a lattice of rank $n$. Then for every $i \in\{1, \ldots, n\}$ we define the $i-$ th successive minimum as

$$
\lambda_{i}(\mathcal{L})=\inf \{r: \mathbb{B}(\mathbf{0}, r) \text { contains } \geq i \text { linearly independent lattice vectors }\}
$$

It follows from the characterization of lattices as discrete subgroups of $\mathbb{R}^{n}$ that there always exist vectors achieving the successive minima. So, the infimum is actually a minimum if $\mathbb{B}(\mathbf{0}, r)$ is replaced with the closed ball $\overline{\mathbb{B}}(\mathbf{0}, r)$.

Theorem 1.13 Let $\mathcal{L}$ be a lattice of rank $n$ with successive minima $\lambda_{1}(\mathcal{L}), \ldots, \lambda_{n}(\mathcal{L})$. Then there exist linearly independent lattice vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{n} \in \mathcal{L}$ such that $\left\|\mathbf{v}_{i}\right\|=\lambda_{i}(\mathcal{L})$ for all $i=1, \ldots, n$.

Interestingly, the vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}$ achieving the minima are not necessarily a basis for $\mathcal{L}$. It is easy to see that the successive minima are weakly increasing:

$$
\lambda_{1}(\mathcal{L}) \leq \lambda_{2}(\mathcal{L}) \leq \cdots \leq \lambda_{n}(\mathcal{L})
$$

The best possible basis for a lattice $\mathcal{L}$ of dimension $n$ consists of vectors

$$
\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots, \mathbf{b}_{n} \quad \text { such that } \quad\left\|\mathbf{b}_{i}\right\|=\lambda_{i}(\mathcal{L}) \quad \text { for every } i \in\{1,2, \ldots, n\}
$$

Such a basis is in general very hard compute and so we would like to know some upper and lower bounds for the successive minima. The following theorem gives a lower bound on the length of the shortest nonzero vector in a lattice.

Theorem 1.14 Let $\mathbf{B}$ be basis of a lattice of rank $n$, and let $\tilde{\mathbf{B}}$ be its Gram-Schmidt orthogonalization. Then, the first minimum of the lattice (and therefore every nonzero lattice vector) satisfies

$$
\lambda_{1}(\mathcal{L}(\mathbf{B})) \geq \min _{1 \leq i \leq n}\left\|\tilde{\mathbf{b}}_{i}\right\|>0
$$

Proof. Let $\mathbf{x} \in \mathbb{Z}^{n}$ be any nonzero integer vector. Let $j \in\{1, \ldots, n\}$ be the largest index such that $x_{j} \neq 0$, i.e. $x_{j+1}=\cdots=x_{n}=0$. Then,

$$
\begin{array}{rlr}
\left|\left\langle\mathbf{B x}, \tilde{\mathbf{b}}_{j}\right\rangle\right| & =\left|\left\langle\sum_{i=1}^{n} x_{i} \mathbf{b}_{i}, \tilde{\mathbf{b}}_{j}\right\rangle\right| & \\
& =\left|\sum_{i=1}^{n} x_{i}\left\langle\mathbf{b}_{i}, \tilde{\mathbf{b}}_{j}\right\rangle\right| & \\
& \text { inner product linearity } \\
& =\left|x_{j}\right|\left\langle\tilde{\mathbf{b}}_{j}, \tilde{\mathbf{b}}_{j}\right\rangle & \\
& =\left|x_{j}\right|\left\|\tilde{\mathbf{b}}_{j}\right\|^{2} & \left\langle\mathbf{b}_{i}, \tilde{\mathbf{b}}_{j}\right\rangle \stackrel{j<i}{=} 0, x_{j} \stackrel{j>i}{=} 0 \\
\left.\tilde{\mathbf{b}}_{j}, \tilde{\mathbf{b}}_{j}\right\rangle=\left\|\tilde{\mathbf{b}}_{j}\right\|^{2}
\end{array}
$$

On the other hand by the Cauchy-Schwarz inequality we have that

$$
\left|\left\langle\mathbf{B x}, \tilde{\mathbf{b}}_{j}\right\rangle\right| \leq\|\mathbf{B} \mathbf{x}\|\left\|\tilde{\mathbf{b}}_{j}\right\| \Rightarrow\|\mathbf{B} \mathbf{x}\| \geq \frac{\left|\left\langle\mathbf{B} \mathbf{x}, \tilde{\mathbf{b}}_{j}\right\rangle\right|}{\left\|\tilde{\mathbf{b}}_{j}\right\|}
$$

From the equation above we get

$$
\begin{array}{rlr}
\|\mathbf{B} \mathbf{x}\| & \geq \frac{\left|\left\langle\mathbf{B x}, \tilde{\mathbf{b}}_{j}\right\rangle\right|}{\left\|\tilde{\mathbf{b}}_{j}\right\|} \\
& =\left|x_{j}\right|\left\|\tilde{\mathbf{b}}_{j}\right\| & \\
& \geq\left\|\tilde{\mathbf{b}}_{j}\right\| & \text { because } x_{j} \in \mathbb{Z}^{*} \\
& \geq \min _{1 \leq i \leq n}\left\|\tilde{\mathbf{b}}_{i}\right\| &
\end{array}
$$

Since the length of any lattice vector is at least $\min _{1 \leq i \leq n}\left\|\tilde{\mathbf{b}}_{i}\right\|$
then $\lambda_{1}(\mathcal{L}(\mathbf{B})) \geq \min _{1 \leq i \leq n}\left\|\tilde{\mathbf{b}}_{i}\right\|$ and because $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ are linearly independent, this quantity is strictly positive, i.e. $\min _{1 \leq i \leq n}\left\|\tilde{\mathbf{b}}_{i}\right\|>0$.

Before we give upper bounds on the successive minima let us give some useful definitions for sets.

Definition 23 Let $\mathcal{S}$ be a subset of $\mathbb{R}^{n}$
(a) $\mathcal{S}$ is bounded if the lengths of the vectors in $\mathcal{S}$ are bounded. Equivalently, $\mathcal{S}$ is bounded if there is a radius $r$ such that $\mathcal{S}$ is contained within the ball $\overline{\mathbb{B}}(\mathbf{0}, r)$.
(b) $\mathcal{S}$ is centrally symmetric (symmetric about the origin) if for every point $\mathbf{x}$ in $\mathcal{S}$, the negation $-\mathbf{x}$ is also in $\mathcal{S}$.
(c) $\mathcal{S}$ is convex if whenever two points $\mathbf{x}$ and $\mathbf{y}$ are in $\mathcal{S}$, then the entire line segment connecting $\mathbf{x}$ and $\mathbf{y}$ lies completely in $\mathcal{S}$, i.e.,

$$
\forall \mathbf{x}, \mathbf{y} \in \mathcal{S}, \mathbf{x} \neq \mathbf{y}, \forall a \in[0,1], a \mathbf{x}+(1-a) \mathbf{y} \in \mathcal{S}
$$

(d) $\mathcal{S}$ is closed if it has the following property: If $\mathbf{x} \in \mathbb{R}^{n}$ is a point such that every ball $\overline{\mathbb{B}}(\mathbf{x}, r)$ contains a point of $\mathcal{S}$, then $\mathbf{x}$ is in $\mathcal{S}$.
(e) For $\mathbf{x} \in \mathbb{R}^{n}$ we let $\mathcal{S}+\mathbf{x}=\{\mathbf{y}+\mathbf{x}: \mathbf{y} \in \mathcal{S}\}$ denote the translate of $\mathcal{S}$ by $\mathbf{x}$.
(f) For $a \in \mathbb{R}$ we let $a \mathcal{S}=\{a \mathbf{y}: \mathbf{y} \in \mathcal{S}\}$ denote the scaling of $\mathcal{S}$ by $a$.

Theorem 1.15 (Blichfeldt theorem) For any lattice $\mathcal{L}(\mathbf{B})$ and for any measurable set $\mathcal{S} \subseteq \operatorname{span}(\mathcal{L}(\mathbf{B}))$, if $S$ has volume $\operatorname{vol}(\mathcal{S})>\operatorname{det}(\mathcal{L})$, then there exist two distinct points $\mathbf{z}_{1}, \mathbf{z}_{2} \in \mathcal{S}$ such that $\mathbf{z}_{1}-\mathbf{z}_{2} \in \mathcal{L}(\mathbf{B})$

Proof. Let $\mathcal{L}(B)$ be a lattice with basis $\mathbf{B}$, and $\mathcal{S}$ be any subset of $\operatorname{span}(\mathcal{L}(\mathbf{B}))$ such that $\operatorname{vol}(\mathcal{S})>\operatorname{det}(\mathcal{L})$. Partition $\mathcal{S}$ into a collection of disjoint regions. For any lattice point $\mathbf{x}$ define the region

$$
\mathcal{S}_{\mathbf{x}}=\mathcal{S} \cap(\mathcal{P}(\mathbf{B})+\mathbf{x})
$$

The sets $(\mathcal{P}(\mathbf{B})+\mathbf{x})$ with $\mathbf{x} \in \mathcal{L}(\mathbf{B})$ partition $\operatorname{span}(\mathcal{L}(\mathbf{B}))$. Therefore the sets $\mathcal{S}_{\mathbf{x}}, \mathbf{x} \in \mathcal{L}(\mathbf{B})$ form a partition of $\mathcal{S}$, i.e., they are pairwise disjoint and

$$
\mathcal{S}=\bigcup_{\mathbf{x} \in \mathcal{L}(\mathbf{B})} \mathcal{S}_{\mathbf{x}}
$$

and since $\mathcal{L}(\mathbf{B})$ is countable and set $\mathcal{S}$ is measurable from countable additivity we get,

$$
\operatorname{vol}(\mathcal{S})=\operatorname{vol}\left(\bigcup_{\mathbf{x} \in \mathcal{L}(\mathbf{B})} \mathcal{S}_{\mathbf{x}}\right)=\sum_{\mathbf{x} \in \mathcal{L}(\mathbf{B})} \operatorname{vol}\left(\mathcal{S}_{\mathbf{x}}\right)
$$

Now define translated sets

$$
\mathcal{S}_{\mathbf{x}}^{\prime}=\mathcal{S}_{\mathbf{x}}-\mathbf{x}=(\mathcal{S}-\mathbf{x}) \cap(\mathcal{P}(\mathbf{B})+\mathbf{x}-\mathbf{x})=(\mathcal{S}-\mathbf{x}) \cap \mathcal{P}(\mathbf{B})
$$

We claim that sets $\mathcal{S}_{\mathbf{x}}^{\prime}$ are not pairwise disjoint. Assume, for contradiction, they are.
From the definition of set $\mathcal{S}_{\mathbf{x}}^{\prime}$ it follows that for all $\mathbf{x} \in \mathcal{L}(B) \mathcal{S}_{\mathbf{x}}^{\prime}$ is contained in $\mathcal{P}(B)$,

$$
\begin{equation*}
\sum_{\mathbf{x} \in \mathcal{L}(B)} \operatorname{vol}\left(\mathcal{S}_{\mathbf{x}}^{\prime}\right)=\operatorname{vol}\left(\bigcup_{\mathbf{x} \in \mathcal{L}(\mathbf{B})} \mathcal{S}_{\mathbf{x}}^{\prime}\right) \leq \operatorname{vol}(\mathcal{P}(B)) \tag{1.1}
\end{equation*}
$$

Since $\mathcal{S}_{\mathbf{x}}^{\prime}$ is a translation of $\mathcal{S}_{\mathbf{x}}$, they have the same volume, and from the assumption of the theorem we get,

$$
\begin{equation*}
\sum_{\mathbf{x} \in \mathcal{L}(B)} \operatorname{vol}\left(S_{\mathbf{x}}^{\prime}\right)=\sum_{\mathbf{x} \in \mathcal{L}(B)} \operatorname{vol}\left(\mathcal{S}_{\mathbf{x}}\right)=\operatorname{vol}(\mathcal{S})>\operatorname{det}(\mathcal{L}) \tag{1.2}
\end{equation*}
$$

Combining (1.1) and (1.2) we get $\operatorname{det}(\mathcal{L}(\mathbf{B}))<\operatorname{vol}(\mathcal{P}(\mathbf{B}))$, which is a contradiction because $\operatorname{det}(\mathcal{L}(\mathbf{B}))=\operatorname{vol}(\mathcal{P}(\mathbf{B}))$ by definition. This proves that sets $S_{\mathbf{x}}^{\prime}$ are not pairwise disjoint, i.e., for $\mathbf{x}, \mathbf{y} \in \mathcal{L}(\mathbf{B})$ there exist two sets $\mathcal{S}_{\mathbf{x}}^{\prime}, \mathcal{S}_{\mathbf{y}}^{\prime}$ such that $\mathcal{S}_{\mathbf{x}}^{\prime} \cap \mathcal{S}_{\mathbf{y}}^{\prime} \neq \emptyset$. Let $\mathbf{z}$ be any vector in $\mathcal{S}_{\mathbf{x}}^{\prime} \cap \mathcal{S}_{\mathbf{y}}^{\prime}$ and define

$$
\begin{aligned}
& \mathbf{z}_{1}=\mathbf{z}+\mathbf{x} \\
& \mathbf{z}_{2}=\mathbf{z}+\mathbf{y}
\end{aligned}
$$

Since $\mathbf{x} \neq \mathbf{y}$ we have that $\mathbf{z}_{1} \neq \mathbf{z}_{2}$. From $z \in \mathcal{S}_{\mathbf{x}}^{\prime}$ and $z \in \mathcal{S}_{\mathbf{y}}^{\prime}$ we get $\mathbf{z}_{1} \in \mathcal{S}_{\mathbf{x}} \subseteq \mathcal{S}$ and $\mathbf{z}_{2} \in \mathcal{S}_{\mathbf{y}} \subseteq \mathcal{S}$. Finally, the difference between $\mathbf{z}_{1}, \mathbf{z}_{2}$ is a nonzero vector that satisfies

$$
\mathbf{z}_{1}-\mathbf{z}_{2}=\mathbf{x}-\mathbf{y} \in \mathcal{L}(\mathbf{B})
$$

completing the proof of the theorem.
As a corollary to Blichfeldt theorem we get the following theorem of Minkowski.
Theorem 1.16(Convex Body theorem) For any full-rank lattice $\mathcal{L}$ of rank $n$, and any centrally symmetric convex set $\mathcal{S} \subset \operatorname{span}(\mathcal{L})$, if $\operatorname{vol}(\mathcal{S})>2^{n} \operatorname{det}(\mathcal{L})$, then $\mathcal{S}$ contains a nonzero lattice point. If $\mathcal{S}$ is also closed, then it suffices to take $\operatorname{vol}(\mathcal{S}) \geq 2^{n} \operatorname{det}(\mathcal{L})$.

Proof. Let $\mathcal{S}^{\prime}=\{\mathbf{x}: 2 \mathbf{x} \in \mathcal{S}\}$. Then $\operatorname{vol}\left(\mathcal{S}^{\prime}\right)=2^{-n} \operatorname{vol}(\mathcal{S})>\operatorname{det}(\mathcal{L})$. By Blichfeldt theorem there exist two distinct points $\mathbf{z}_{1}, \mathbf{z}_{2} \in \mathcal{S}^{\prime}$ such that $\mathbf{z}_{1}-\mathbf{z}_{2} \in \mathcal{L}$. From the definition of $\mathcal{S}^{\prime}$, we get $2 \mathbf{z}_{1}, 2 \mathbf{z}_{2} \in \mathcal{S}$ and since $\mathcal{S}$ is centrally symmetric we also have $-2 \mathbf{z}_{2} \in \mathcal{S}$. Finally, by convexity, the midpoint of segment $\left[2 \mathbf{z}_{1},-2 \mathbf{z}_{2}\right]$ also belongs in $\mathcal{S}$, i.e.,

$$
\frac{2 \mathbf{z}_{1}+\left(-2 \mathbf{z}_{2}\right)}{2}=\mathbf{z}_{1}-\mathbf{z}_{2} \in \mathcal{S}
$$

Therefore $\mathbf{z}_{1}-\mathbf{z}_{2} \in \mathcal{S} \cap \mathcal{L}$ and this completes the proof.

Definition 24 Hermite's constant, denoted $\gamma_{n}$, is the supremum of the following quantities as $\mathcal{L}$ ranges over all lattices of dimension $n$ :

$$
\frac{\lambda_{1}(\mathcal{L})^{2}}{\operatorname{det}(\mathcal{L})^{2 / n}}
$$

The quantities $\gamma_{n}$ give an upper bound for $\lambda_{1}(\mathcal{L})$ but are very difficult to compute. They are known (2012) only for $1 \leq n \leq 8$ and $n=24$ (see [71, ch. 2]).

We now give an upper bound for $\lambda_{1}(\mathcal{L})$.
Theorem 1.17 (Minkowski's first theorem) Let $\mathcal{L}$ be a lattice of dimension $n$. Then there is a vector $\mathbf{v} \in \mathcal{L}$ satisfying

$$
\|\mathbf{v}\| \leq \sqrt{n} \operatorname{det}(\mathcal{L})^{1 / n}
$$

Proof. Let $\mathcal{L}$ be a lattice and let $\mathcal{S}$ be the hypercube in $\mathbb{R}^{n}$, centered at $\mathbf{0}$, whose sides have length $2 \operatorname{det}(\mathcal{L})^{1 / n}$,

$$
\mathcal{S}=\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}: \operatorname{det}(\mathcal{L})^{1 / n} \leq x_{i} \leq \operatorname{det}(\mathcal{L})^{1 / n} \quad \text { for all } 1 \leq i \leq n\right\}
$$

The set $\mathcal{S}$ is closed, centrally symmetric and convex, and its volume is

$$
\operatorname{vol}(\mathcal{S})=\left(2 \operatorname{det}(\mathcal{L})^{1 / n}\right)^{n}=2^{n} \operatorname{det}(\mathcal{L})
$$

therefore we can apply Theorem 1.16 to deduce that there is a nonzero vector $\mathbf{v} \in$ $S \cap \mathcal{L}$. From definition of $\mathcal{S}$, writing the coordinates of $\mathbf{v}=\left(v_{1}, \ldots, v_{n}\right)$, for all $1 \leq i \leq n$, we have

$$
\begin{array}{ll}
\left|v_{i}\right| \leq \operatorname{det}(\mathcal{L})^{1 / n} & \Longrightarrow \\
v_{i}^{2} \leq \operatorname{det}(\mathcal{L})^{2 / n} & \Longrightarrow \\
\sum_{i=1}^{n} v_{i}^{2} \leq n \operatorname{det}(\mathcal{L})^{2 / n} & \Longrightarrow \\
\sqrt{v_{1}^{1}+\cdots+v_{n}^{2}} \leq \sqrt{n} \operatorname{det}(\mathcal{L})^{1 / n} & \Longrightarrow \\
\|\mathbf{v}\| \leq \sqrt{n} \operatorname{det}(\mathcal{L})^{1 / n} &
\end{array}
$$

Since the hypercube of Theorem 1.17 has the smallest possible side length, therefore the smallest volume to satisfy the requirements of Theorem 1.16, we obtain an upper bound for $\lambda_{1}(\mathcal{L})$, namely $\lambda_{1}(\mathcal{L}) \leq \sqrt{n} \operatorname{det}(\mathcal{L})^{1 / n}$.

Minkowski also proved a stronger result involving the geometric mean of all the successive minima.

Theorem 1.18 (Minkowski's second theorem) For any lattice $\mathcal{L}$ of rank $n$, the successive minima (in the $\ell_{2}$ norm) satisfy

$$
\left(\prod_{i=1}^{n} \lambda_{i}(\mathcal{L})\right)^{1 / n}<\sqrt{n} \operatorname{det}(\mathcal{L})^{1 / n}
$$

Now that we have given a lower bound on the shortest lattice vector we give a proof of equivalence of the two lattice definitions.

Theorem 1.19 Let $\mathcal{L} \subset \mathbb{R}^{n}, \mathcal{L} \neq \emptyset$. Then $\mathcal{L}$ is a lattice if and only if it is a discrete additive subgroup of $\mathbb{R}^{n}$.

Proof.
Assume $\mathcal{L}$ is a lattice define as the set of all integer combinations of vectors $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n} \in \mathbb{R}^{m}$ which are linearly independent (Definition 13, p. 7). Then, clearly $\mathcal{L}$ is an additive subgroup of $\mathbb{R}^{n}$. In addition, $\forall \mathbf{x}, \mathbf{y} \in \mathcal{L}, \mathbf{x}-\mathbf{y} \in \mathcal{L}$. Therefore, from Theorem 1.14 we can let $\epsilon=\lambda_{1}(\mathcal{L})$,

$$
\|\mathbf{x}-\mathbf{y}\| \geq \epsilon=\lambda_{1}(\mathcal{L})>0
$$

Conversely, assume that $\mathcal{L}$ is a discrete additive subgroup of $\mathbb{R}^{n}$. We use induction on $n$. For $n=1$, let $\{b\}$ be a basis for $\mathbb{R}$, namely

$$
\mathbb{R}^{1}=\{a b: a \in \mathbb{R}\}
$$

Since for every $v \in \mathcal{L}$ there exists $\epsilon>0$ such that $\mathcal{L} \cap\{r \in \mathbb{R}:\|v-r\|<$ $\epsilon\}=\{v\}$ is finite also for all $r \in \mathbb{R}^{+}$, there exists a smallest positive value $r_{1}$ such that $r_{1} b \in \mathcal{L}$. Therefore

$$
\left\{a r_{1} b: a \in \mathbb{Z}\right\} \subseteq \mathcal{L}
$$

Since any $s \in \mathbb{R}$ can be written as

$$
s=\left\lfloor\frac{s}{r_{1}}\right\rfloor r_{1}+s_{1} r_{1}
$$

for some real number $s_{1}$ with $0 \leq s_{1}<1$, then any $s b \in \mathcal{L}$ can be written in the form

$$
s b=k r_{1} b+s_{1}\left(r_{1} b\right) \text { where } k=\left\lfloor\frac{s}{r_{1}}\right\rfloor \in \mathbb{Z} \text { and } 0 \leq s_{1}<1
$$

Because $s b, k r_{1} b \in \mathcal{L}$ then $s_{1}\left(r_{1} b\right)$ must be in $\mathcal{L}$ and from the minimality of $r_{1}$, we must have $s_{1}=0$, so $\mathcal{L}=\left\{a r_{1} b: a \in \mathbb{Z}\right\}$. This establishes the induction step.

Assume the induction hypothesis, namely that any discrete additive subgroup of $\mathbb{R}^{c}$ for $c<n$ is a lattice. Hence, we may assume that

$$
\mathcal{L} \subset \mathbb{R}^{n} \text { is discrete and } \mathcal{L} \not \subset \mathbb{R}^{c} \text { for any } k<n
$$

So we can choose a basis of $\mathbb{R}^{n}$, namely $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$, with $\mathbf{b}_{i} \in \mathcal{L}$ for all $i \in$ $\{1, \ldots, n\}$. Let

$$
V=\left\{\sum_{i=1}^{n-1} a_{i} \mathbf{b}_{i}: \forall i, a_{i} \in \mathbb{R}\right\}
$$

. By the induction hypothesis the set $\mathcal{L}_{V}=\mathcal{L} \cap V$ is a lattice of dimension $n-1$. Let $\mathbf{b}_{1}^{\prime}, \ldots, \mathbf{b}_{n-1}^{\prime}$ be a basis for $\mathcal{L}_{V}$. Therefore, any element $\mathbf{z} \in \mathcal{L}$ can be written as

$$
\mathbf{z}=\left(\sum_{i=1}^{n-1} r_{i} \mathbf{b}_{i}^{\prime}\right)+r_{n} \mathbf{b}_{n} \text { where } r_{i} \in \mathbb{R}
$$

By the discreteness of $\mathcal{L}$, there exist only finitely many such $\mathbf{z}$ with all $r_{i}$ bounded. Thus, we may choose one $\mathbf{z}$ with $r_{n}>0$, and minimal with respect to $\left|r_{i}\right|<1$ for all $i \neq n$. Let $\mathbf{b}_{n}^{\prime}$ denote this choice. Certainly the set $\left\{\mathbf{b}_{1}^{\prime}, \ldots, \mathbf{b}_{n-1}^{\prime}\right\} \cup\left\{\mathbf{b}_{n}^{\prime}\right\}$ is linearly independent, because of the term $r_{n} \mathbf{b}_{n}$ in $\mathbf{b}_{n}^{\prime}$. Thus,

$$
\mathbb{R}^{n}=\left\{\sum_{i=1}^{n} a_{i} \mathbf{b}_{i}^{\prime}: \forall i, a_{i} \in \mathbb{R}\right\}
$$

Because $\mathcal{L} \subset \mathbb{R}^{n}$ for any $\mathbf{v} \in \mathcal{L}$,

$$
\mathbf{v}=\sum_{i=1}^{n} t_{j} \mathbf{b}_{i}^{\prime} \text { where } t_{i} \in \mathbb{R}
$$

Let

$$
\begin{aligned}
\mathbf{w} & =\mathbf{v}-\sum_{i=1}^{n}\left\lfloor t_{j}\right\rfloor \mathbf{b}_{i}^{\prime}=\sum_{i=1}^{n} s_{i} \mathbf{b}_{i}^{\prime} \\
& =\left(\sum_{i=1}^{n-1} s_{i} \mathbf{b}_{i}^{\prime}\right)+s_{n} \mathbf{b}_{n}^{\prime} \\
& =\left(\sum_{i=1}^{n-1} s_{i} \mathbf{b}_{i}^{\prime}\right)+\left(\sum_{i=1}^{n-1} s_{n} r_{i} \mathbf{b}_{i}+s_{n} r_{n} \mathbf{b}_{n}\right) \text { where } r_{i} \in \mathbb{R}
\end{aligned}
$$

Therefore, $0 \leq s_{i}<1$ for all $i \in\{1, \ldots, n\}$. By the minimality of $r_{n}$, we must have that $s_{n}=0$ therefore $t_{n} \in \mathbb{Z}$. Also we get,

$$
\mathbf{w}=\underbrace{\mathbf{v}-\sum_{i=1}^{n}\left\lfloor t_{j}\right\rfloor \mathbf{b}_{i}^{\prime}}_{\text {is in } \mathcal{L}}=\underbrace{\sum_{i=1}^{n-1} s_{i} \mathbf{b}_{i}^{\prime}}_{\text {is in } V}
$$

so $\mathbf{w} \in \mathcal{L}$ and $\mathbf{w} \in V$, then $\mathbf{w} \in \mathcal{L}_{V}=\mathcal{L} \cap V$ which is a lattice of dimension $n-1$. Since any $\mathbf{v} \in \mathcal{L}$ can be written as

$$
\mathbf{v}=\mathbf{w}+t_{j} \mathbf{b}_{n}^{\prime}=\sum_{i=1}^{n-1} t_{i}^{\prime} \mathbf{b}_{i}^{\prime}+t_{j} \mathbf{b}_{n}^{\prime} \text { where } t_{i}^{\prime} \in \mathbb{Z}
$$

with $\mathbf{w} \in \mathcal{L}_{V}$ and $t_{j} \in \mathbb{Z}$ we have that $\mathcal{L}$ is a lattice of dimension $n$ with basis vectors $\mathbf{b}_{1}^{\prime}, \ldots, \mathbf{b}_{n}^{\prime}$.

### 1.5 Dual lattices

In this section we define the notion of the dual lattice and see some of its properties.
Definition 25 For any lattice $\mathcal{L}$, the dual lattice of $\mathcal{L}$ is defined as

$$
\mathcal{L}^{*}=\{\mathbf{y} \in \operatorname{span}(\mathcal{L}): \forall \mathbf{x} \in \mathcal{L},\langle\mathbf{x}, \mathbf{y}\rangle \in \mathbb{Z}\}
$$

The dual lattice $\mathcal{L}^{*}$ has the same span with $\mathcal{L}$. We now prove that the dual lattice is indeed a lattice itself.

Proof. Let $\mathcal{L} \subset \mathbb{R}^{m}$ be a lattice of rank $n$, and let $\mathbf{B} \in \mathbb{R}^{m \times n}$ be its basis. Define the dual lattice:

$$
\mathcal{L}^{*}=\{\mathbf{y} \in \operatorname{span}(\mathcal{L}): \forall \mathbf{x} \in \mathcal{L},\langle\mathbf{x}, \mathbf{y}\rangle \in \mathbb{Z}\}
$$

Because $\mathbf{y} \in \operatorname{span}(\mathcal{L})$ and $\mathbf{x} \in \mathcal{L}$ we can write them in matrix form as $\mathbf{y}=\mathbf{B u}$ where $\mathbf{u} \in \mathbb{R}^{n}$ and $\mathbf{x}=\mathbf{B w}$ where $\mathbf{w} \in \mathbb{Z}^{n}$. Now solve $\mathbf{y}=\mathbf{B u}$ for $\mathbf{u}$ and multiply it again with $\mathbf{B}$ :

$$
\begin{aligned}
\mathbf{y} & =\mathbf{B u} & & \Rightarrow \\
\mathbf{B}^{\top} \mathbf{y} & =\mathbf{B}^{\top} \mathbf{B u} & & \Rightarrow \\
\mathbf{u} & =\left(\mathbf{B}^{\top} \mathbf{B}\right)^{-1} \mathbf{B}^{\top} \mathbf{y} & & \Rightarrow \\
\mathbf{B u} & =\mathbf{B}\left(\mathbf{B}^{\top} \mathbf{B}\right)^{-1} \mathbf{B}^{\top} \mathbf{y}=\mathbf{y} & &
\end{aligned}
$$

The matrix $\mathbf{B}^{\top} \mathbf{B}$ is invertible because $\mathbf{B}$ is a basis for $\mathcal{L}$, hence its columns are linear independent vectors. Because $\langle\mathbf{x}, \mathbf{y}\rangle=\operatorname{det}\left(\mathbf{x}^{\top} \mathbf{y}\right)$ we have that

$$
\begin{aligned}
\langle\mathbf{x}, \mathbf{y}\rangle & =\operatorname{det}\left((\mathbf{B} \mathbf{w})^{\top} \mathbf{B}\left(\mathbf{B}^{\top} \mathbf{B}\right)^{-1} \mathbf{B}^{\top} \mathbf{y}\right) \\
& =\operatorname{det}\left(\mathbf{w}^{\top} \mathbf{B}^{\top} \mathbf{B}\left(\mathbf{B}^{\top} \mathbf{B}\right)^{-1} \mathbf{B}^{\top} \mathbf{y}\right) \\
& =\operatorname{det}(\mathbf{w}^{\top} \underbrace{\mathbf{B}^{\top} \mathbf{y}}_{\mathbf{z}}) \\
& =\operatorname{det}\left(\mathbf{w}^{\top} \mathbf{z}\right) \in \mathbb{Z} \\
& =\operatorname{det}\left(w_{1} z_{1}+\cdots+w_{n} z_{n}\right) \in \mathbb{Z} \quad \text { for all } \mathbf{w} \in \mathbb{Z}^{n}
\end{aligned}
$$

Since we want this to hold for all $\mathbf{w} \in \mathbb{Z}^{n}$ we can choose $\mathbf{w}=\mathbf{e}_{i}$ for $1 \leq$ $i \leq n$ where $\mathbf{e}_{i}$ is the standard basis vector from Definition 7 (p. 4) and we get that $w_{i} z_{i} \in \mathbb{Z}$. We already know that $w_{i} \in \mathbb{Z}$, so we get that $z_{i} \in \mathbb{Z}$. Because $\mathbf{B}$ has $n$ linearly independent vectors as rows then $\operatorname{det}\left(\mathbf{B}^{\top} \mathbf{B}\right) \neq 0$ and so the $n \times n$ matrix
$\left(\mathbf{B}^{\top} \mathbf{B}\right)^{-1}$ exists, and has also a nonzero determinant. Thus, $\operatorname{rank}\left(\mathbf{B}\left(\mathbf{B}^{\top} \mathbf{B}\right)^{-1}\right)=$ $\operatorname{rank}(\mathbf{B})=n$ so the $m \times n$ matrix $\mathbf{B}\left(\mathbf{B}^{\top} \mathbf{B}\right)^{-1}$ has $n$ linearly independent vectors as columns.

From the equation,

$$
\mathbf{y}=\mathbf{B}\left(\mathbf{B}^{\top} \mathbf{B}\right)^{-1} \underbrace{\mathbf{B}^{\top} \mathbf{y}}_{\mathbf{z}}
$$

the properties that $\mathbf{B}^{\top} \mathbf{y}=\mathbf{z} \in \mathbb{Z}^{n}$ and that the matrix $\left(\mathbf{B}\left(\mathbf{B}^{\top} \mathbf{B}\right)^{-1}\right)$ consists of column vectors that are linearly independent we conclude that $\mathcal{L}^{*}$ is a lattice with basis $\mathbf{B}^{*}=\mathbf{B}\left(\mathbf{B}^{\top} \mathbf{B}\right)^{-1}$.

In the case of a full-rank lattice we have that $\mathbf{B}^{*}=\left(\mathbf{B}^{\top}\right)^{-1}$. The next theorem provides some useful properties for a lattice $\mathcal{L}$ and its dual lattice $\mathcal{L}^{*}$.

Theorem 1.20 Let $\mathcal{L} \subset \mathbb{R}^{m}$ be a lattice of rank $n$ with basis $\mathbf{B} \in \mathbb{R}^{m \times n}$, and let $\mathcal{L}^{*}$ be its dual lattice with basis $\mathbf{B}^{*}=\mathbf{B}\left(\mathbf{B}^{\top} \mathbf{B}\right)^{-1}$.

The following properties hold:
(a) $\left(\mathcal{L}^{*}\right)^{*}=\mathcal{L}$
(b) $\operatorname{det}\left(\mathcal{L}^{*}\right)=\frac{1}{\operatorname{det}(\mathcal{L})}$
(c) $\lambda_{1}(\mathcal{L}) \cdot \lambda_{1}\left(\mathcal{L}^{*}\right) \leq n$
(d) $\lambda_{1}(\mathcal{L}) \cdot \lambda_{n}\left(\mathcal{L}^{*}\right) \geq 1$

Proof.
(a) The basis for $\left(\mathcal{L}^{*}\right)^{*}$ is

$$
\begin{aligned}
\left(\mathbf{B}^{*}\right)^{*} & =\mathbf{B}^{*}\left(\left(\mathbf{B}^{*}\right)^{\top} \mathbf{B}^{*}\right)^{-1} \\
& =\left(\mathbf{B}\left(\mathbf{B}^{\top} \mathbf{B}\right)^{-1}\right)\left(\left(\mathbf{B}\left(\mathbf{B}^{\top} \mathbf{B}\right)^{-1}\right)^{\top}\left(\mathbf{B}\left(\mathbf{B}^{\top} \mathbf{B}\right)^{-1}\right)\right)^{-1}
\end{aligned}
$$

$$
=\mathbf{B} \text { which is a basis for } \mathcal{L}
$$

Thus, $\left(\mathcal{L}^{*}\right)^{*}=\mathcal{L}$.
(b) We have that,

$$
\begin{aligned}
\operatorname{det}\left(\mathcal{L}^{*}\right) & =\sqrt{\operatorname{det}\left(\left(\mathbf{B}^{*}\right)^{\top} \mathbf{B}^{*}\right)} \\
& =\sqrt{\operatorname{det}\left(\left(\mathbf{B}\left(\mathbf{B}^{\top} \mathbf{B}\right)^{-1}\right)^{\top}\left(\mathbf{B}\left(\mathbf{B}^{\top} \mathbf{B}\right)^{-1}\right)\right)} \\
& =\sqrt{\operatorname{det}\left(\left(\left(\mathbf{B}^{\top} \mathbf{B}\right)^{-1}\right)^{\top} \mathbf{B}^{\top} \mathbf{B}\left(\mathbf{B}^{\top} \mathbf{B}\right)^{-1}\right)} \\
& =\sqrt{\operatorname{det}\left(\left(\left(\mathbf{B}^{\top} \mathbf{B}\right)^{-1}\right)^{\top}\right)} \\
& =\sqrt{\operatorname{det}\left(\left(\mathbf{B}^{\top} \mathbf{B}\right)^{-1}\right)} \\
& =\sqrt{\frac{1}{\operatorname{det}\left(\mathbf{B}^{\top} \mathbf{B}\right)}}=\frac{1}{\operatorname{det}(\mathcal{L})}
\end{aligned}
$$

(c) From Theorem 1.17 (p. 23) and part (b), we have that

$$
\lambda_{1}(\mathcal{L}) \leq \sqrt{n} \operatorname{det}(\mathcal{L})^{1 / n} \quad \text { and } \quad \lambda_{1}\left(\mathcal{L}^{*}\right) \leq \sqrt{n} \operatorname{det}\left(\mathcal{L}^{*}\right)^{1 / n}=\frac{\sqrt{n}}{\operatorname{det}(\mathcal{L})^{1 / n}}
$$

Thus,

$$
\lambda_{1}(\mathcal{L}) \cdot \lambda_{1}\left(\mathcal{L}^{*}\right) \leq \frac{\sqrt{n} \operatorname{det}(\mathcal{L})^{1 / n}}{\operatorname{det}(\mathcal{L})^{1 / n}}=\sqrt{n}
$$

(d) Let $\mathbf{v} \in \mathcal{L}$ such that $\|\mathbf{v}\|=\lambda_{1}(\mathcal{L})$ (can be more that one) and let $\mathbf{v}_{1}^{*}, \ldots, \mathbf{v}_{n}^{*}$ be any set on $n$ linearly independent vectors in $\mathcal{L}^{*}$. Then there exists an $i \in\{1, \ldots, n\}$ such that $\left\langle\mathbf{v}_{i}^{*}, \mathbf{v}\right\rangle \neq 0$ exactly because the vectors $\mathbf{v}_{j}^{*}$ are linearly independent. We have that $\left\langle\mathbf{v}_{i}^{*}, \mathbf{v}\right\rangle=k$ where $k \in \mathbb{Z}^{*}$ so,

$$
\lambda_{n}\left(\mathcal{L}^{*}\right) \geq \mathbf{v}_{i}^{*} \geq \frac{k}{\|\mathbf{v}\|} \geq \frac{1}{\|\mathbf{v}\|}=\frac{1}{\lambda_{1}(\mathcal{L})} \Rightarrow \lambda_{1}(\mathcal{L}) \cdot \lambda_{n}\left(\mathcal{L}^{*}\right) \geq 1
$$

## 2

## Lattice basis reduction

### 2.1 Asymptotic notation

Throughout this thesis we will use standard asymptotic notation symbols $O, o, \Omega, \omega$ and $\Theta$ to measure the running-time complexity of algorithms. We recall their definitions here:

- $f(n)=O(g(n)) \quad$ if $\quad \lim _{n \rightarrow \infty} \frac{f(n)}{g(n)}<\infty$
- $f(n)=o(g(n)) \quad$ if $\quad \lim _{n \rightarrow \infty} \frac{f(n)}{g(n)}=0$
- $f(n)=\Omega(g(n)) \quad$ if $\quad \lim _{n \rightarrow \infty} \frac{f(n)}{g(n)}>0$
- $f(n)=\omega(g(n)) \quad$ if $\quad \lim _{n \rightarrow \infty} \frac{f(n)}{g(n)}=\infty$
- $f(n)=\Theta(g(n)) \quad$ if $\quad \lim _{n \rightarrow \infty} \frac{f(n)}{g(n)}=c$ where $c$ is some constant.
- $f(n)=\tilde{O}(g(n)) \quad$ if $\quad f(n)=O\left(g(n) \cdot \log ^{c}(n)\right) \quad$ for some fixed constant c.

A function $f(n)$ is negligible, written $\operatorname{negl}(n)$, if $f(n)=o\left(n^{-c}\right)$ for every constant $c$.

### 2.2 Computational lattice problems

Minkowski's first theorem (Theorem 1.17, p. 23) gives a simple way to bound the length of the shortest vector of a lattice. But this bound is not always tight. For example consider the lattice $\mathcal{L}$ generated by vectors $\mathbf{b}_{1}=(\epsilon, 0)^{\top}$ and $\mathbf{b}_{2}=(0,1 / \epsilon)^{\top}$ for some $\epsilon>0$. The determinant of $\mathcal{L}$ is 1 which gives an upper bound $\lambda_{1}(\mathcal{L}) \leq$ $\sqrt{2}$ but the shortest vector is $\lambda_{1}(\mathcal{L})=\left\|\mathbf{b}_{1}\right\|=\epsilon$ which can be arbitrarily small. Furthermore, the proof of Minkowski's first theorem does not provide us with a constructive way to find $\lambda_{1}(\mathcal{L})$.

The problem of finding a nonzero lattice vector of length $\lambda_{1}$ is the Shortest Vector Problem and it was formulated by Dirichlet in 1842.

Definition 26 (Shortest Vector Problem, SVP) Given a basis $\mathbf{B} \in \mathbb{Z}^{m \times n}$ for a lattice $\mathcal{L}(\mathbf{B})$, find a nonzero lattice vector $\mathbf{v}$ such that $\|\mathbf{v}\| \leq\|\mathbf{w}\|$ for any other nonzero vector $\mathbf{w} \in \mathcal{L}(\mathbf{B})$.

In addition to the search version of the SVP we also define its decision version:
Definition 27 Given a basis $\mathbf{B} \in \mathbb{Z}^{m \times n}$ for a lattice $\mathcal{L}(\mathbf{B})$ and a positive number $r \in \mathbb{Q}$, determine whether $\lambda_{1}(\mathcal{L}(\mathbf{B})) \leq r$ or not.

Another basic computational problem is the Closest Vector Problem.
Definition 28 (Closest Vector Problem, CVP) Given a basis $\mathbf{B} \in \mathbb{Z}^{m \times n}$ for a lattice $\mathcal{L}(\mathbf{B})$, and a target vector $\mathbf{t} \in \mathbb{Z}^{m}$, find a lattice vector $\mathbf{v}$ such that $\operatorname{dist}(\mathbf{v}, \mathbf{t}) \leq$ $\operatorname{dist}(\mathbf{t}, \mathcal{L}(\mathbf{B}))$, i.e., the vector $\mathbf{v}$ is closest to vector $\mathbf{t}$.

Again, in addition to the search version of the CVP we also define its decision version:

Definition 29 Given a basis $\mathbf{B} \in \mathbb{Z}^{m \times n}$ for a lattice $\mathcal{L}(\mathbf{B})$, a target vector $\mathbf{t} \in \mathbb{Z}^{m}$, and a positive number $r \in \mathbb{Q}$ decide whether there is a (nonzero) lattice vector $\mathbf{v}$ such that $\operatorname{dist}(\mathbf{v}, \mathbf{t}) \leq r$.

From the previous definitions it is implied that $\mathbf{v}=\mathbf{B x}$ and $\mathbf{w}=\mathbf{B y}$ with $\mathbf{x}, \mathbf{y} \in \mathbb{Z}^{n}$. Notice that we restrict the lattice basis $\mathbf{B}$ and the vector $\mathbf{t}$ to consist of integers because we want the input to be representable in finite number of bits so that we can consider those two problems as standard computational problems. It can be shown that the decision and search versions are polynomially equivalent.

To date, for both SVP and CVP, no polynomial time algorithm is known. In fact, we do not even know how to find nonzero lattice vectors of length within the Minkowski's bound (Theorem 1.17, p. 23).

The hardness of solving SVP and CVP has led to consideration of approximation versions for these problems. We now define the promise ${ }^{1}$ approximation versions of SVP and CVP. A solution to any of the promise problems below implies a solution to the corresponding optimization problem (that is, the problem that asks for an approximation to the corresponding lattice parameter, e.g., $\lambda_{1}$ ). The following definitions are parameterized by a (monotone) function (the gap function) $\gamma: \mathbb{Z}^{+} \rightarrow \mathbb{R}^{+}$of the lattice dimension where $\gamma(n) \geq 1$. For computational purposes the range of the gap function may be $\mathbb{Z}^{+}$or $\mathbb{Q}^{+}$.

Definition $30\left(\mathbf{G a p S V}_{\gamma}\right)$ An input to $G a p S V P_{\gamma}$ is a pair $(\mathbf{B}, d)$ where $\mathbf{B}$ is an $n$-dimensional basis for a lattice $\mathcal{L}$ and $d$ is a positive number. In YES inputs $\lambda_{1}(\mathcal{L}(\mathbf{B})) \leq d$ and in NO inputs $\lambda_{1}(\mathcal{L}(\mathbf{B}))>\gamma(n) \cdot d$.

Definition $31\left(G a p C V \boldsymbol{P}_{\gamma}\right)$ An input to $G a p C V P_{\gamma}$ is a triple $(\mathbf{B}, \mathbf{t}, d)$ where $\mathbf{B}$ is an $n$-dimensional basis for a lattice $\mathcal{L}, \mathbf{t} \in \operatorname{span}(\mathcal{L})$ is a target vector, and $d$ is a positive number. In $Y E S$ inputs dist $(\mathbf{t}, \mathcal{L}(\mathbf{B})) \leq d$ and in NO inputs $\operatorname{dist}(\mathbf{t}, \mathcal{L}(\mathbf{B}))>\gamma(n) \cdot d$.

Notice that for $\gamma(n)=1$ the promise problems $S V P_{\gamma}$ and $C V P_{\gamma}$ are equivalent to the decision problems of SVP and CVP respectively. In an analogous way we define the search variants of $S V P_{\gamma}$ and $C V P_{\gamma}$.
 $\mathcal{L}$ and the task if to find a nonzero vector $\mathbf{v} \in \mathcal{L}$ such that

$$
\|\mathbf{v}\| \leq \gamma(n) \cdot \lambda_{1}(\mathcal{L}(\mathbf{B}))
$$

Definition $33\left(\boldsymbol{C V} \boldsymbol{P}_{\gamma}\right)$ An input to $C V P_{\gamma}$ is a pair $(\mathbf{B}, \mathbf{t})$ where $\mathbf{B}$ is an $n$-dimensional basis for a lattice $\mathcal{L}, \mathbf{t} \in \operatorname{span}(\mathcal{L})$ is a target vector, and the task is to find a vector $\mathbf{v} \in \mathcal{L}$ such that

$$
\operatorname{dist}(\mathbf{v}, \mathbf{t}) \leq \gamma(n) \cdot \operatorname{dist}(\mathbf{t}, \mathcal{L}(\mathbf{B}))
$$

The shortest vector and the closest vector problems are fundamental lattice problems but there are other lattice problems which are thought to be computationally hard such as the following:

[^0]Definition 34 (Closest Vector Problem with Preprocessing, CVPP) Given a basis $\mathbf{B} \in \mathbb{Z}^{m \times n}$ for a lattice $\mathcal{L}(\mathbf{B})$, and a target vector $\mathbf{t} \in \mathbb{Z}^{m}$, one is allowed to do arbitrary preprocessing on it and store polynomial (in the dimension of the lattice) amount of information. The task is to find a lattice vector $\mathbf{v}$ such that $\operatorname{dist}(\mathbf{v}, \mathbf{t}) \leq \operatorname{dist}(\mathbf{t}, \mathcal{L}(\mathbf{B}))$, i.e., the vector $\mathbf{v}$ is closest to vector $\mathbf{t}$.

Definition 35 ( $\gamma$-Shortest Independent Vectors Problem, SIV $\boldsymbol{P}_{\gamma}$ ) Given a lattice basis $\mathbf{B} \in \mathbb{Z}^{m \times n}$ for the lattice $\mathcal{L}$ the task is to find $n$ linearly independent lattice vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{n} \in \mathcal{L}(\mathbf{B})$ so that $\max _{i=1, \ldots, n}\left\|\mathbf{v}_{i}\right\| \leq \gamma(n) \cdot \lambda_{n}(\mathcal{L}(\mathbf{B}))$.

Definition 36 ( $\gamma$-unique Shortest Vector Problem, $\mathbf{u S V} \boldsymbol{P}_{\boldsymbol{\gamma}}$ ) Given a lattice basis $\mathbf{B} \in \mathbb{Z}^{m \times n}$ for the lattice $\mathcal{L}$ for which $\lambda_{2}(\mathcal{L}(\mathbf{B}))>\gamma(n) \cdot \lambda_{1}(\mathcal{L}(\mathbf{B}))$ the task is to find a nonzero vector $\mathbf{v} \in \mathcal{L}$ such that

$$
\|\mathbf{v}\| \leq \gamma(n) \cdot \lambda_{1}(\mathcal{L}(\mathbf{B}))
$$

Definition 37 (Shortest Basis Problem, SBP) Given a lattice basis $\mathbf{B} \in \mathbb{Z}^{m \times n}$ the task is to find the minimum length $r$ such that each basis vector has length at most $r$.

In an analogous way we define the promise approximation versions of $C V P P_{\gamma}$ and $S I V P_{\gamma}$ and $u S V P_{\gamma}$ for $\gamma(n) \geq 1$.

Definition $38\left(G a p C V \boldsymbol{P P}_{\gamma}\right)$ An input to $G a p C V P_{\gamma}$ is a triple $(\mathbf{B}, \mathbf{t}, d)$ where $\mathbf{B}$ is an $n$-dimensional basis for a lattice $\mathcal{L}, \mathbf{t} \in \operatorname{span}(\mathcal{L})$ is a target vector, and d is a rational number and one is allowed to do arbitrary preprocessing on it and store polynomial (in the dimension of the lattice) amount of information. In Y ES inputs $\operatorname{dist}(\mathbf{t}, \mathcal{L}(\mathbf{B})) \leq d$ and in $N O$ inputs $\operatorname{dist}(\mathbf{t}, \mathcal{L}(\mathbf{B}))>\gamma(n) \cdot d$.

Definition 39 (GapSIV P $\boldsymbol{P}_{\gamma}$ ) An input to GapSIV $P_{\gamma}$ is a pair $(\mathbf{B}, d)$ where $\mathbf{B}$ is an $n$-dimensional basis for a lattice $\mathcal{L}$ and $d$ is a rational number. In YES inputs $\lambda_{n}(\mathcal{L}(\mathbf{B})) \leq d$ and in NO inputs $\lambda_{n}(\mathcal{L}(\mathbf{B}))>\gamma(n) \cdot d$.

Definition 40 (GapuSV $\boldsymbol{P}_{\gamma}$ ) An input to GapuSV $P_{\gamma}$ is a pair $(\mathbf{B}, d)$ where $\mathbf{B}$ is an n-dimensional basis for a lattice $\mathcal{L}$ and $d$ is a positive number. In YES inputs $\lambda_{1}(\mathcal{L}(\mathbf{B})) \leq d$ and $\lambda_{2}(\mathcal{L}(\mathbf{B}))>\gamma(n) \cdot d$ and in NO inputs $\lambda_{1}(\mathcal{L}(\mathbf{B}))>\gamma(n) \cdot d$ (and $\left.\lambda_{2}(\mathcal{L}(\mathbf{B}))>\gamma(n) \cdot d\right)$.

Definition 41 (Covering Radius Problem, $\boldsymbol{G a p C R P} \boldsymbol{P}_{\gamma}$ ) Let $\rho(\mathcal{L}(\mathbf{B}))$ denote the covering radius of the lattice $\mathcal{L}(\mathbf{B})$, i.e., the smallest $r$ such that (closed) balls of radius $r$ centered at lattice points cover span $(\mathbf{B})$. Equivalently,

$$
\rho(\mathcal{L}(\mathbf{B}))=\max _{\mathbf{v} \in \operatorname{span}(\mathbf{B})} \operatorname{dist}(\mathbf{v}, \mathcal{L}(\mathbf{B}))
$$

An input to $G a p C R P_{\gamma}$ is a pair $(\mathbf{B}, d)$ where $\mathbf{B}$ is an $n$-dimensional basis for a lattice $\mathcal{L}$ and $d$ is a rational number. In YES inputs $\rho(\mathcal{L}(\mathbf{B})) \leq d$ and in $N O$ inputs $\rho(\mathcal{L}(\mathbf{B}))>\gamma(n) \cdot d$.

For the Covering Radius Problem, there is no known search problem whose solution can be verified in polynomial time and thus it is not solvable even in nondeterministic polynomial time. In fact the Covering Radius Problem is in $\Pi_{2}$ for the $\ell_{p}$ norm $(p \geq 1, p=\infty)$, a complexity class presumably strictly bigger than NP.

Another fundamental problem is the one of the reduced basis. Given a basis for a lattice which in general consists of long vectors, we want to find another "reduced" basis for the same lattice, that is, a basis consisting of short vectors and close to orthogonal. We will describe algorithms for this problem in the next sections.

There are also many computational problems that can be solved in polynomial time. Bellow we mention some of them (see Micciancio [61, p. 18-19]):
(a) Membership: Given a basis $\mathbf{B}$ and a vector $\mathbf{v}$, decide whether $\mathbf{v}$ belongs to the lattice $\mathcal{L}(\mathbf{B})$.
(b) Basis: Given a set of possibly linearly dependent integral vectors $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$, find a basis of the lattice they generate.
(c) Union: Given two lattices with integral basis $\mathbf{B}_{1}$ and $\mathbf{B}_{2}$, compute a basis for the smallest lattice containing $\mathcal{L}\left(\mathbf{B}_{1}\right) \cup \mathcal{L}\left(\mathbf{B}_{2}\right)$.
(d) Intersection: Given two lattices with integral basis $\mathbf{B}_{1}$ and $\mathbf{B}_{2}$, compute a basis for the intersection $\mathcal{L}\left(\mathbf{B}_{1}\right) \cap \mathcal{L}\left(\mathbf{B}_{2}\right)$.
(e) Equivalence: Given two lattices with integral basis $\mathbf{B}_{1}$ and $\mathbf{B}_{2}$, decide if they generate the same lattice $\mathcal{L}\left(\mathbf{B}_{1}\right)=\mathcal{L}\left(\mathbf{B}_{2}\right)$.
(f) Dual: Given a lattice with basis $\mathbf{B}$ compute a basis $\mathbf{B}^{*}$ for the dual lattice. From Theorem 1.20 (p. 28) we know that $\mathbf{B}^{*}=\mathbf{B}\left(\mathbf{B}^{\top} \mathbf{B}\right)^{-1}$

### 2.3 Gaussian lattice basis reduction

In general, lattice problems become harder as the dimension grows bigger. But for a 2-dimensional lattice the Gauss lattice basis reduction algorithm solves SVP in polynomial time.

Definition 42 For $r \in \mathbb{R}$ we write $\lfloor r\rceil$ for the nearest integer to $r$.
Definition 43 We say that a basis $\mathbf{b}_{1}, \mathbf{b}_{2}$ of a lattice $\mathcal{L} \subset \mathbb{R}^{2}$ is minimal if $\mathbf{b}_{1}$ is a shortest nonzero vector in $\mathcal{L}$ and $\mathbf{b}_{2}$ is a shortest nonzero vector in $\mathcal{L}$ which is not a multiple of $\mathbf{b}_{1}$, i.e., $\mathbf{b}_{1}=\lambda_{1}(\mathcal{L})$ and $\mathbf{b}_{2}=\lambda_{2}(\mathcal{L})$.

The underlying idea of the algorithm ${ }^{2}$ is to alternately subtract multiples of one basis vector from the other until no further improvement is possible.

Theorem 2.1 Let $\mathcal{L} \subset \mathbb{R}^{2}$ be a 2 -dimensional lattice with basis vectors $\mathbf{b}_{1}$ and $\mathbf{b}_{2}$. The following algorithm (Gauss algorithm) terminates and yields a minimal basis for $\mathcal{L}$.

```
Algorithm 1: Gaussian lattice basis reduction.
    Input : Basis \(\mathbf{b}_{1}, \mathbf{b}_{2}\) for the lattice \(\mathcal{L} \subset \mathbb{R}^{2}\).
    Output: A minimal basis \(\mathbf{b}_{1}, \mathbf{b}_{2}\) for the lattice \(\mathcal{L}\).
    reduced \(\leftarrow\) false;
    while reduced \(\neq\) true do
        if \(\left\|\mathbf{b}_{1}\right\|>\left\|\mathbf{b}_{2}\right\|\) then
            swap \(\mathbf{b}_{1}\) and \(\mathbf{b}_{2}\);
        end
        \(\mu \leftarrow\left\lfloor\frac{\left\langle\mathbf{b}_{1}, \mathbf{b}_{2}\right\rangle}{\left\|\mathbf{b}_{1}\right\|^{2}}\right] ;\)
        if \(\mu=0\) then
            reduced \(\leftarrow\) true;
        else
            \(\mathbf{b}_{2} \leftarrow \mathbf{b}_{2}-\mu \mathbf{b}_{1} ;\)
        end
    end
    return \(\mathbf{b}_{1}\) and \(\mathbf{b}_{2}\);
```

[^1]Proof. The proof follows Beukers [14, ch. 3]. Regarding $\mathbf{b}_{1}, \mathbf{b}_{2}$ as row vectors we have in matrix form:

$$
\left.\begin{array}{ll}
\mathbf{b}_{1} & \leftarrow \mathbf{b}_{1} \\
\mathbf{b}_{2} & \leftarrow \mathbf{b}_{2}-\mu \mathbf{b}_{1}
\end{array}\right\} \Rightarrow\binom{\mathbf{b}_{1}}{\mathbf{b}_{2}} \leftarrow \underbrace{\left(\begin{array}{cc}
1 & 0 \\
-\mu & 1
\end{array}\right)}_{\mathbf{G}}\binom{\mathbf{b}_{1}}{\mathbf{b}_{2}}
$$

Since $\operatorname{det}(\mathbf{G})=1$, i.e., matrix $\mathbf{G}$ is unimodular, it is clear that $\mathbf{b}_{1}, \mathbf{b}_{2}$ remain basis vectors after each iteration of the algorithm. The algorithm swaps $\mathbf{b}_{1}$ and $\mathbf{b}_{2}$ in step 4 if $\left\|\mathbf{b}_{1}\right\|>\left\|\mathbf{b}_{2}\right\|$ and so the length of $\mathbf{b}_{1}$ strictly decreases. For any real number $r>0$, there are only finitely many lattice points in the disk $\overline{\mathbb{B}}(\mathbf{z}, r)$. It follows that the algorithm terminates after a finite number of iterations.

Now suppose that the algorithm has terminated and returned vectors $\mathbf{b}_{1}$ and $\mathbf{b}_{2}$. This means that $\left\|\mathbf{b}_{1}\right\| \leq\left\|\mathbf{b}_{2}\right\|$ and from step 6 we also get that

$$
\begin{equation*}
\frac{\left\langle\mathbf{b}_{1}, \mathbf{b}_{2}\right\rangle}{\left\|\mathbf{b}_{1}\right\|^{2}} \leq \frac{1}{2} \Rightarrow\left\langle\mathbf{b}_{1}, \mathbf{b}_{2}\right\rangle \leq 2\left\|\mathbf{b}_{1}\right\|^{2} \tag{2.1}
\end{equation*}
$$

Let $\mathbf{v}$ be any nonzero vector in $\mathcal{L}$, so that $\mathbf{v}=a_{1} \mathbf{b}_{1}+a_{2} \mathbf{b}_{2}$ for some $a_{1}, a_{2} \in \mathbb{Z}$, not both zero. We have that,

$$
\begin{array}{rrr}
\|\mathbf{v}\|^{2} & =\left\|a_{1} \mathbf{b}_{1}+a_{2} \mathbf{b}_{2}\right\|^{2} & \\
& =a_{1}^{2}\left\|\mathbf{b}_{1}\right\|^{2}+2 a_{1} a_{2}\left\langle\mathbf{b}_{1}, \mathbf{b}_{2}\right\rangle+a_{2}^{2}\left\|\mathbf{b}_{2}\right\|^{2} & \\
& \geq a_{1}^{2}\left\|\mathbf{b}_{1}\right\|^{2}-2\left|a_{1} a_{2}\right|\left\langle\mathbf{b}_{1}, \mathbf{b}_{2}\right\rangle+a_{2}^{2}\left\|\mathbf{b}_{2}\right\|^{2} & \\
& \geq a_{1}^{2}\left\|\mathbf{b}_{1}\right\|^{2}-\left|a_{1} a_{2}\right|\left\|\mathbf{b}_{1}\right\|^{2}+a_{2}^{2}\left\|\mathbf{b}_{2}\right\|^{2} & \text { from }(2.1) \\
& \geq a_{1}^{2}\left\|\mathbf{b}_{1}\right\|^{2}-\left|a_{1} a_{2}\right|\left\langle\mathbf{b}_{1}, \mathbf{b}_{2}\right\rangle+a_{2}^{2}\left\|\mathbf{b}_{1}\right\|^{2} & \text { since }\left\|\mathbf{b}_{1}\right\| \leq\left\|\mathbf{b}_{2}\right\| \\
& =\left(a_{1}^{2}-\left|a_{1} a_{2}\right|+a_{2}^{2}\right)\left\|\mathbf{b}_{1}\right\|^{2} & \\
& =\left(\left|a_{1}\right|^{2}-\left|a_{1} a_{2}\right|+\left|a_{2}\right|^{2}\right)\left\|\mathbf{b}_{1}\right\|^{2} & \\
& =\left[\left(\left|a_{1}\right|-\left|a_{2}\right|\right)^{2}+\left|a_{1} a_{2}\right|\right]\left\|\mathbf{b}_{1}\right\|^{2} & \text { since } a_{1}, a_{2} \text { are not both zero } \\
& \geq\left\|\mathbf{b}_{1}\right\|^{2} &
\end{array}
$$

Therefore $\|\mathbf{v}\| \geq\left\|\mathbf{b}_{1}\right\|$, and so $\mathbf{b}_{1}$ is a shortest vector in $\mathcal{L}$.
Now suppose that $\mathbf{v}=a_{1} \mathbf{b}_{1}+a_{2} \mathbf{b}_{2}$ is linearly independent of $\mathbf{b}_{1}$, that is $a_{2} \neq 0$. As before we have,

$$
\begin{array}{rlr}
\|\mathbf{v}\|^{2} & \geq a_{1}^{2}\left\|\mathbf{b}_{1}\right\|^{2}-\left|a_{1} a_{2}\right|\left\|\mathbf{b}_{1}\right\|^{2}+a_{2}^{2}\left\|\mathbf{b}_{2}\right\|^{2} \\
& =a_{1}^{2}\left\|\mathbf{b}_{1}\right\|^{2}-\left|a_{1} a_{2}\right|\left\|\mathbf{b}_{1}\right\|^{2}+\frac{1}{4} a_{2}^{2}\left\|\mathbf{b}_{2}\right\|^{2}+\frac{3}{4} a_{2}^{2}\left\|\mathbf{b}_{2}\right\|^{2} \\
& \geq a_{1}^{2}\left\|\mathbf{b}_{1}\right\|^{2}-\left|a_{1} a_{2}\right|\left\|\mathbf{b}_{1}\right\|^{2}+\frac{1}{4} a_{2}^{2}\left\|\mathbf{b}_{1}\right\|^{2}+\frac{3}{4} a_{2}^{2}\left\|\mathbf{b}_{2}\right\|^{2} \quad \text { since }\left\|\mathbf{b}_{1}\right\| \leq\left\|\mathbf{b}_{2}\right\| \\
& =\left(\left|a_{1}\right|-\frac{1}{2}\left|a_{2}\right|\right)^{2}\left\|\mathbf{b}_{1}\right\|+\frac{3}{4} a_{2}^{2}\left\|\mathbf{b}_{2}\right\|^{2}
\end{array}
$$

Hence $\|\mathbf{v}\| \geq\left\|\mathbf{b}_{2}\right\|$ if $\frac{3}{4} a_{2}^{2} \geq 1$, that is if $|b| \geq 2$. In case that $\left|a_{2}\right|=1$ we have that,

$$
\begin{aligned}
\|\mathbf{v}\|^{2} & \geq a_{1}^{2}\left\|\mathbf{b}_{1}\right\|^{2}-\left|a_{1}\right|\left\|\mathbf{b}_{1}\right\|^{2}+\left\|\mathbf{b}_{2}\right\|^{2} \quad \text { from (2.1) } \\
& =\left|a_{1}\right|\left(\left|a_{1}\right|-1\right)\left\|\mathbf{b}_{1}\right\|^{2}+\left\|\mathbf{b}_{2}\right\|^{2}
\end{aligned}
$$

Since $a_{1} \in \mathbb{Z}$ we get that $\left|a_{1}\right|\left(\left|a_{1}\right|-1\right)=0$ if $\left|a_{1}\right| \leq 1$ and $\left|a_{1}\right|\left(\left|a_{1}\right|-1\right)>0$ for $\left|a_{1}\right| \geq 2$, so $\left|a_{1}\right|\left(\left|a_{1}\right|-1\right) \geq 0$ for all $a_{1} \in \mathbb{Z}$. It follows that $\|\mathbf{v}\|^{2} \geq\left\|\mathbf{b}_{2}\right\|^{2}$ in that case too, therefore $\mathbf{b}_{2}$ is a shortest vector in $\mathcal{L}$ linearly independent for $\mathbf{b}_{1}$ since $\mathbf{b}_{1}$ and $\mathbf{b}_{2}$ are basis vectors for $\mathcal{L}$.

From the above proof we conclude that $\lambda_{1}(\mathcal{L})=\mathbf{b}_{1}$ and $\lambda_{2}(\mathcal{L})=\mathbf{b}_{2}$.

At line 3 of the Algorithm 1 if we change the if condition to $\left\|\mathbf{b}_{1}\right\| \geq t\left\|\mathbf{b}_{2}\right\|$ where $t \geq 1$ is an input parameter we get a new algorithm, called the $\boldsymbol{t}$-Gauss algorithm.

```
    reduced \(\leftarrow\) false;
    while reduced \(\neq\) true do
        if \(\left\|\mathbf{b}_{1}\right\|>t\left\|\mathbf{b}_{2}\right\|\) then
            swap \(\mathbf{b}_{1}\) and \(\mathbf{b}_{2}\);
        end
        \(\mu \leftarrow\left\lfloor\frac{\left\langle\mathbf{b}_{1}, \mathbf{b}_{2}\right\rangle}{\left\|\mathbf{b}_{1}\right\|^{2}}\right\rceil ;\)
        if \(\mu=0\) then
            reduced \(\leftarrow\) true;
        else
            \(\mathbf{b}_{2} \leftarrow \mathbf{b}_{2}-\mu \mathbf{b}_{1} ;\)
        end
    end
    return \(\mathbf{b}_{1}\) and \(\mathbf{b}_{2}\);
```

Algorithm 2: t-Gaussian lattice basis reduction.
Input : A parameter $t \geq 1$ and a basis $\mathbf{b}_{1}, \mathbf{b}_{2}$ for the lattice $\mathcal{L} \subset \mathbb{R}^{2}$.
Output: A minimal basis $\mathbf{b}_{1}, \mathbf{b}_{2}$ for the lattice $\mathcal{L}$.

For $t=1$ the t -Gauss algorithm is the same as the Gauss algorithm. For $t>1$ the t-Gauss algorithm asks for a new vector that is not shorter than the previous vectors, but is at most $t$ times greater or equal to the previous $\mathbf{b}_{2}$ vector. This algorithm is used in the LLL algorithm which we will consider in the next section.

Vallée in [83] showed that the run-time complexity of Algorithm 1 is

$$
O\left(\frac{1}{2} \log _{\sqrt{3}}(\mathcal{I})+2\right)
$$

and for $t>1$ the run-time complexity of Algorithm 2 is

$$
O\left(\frac{1}{2} \log _{t}(\mathcal{I})+2\right)
$$

where $\mathcal{I}=\left\|\mathbf{b}_{1}\right\|^{2}+\left\|\mathbf{b}_{2}\right\|^{2}$, thus polynomial in the input size for both algorithms, therefore in a 2-dimensional lattice we can solve SVP in polynomial time using the Gauss algorithm.

### 2.4 The Lenstra-Lenstra-Lovász algorithm

Gauss's lattice basis reduction algorithm gives an efficient way to find a shortest nonzero lattice vector in a 2 -dimensional lattice. But what can we do when as the dimension increases and SVP becomes harder? A major advance came in 1982 with the publication of the LLL algorithm [51]. The algorithm is called LLL or $L^{3}$ after the initials of its authors, namely, A. K. Lenstra, H. W. Lenstra Jr. and L. Lovász. In their publication, Lenstra, Lenstra and Lovász used the LLL algorithm to factor polynomials with rational coefficients.

The LLL algorithm runs in polynomial time and can find an approximation to a shortest lattice vector and has application in areas such as cryptography, computational number theory and integer programming among others.

First, we must define what is a reduced basis.
Definition 44 The reduction parameter is a real number $\delta$ such that

$$
\frac{1}{4}<\delta<1
$$

The standard value for this parameter is $\delta=\frac{3}{4}$.
Definition 45 Let $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ be a basis for a lattice $\mathcal{L} \subset \mathbb{R}^{n}$ and let $\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{n}$ be its Gram-Schmidt orthogonalization (in this section we will consider the basis vectors as row vectors). The basis $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ is called $\delta$-reduced if it satisfies
(a) $\left|\mu_{i j}\right|=\frac{\left|\mathbf{b}_{i}, \tilde{\mathbf{b}}_{j}\right\rangle \mid}{\left\|\mathbf{b}_{j}\right\|^{2}} \leq \frac{1}{2}$ for all $1 \leq j<i \leq n$
(b) $\left\|\tilde{\mathbf{b}}_{i}+\mu_{i, i-1} \tilde{\mathbf{b}}_{i-1}\right\|^{2} \geq \delta\left\|\tilde{\mathbf{b}}_{i-1}\right\|^{2}$ for all $2 \leq i \leq n$.

Condition (a) is called the size condition. Condition (b) can be written as

$$
\left\|\tilde{\mathbf{b}}_{i}\right\|^{2} \geq\left(\delta-\mu_{i, i-1}^{2}\right)\left\|\tilde{\mathbf{b}}_{i-1}\right\|^{2} \text { for } 2 \leq i \leq n
$$

and is called exchange or Lovász condition.
Condition (a) says that each basis vector $\mathbf{b}_{i}$ is "almost orthogonal" to the span of the previous vectors, since by Theorem 1.11(b), (p. 16), we have that

$$
\operatorname{span}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{k}\right)=\operatorname{span}\left(\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{k}\right) \text { for } 1 \leq k \leq n
$$

so we want the $\mu_{i j}=\frac{\left\langle\mathbf{b}_{i}, \tilde{\mathbf{b}}_{j}\right\rangle}{\left\|\mathbf{b}_{j}\right\|^{2}}$ to be as close to zero as possible, i.e., vector $\mathbf{b}_{i}$ to be as parallel to vector $\tilde{\mathbf{b}}_{j}$ as possible because the Gram-Schmidt orthogonalization vectors are orthogonal to each other.

Condition (b) says that exchanging $\mathbf{b}_{i-1}$ and $\mathbf{b}_{i}$ and then recomputing the GramSchmidt orthogonalization can produce a new shorter vector

$$
\tilde{\mathbf{b}}_{i-1}^{\prime}=\tilde{\mathbf{b}}_{i}+\mu_{i, i-1} \tilde{\mathbf{b}}_{i-1}
$$

but not "too much" shorter as it can be proved.
For any $\delta \in\left(\frac{1}{4}, 1\right)$, the LLL algorithm produces an $\delta$-reduced basis in polynomial time. For $\delta=1$ we cannot prove that the LLL algorithm terminates in polynomial time.

Definition 46 We define the auxiliary parameter $\beta$ as follows:

$$
\beta=\frac{4}{4 \delta-1} \quad \text { so that } \quad \beta>\frac{4}{3} \quad \text { and } \quad \frac{1}{\beta}=\delta-\frac{1}{4}
$$

For $\delta=\frac{3}{4}$ we obtain $\beta=2$. A $\delta$-reduced basis has desired properties that we now show.

Proposition 2.2 Let $\mathcal{L} \subset \mathbb{R}^{n}$ be a lattice an $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ be a $\delta$-reduced basis of $\mathcal{L}$, and $\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{n}$ be its Gram-Schmidt orthogonalization, then
(a) $\left\|\mathbf{b}_{j}\right\|^{2} \leq \beta^{i-j}\left\|\tilde{\mathbf{b}}_{i}\right\|^{2} \quad$ for $1 \leq j<i \leq n$
(b) $\operatorname{det}(\mathcal{L}) \leq\left\|\mathbf{b}_{1}\right\| \cdots\left\|\mathbf{b}_{n}\right\| \leq \beta^{n(n-1) / 4} \operatorname{det}(\mathcal{L})$
(c) $\left\|\mathbf{b}_{1}\right\| \leq \beta^{n(n-1) / 4} \operatorname{det}(\mathcal{L})^{1 / n}$

Proof.
(a) From the two conditions of Definition 45 we have that

$$
\begin{array}{rlr}
\left\|\tilde{\mathbf{b}}_{i}\right\|^{2} & \geq\left(\delta-\mu_{i, i-1}^{2}\right)\left\|\tilde{\mathbf{b}}_{i-1}\right\|^{2} & \text { for } 2 \leq i \leq n \\
& \geq\left(\delta-\frac{1}{4}\right)\left\|\tilde{\mathbf{b}}_{i-1}\right\|^{2} & \text { since }\left|\mu_{i, i-1}\right|^{2} \leq\left(\frac{1}{2}\right)^{2}=\frac{1}{4} \text { and } \frac{1}{4}<\delta<1 \\
& =\frac{1}{\beta}\left\|\tilde{\mathbf{b}}_{i-1}\right\|^{2} & \text { Definition 46 }
\end{array}
$$

Therefore $\left\|\tilde{\mathbf{b}}_{i-1}\right\|^{2} \leq \beta\left\|\tilde{\mathbf{b}}_{\boldsymbol{b}}\right\|^{2}$ meaning for example that $\left\|\tilde{\mathbf{b}}_{i-2}\right\|^{2}$ is at most $\beta$ times smaller than $\left\|\tilde{\mathbf{b}}_{i-1}\right\|^{2}$ which is at most $\beta$ times smaller than $\left\|\tilde{\mathbf{b}}_{i}\right\|^{2}$ and so $\left\|\tilde{\mathbf{b}}_{i-2}\right\|^{2}$ is at most $\beta^{2}$ times smaller than $\left\|\tilde{\mathbf{b}}_{i}\right\|^{2}$, thus, an easy induction gives

$$
\begin{equation*}
\left\|\tilde{\mathbf{b}}_{j}\right\|^{2} \leq \beta^{j-i}\left\|\tilde{\mathbf{b}}_{i}\right\|^{2} \quad \text { for } \quad 1 \leq j \leq i \leq n \tag{2.2}
\end{equation*}
$$

From proof of Theorem 1.11(d) (p. 16) we have that

$$
\left\|\mathbf{b}_{i}\right\|^{2}=\left\|\tilde{\mathbf{b}}_{i}\right\|^{2}+\sum_{j=1}^{i-1} \mu_{i j}^{2}\left\|\tilde{\mathbf{b}}_{j}\right\|^{2}
$$

So we have that,

$$
\begin{align*}
\left\|\mathbf{b}_{i}\right\|^{2} & =\left\|\tilde{\mathbf{b}}_{i}\right\|^{2}+\sum_{j=1}^{i-1} \mu_{i j}^{2}\left\|\tilde{\mathbf{b}}_{j}\right\|^{2} \\
& \leq\left\|\tilde{\mathbf{b}}_{i}\right\|^{2}+\sum_{j=1}^{i-1} \frac{1}{4}\left\|\tilde{\mathbf{b}}_{j}\right\|^{2} \quad \text { since } \mu_{i j}^{2}=\left|\mu_{i j}^{2}\right| \leq\left(\frac{1}{2}\right)^{2}=\frac{1}{4} \\
& \leq\left\|\tilde{\mathbf{b}}_{i}\right\|^{2}+\sum_{j=1}^{i-1} \frac{1}{4} \beta^{i-j}\left\|\tilde{\mathbf{b}}_{i}\right\|^{2} \quad \text { from (2.2) }  \tag{2.2}\\
& =\left\|\tilde{\mathbf{b}}_{i}\right\|^{2}\left(1+\sum_{j=1}^{i-1} \frac{1}{4} \beta^{i-j}\right) \\
& =\left\|\tilde{\mathbf{b}}_{i}\right\|^{2}\left(1+\frac{1}{4} \sum_{j=1}^{i-1} \beta^{i-j}\right)
\end{align*}
$$

Using the summation formula for the geometric sequence $\sum_{j=1}^{i-1} \beta^{i-j}$ we obtain

$$
\left\|\mathbf{b}_{i}\right\|^{2} \leq\left\|\tilde{\mathbf{b}}_{i}\right\|^{2}\left(1+\frac{1}{4} \frac{\beta^{i}-\beta}{\beta-1}\right)
$$

We show by induction on $i$ that

$$
\left(1+\frac{1}{4} \frac{\beta^{i}-\beta}{\beta-1}\right) \leq \beta^{i-1}
$$

hence,

$$
\begin{equation*}
\left\|\mathbf{b}_{i}\right\|^{2} \leq \beta^{i-1}\left\|\tilde{\mathbf{b}}_{i}\right\|^{2} \tag{2.3}
\end{equation*}
$$

The basis case $i=1$ gives $1 \leq 1$ which holds. For the inductive step we have that

$$
\begin{aligned}
1+\frac{1}{4} \frac{\beta^{i+1}-\beta}{\beta-1} & \leq \beta^{(i+1)-1} & & \Rightarrow \\
1+\beta^{i+1}-\beta & \leq\left(4 \beta^{i+1}-4 \beta^{i}\right) & & \Rightarrow \\
1-\beta & \leq 3 \beta^{i+1}-4 \beta^{i} & & \Rightarrow \\
0 & \leq \frac{3 \beta-4}{\beta-1} \beta^{i} & &
\end{aligned}
$$

which holds because from Definition 46 we have that $\beta>\frac{4}{3}$, so

$$
\beta^{i}>0 \quad \text { and } \quad 3 \beta-4>0 \quad \text { and } \quad \beta-1>0
$$

Combining (2.2) and (2.3) we have that

$$
\left\|\tilde{\mathbf{b}}_{j}\right\|^{2} \leq \beta^{j-1}\left\|\tilde{\mathbf{b}}_{j}\right\|^{2} \leq \beta^{i-1}\left\|\tilde{\mathbf{b}}_{i}\right\|^{2} \quad \text { for } \quad 1 \leq j \leq i \leq n
$$

which proves (a).
(b) From Hadamard's inequality (Corollary 1.12, p. 18) we know that

$$
\operatorname{det}(\mathcal{L})=\left\|\tilde{\mathbf{b}}_{1}\right\| \cdot\left\|\tilde{\mathbf{b}}_{2}\right\| \cdots\left\|\tilde{\mathbf{b}}_{n}\right\| \leq\left\|\mathbf{b}_{1}\right\| \cdot\left\|\mathbf{b}_{2}\right\| \cdots\left\|\mathbf{b}_{n}\right\|
$$

which proves the left inequality in part (b). From (2.3) by taking the product over $i=1, \ldots, n$ we have that

$$
\begin{array}{rlr}
\left\|\mathbf{b}_{1}\right\|^{2} \cdot\left\|\mathbf{b}_{2}\right\|^{2} \cdots\left\|\mathbf{b}_{n}\right\|^{2} \leq \beta^{0+1+2+\cdots+(n-1)}\left\|\tilde{\mathbf{b}}_{1}\right\|^{2} \cdot\left\|\tilde{\mathbf{b}}_{2}\right\|^{2} \cdots\left\|\tilde{\mathbf{b}}_{n}\right\|^{2} & \Rightarrow \\
\left\|\mathbf{b}_{1}\right\|^{2} \cdot\left\|\mathbf{b}_{2}\right\|^{2} \cdots\left\|\mathbf{b}_{n}\right\|^{2} & \leq \beta^{n(n-1) / 2}\left\|\tilde{\mathbf{b}}_{1}\right\|^{2} \cdot\left\|\tilde{\mathbf{b}}_{2}\right\|^{2} \cdots\left\|\tilde{\mathbf{b}}_{n}\right\|^{2} & \Rightarrow \\
\sqrt{\left\|\mathbf{b}_{1}\right\|^{2} \cdot\left\|\mathbf{b}_{2}\right\|^{2} \cdots\left\|\mathbf{b}_{n}\right\|^{2}} \leq \sqrt{\beta^{n(n-1) / 2}} \sqrt{\left\|\tilde{\mathbf{b}}_{1}\right\|^{2} \cdot\left\|\tilde{\mathbf{b}}_{2}\right\|^{2} \cdots\left\|\tilde{\mathbf{b}}_{n}\right\|^{2}} & \Rightarrow \\
\left\|\mathbf{b}_{1}\right\| \cdot\left\|\mathbf{b}_{2}\right\| \cdots\left\|\mathbf{b}_{n}\right\| & \leq\left(\beta^{n(n-1) / 2}\right)^{1 / 2}\left\|\tilde{\mathbf{b}}_{1}\right\| \cdot\left\|\tilde{\mathbf{b}}_{2}\right\| \cdots\left\|\tilde{\mathbf{b}}_{n}\right\| & \Rightarrow \\
\left\|\mathbf{b}_{1}\right\| \cdot\left\|\mathbf{b}_{2}\right\| \cdots\left\|\mathbf{b}_{n}\right\| & \leq \beta^{n(n-1) / 4}\left\|\tilde{\mathbf{b}}_{1}\right\| \cdot\left\|\tilde{\mathbf{b}}_{2}\right\| \cdots \cdot\left\|\tilde{\mathbf{b}}_{n}\right\|=\beta^{n(n-1) / 4} \operatorname{det}(\mathcal{L}) & \Rightarrow \\
\left\|\mathbf{b}_{1}\right\| \cdot\left\|\mathbf{b}_{2}\right\| \cdots\left\|\mathbf{b}_{n}\right\| & \leq \beta^{n(n-1) / 4} \operatorname{det}(\mathcal{L}) &
\end{array}
$$

which proves the right inequality in part (b).
(c) Setting $j=1$ in part (a) gives

$$
\left\|\mathbf{b}_{1}\right\| \leq \beta^{i-1}\left\|\tilde{\mathbf{b}}_{i}\right\| \quad \text { for } 1 \leq i \leq n
$$

and taking product over $i=1, \ldots, n$ we have that

$$
\begin{array}{rlrl}
\overbrace{\left\|\mathbf{b}_{1}\right\|^{2} \cdot\left\|\mathbf{b}_{1}\right\|^{2} \cdots\left\|\mathbf{b}_{1}\right\|^{2}}^{n-\text { times }} & \leq \beta^{0+1+2+\cdots+(n-1)}\left\|\tilde{\mathbf{b}}_{1}\right\|^{2} \cdot\left\|\tilde{\mathbf{b}}_{2}\right\|^{2} \cdots\left\|\tilde{\mathbf{b}}_{n}\right\|^{2} & & \Rightarrow \\
\left\|\mathbf{b}_{1}\right\|^{2 n} & \leq \beta^{n(n-1) / 2}\left\|\tilde{\mathbf{b}}_{1}\right\|^{2} \cdot\left\|\tilde{\mathbf{b}}_{2}\right\|^{2} \cdots\left\|\tilde{\mathbf{b}}_{n}\right\|^{2} & \Rightarrow \\
\sqrt{\left\|\mathbf{b}_{1}\right\|^{2 n}} & \leq \sqrt{\beta^{n(n-1) / 2}} \sqrt{\left\|\tilde{\mathbf{b}}_{1}\right\|^{2} \cdot\left\|\tilde{\mathbf{b}}_{2}\right\|^{2} \cdots\left\|\tilde{\mathbf{b}}_{n}\right\|^{2}} & \Rightarrow \\
\left\|\mathbf{b}_{1}\right\|^{n} & \leq\left(\beta^{n(n-1) / 2}\right)^{1 / 2}\left\|\tilde{\mathbf{b}}_{1}\right\| \cdot\left\|\tilde{\mathbf{b}}_{2}\right\| \cdots\left\|\tilde{\mathbf{b}}_{n}\right\|=\beta^{n(n-1) / 4} \operatorname{det}(\mathcal{L}) & \Rightarrow \\
\sqrt[n]{\left\|\mathbf{b}_{1}\right\|^{n}} & \leq \sqrt[n]{\beta^{n(n-1) / 4} \sqrt[n]{\operatorname{det}(\mathcal{L})}} & & \Rightarrow \\
\left\|\mathbf{b}_{1}\right\| & \leq \beta^{(n-1) / 4} \operatorname{det}(\mathcal{L})^{1 / n} &
\end{array}
$$

which proves part (c).

The upper bound for $\mathbf{b}_{1}$ in the next result is exponential, but it depends only on $\delta$ and the dimension $n$, so it applies uniformly to all lattices of dimension $n$.
Theorem 2.3 (LLL theorem) Let $\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots, \mathbf{b}_{n}$ be a $\delta$-reduced basis of a lattice $\mathcal{L} \subset \mathbb{R}^{n}$. Then for any nonzero vector $\mathbf{v} \in \mathcal{L}$ we have that

$$
\left\|\mathbf{b}_{1}\right\| \leq \beta^{(n-1) / 2}\|\mathbf{v}\|
$$

In particular, $\mathbf{b}_{1}$ is no longer than $\beta^{(n-1) / 2}$ times the shortest vector in $\mathcal{L}$.
Proof. Let $\tilde{\mathbf{b}}_{1}, \tilde{\mathbf{b}}_{2}, \ldots, \tilde{\mathbf{b}}_{n}$ be the Gram-Schmidt orthogonalization of $\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots, \mathbf{b}_{n}$. Setting $j=1$ in Proposition 2.2(a) gives

$$
\begin{aligned}
& \left\|\mathbf{b}_{1}\right\|^{2} \leq \beta^{i-1}\left\|\tilde{\mathbf{b}}_{i}\right\| \Rightarrow\left\|\tilde{\mathbf{b}}_{i}\right\|^{2} \geq \frac{1}{\beta^{i-1}}\left\|\mathbf{b}_{1}\right\|^{2} \quad \text { for } 1 \leq i \leq n \quad \Rightarrow \\
& \sqrt{\left\|\tilde{\mathbf{b}}_{i}\right\|^{2}} \geq \sqrt{\frac{1}{\beta^{i-1}}} \sqrt{\left\|\mathbf{b}_{1}\right\|^{2}} \quad \text { for } 1 \leq i \leq n \\
& \left\|\tilde{\mathbf{b}}_{i}\right\| \geq \frac{1}{\beta^{(i-1) / 2}}\left\|\mathbf{b}_{1}\right\| \quad \text { for } 1 \leq i \leq n
\end{aligned}
$$

Theorem 1.14 (p. 20) shows that for any nonzero vector $\mathbf{v} \in \mathcal{L}$

$$
\|\mathbf{v}\| \geq \min _{1 \leq i \leq n}\left\|\tilde{\mathbf{b}}_{i}\right\| \geq \frac{1}{\beta^{(n-1) / 2}}\left\|\mathbf{b}_{1}\right\|
$$

and this completes the proof.
There is a stronger result that gives upper bounds for the lengths of all the vectors in a $\delta$-reduced basis.

Theorem 2.4 Let $\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots, \mathbf{b}_{n}$ be a $\delta$-reduced basis of a lattice $\mathcal{L} \subset \mathbb{R}^{n}$, and let $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}$ be any $m$ linearly independent vectors in $\mathcal{L}$. Then for $1 \leq j \leq m$ we have

$$
\left\|\mathbf{b}_{j}\right\| \leq \beta^{(n-1) / 2} \max \left\{\left\|\mathbf{v}_{1}\right\|,\left\|\mathbf{v}_{2}\right\|, \ldots,\left\|\mathbf{v}_{m}\right\|\right\}
$$

Proof. We write each $\mathbf{v}_{j}$ as integral linear combination of the basis vectors,

$$
\mathbf{v}_{j}=\sum_{i=1}^{n} r_{i j} \mathbf{b}_{i} \quad \text { with } r_{i j} \in \mathbb{Z}, 1 \leq i \leq n, 1 \leq j \leq m
$$

and for fixed $j$ let $i(j)$ denote the largest $i$ for which $r_{i j} \neq 0$. From the definition of Gram-Schmidt orthogonalization (Definition 21, p. 15) we have that

$$
\tilde{\mathbf{b}}_{i}=\mathbf{b}_{i}-\sum_{k=1}^{i-1} \mu_{i k} \tilde{\mathbf{b}}_{k} \Rightarrow \mathbf{b}_{i}=\sum_{k=1}^{i} \mu_{i k} \tilde{\mathbf{b}}_{k}
$$

therefore,

$$
\mathbf{v}_{j}=\sum_{i=1}^{n} r_{i j} \mathbf{b}_{i}=\sum_{i=1}^{i(j)} r_{i j} \sum_{k=1}^{i} \mu_{i k} \tilde{\mathbf{b}}_{k}=\sum_{k=1}^{i(j)} \tilde{\mathbf{b}}_{k} \sum_{i=k}^{i(j)} r_{i j} \mu_{i k}
$$

If we take the norm of both sides, because $\tilde{\mathbf{b}}_{k}$ are orthogonal we get that

$$
\left\|\mathbf{v}_{j}\right\|^{2}=\left\|\sum_{k=1}^{i(j)} \tilde{\mathbf{b}}_{k} \sum_{i=k}^{i(j)} r_{i j} \mu_{i k}\right\|^{2}=\sum_{k=1}^{i(j)}\left\|\tilde{\mathbf{b}}_{k}\right\|^{2} \sum_{i=k}^{i(j)}\left|r_{i j} \mu_{i k}\right|^{2}
$$

For each $\tilde{\mathbf{b}}_{k}$ every term in the sum is nonnegative therefore for $k=i(j)$ observing that $\mu_{i(j), i(j)}=1$ and $\left|r_{i(j), j}\right| \geq 1$ because $r_{i(j), j} \in \mathbb{Z}$ and $r_{i(j), j} \neq 0$, we have that

$$
\begin{equation*}
\left\|\mathbf{v}_{j}\right\|^{2} \geq\left\|\tilde{\mathbf{b}}_{i(j)}\right\|^{2} \quad \text { for } 1 \leq j \leq m \tag{2.4}
\end{equation*}
$$

If $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}\right\}$ is an unordered set, then we may assume without loss of generality that

$$
i(1) \leq i(2) \leq \cdots \leq i(j)
$$

else we renumber each $\mathbf{v}_{i}$ for this property to hold.
We claim that $j \leq i(j)$ for $1 \leq j \leq m$. If not, then for some $j$ with $i(j)<j$, the vectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{j}$ would all belong to the linear span of $\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots, \mathbf{b}_{j}$, a
contradiction with the linear independence of $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}$. Combining Proposition 2.2(a) with $i=i(j)$ and (2.4) we get that

$$
\left\|\mathbf{b}_{j}\right\|^{2} \leq \beta^{i(j)-1}\left\|\tilde{\mathbf{b}}_{i(j)}\right\|^{2} \leq \beta^{n-1}\left\|\tilde{\mathbf{b}}_{i(j)}\right\|^{2} \leq \beta^{n-1}\left\|\mathbf{v}_{j}\right\|^{2} \quad \text { for } 1 \leq j \leq m
$$

Taking the square root of both sides gives

$$
\left\|\mathbf{b}_{j}\right\| \leq \beta^{(n-1) / 2}\left\|\mathbf{v}_{j}\right\| \leq \beta^{(n-1) / 2} \max \left\{\left\|\mathbf{v}_{1}\right\|,\left\|\mathbf{v}_{2}\right\|, \ldots,\left\|\mathbf{v}_{m}\right\|\right\} \quad \text { for } 1 \leq j \leq m
$$

and this completes the proof.
Let $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ be a $\delta$-reduced basis of the lattice $\mathcal{L} \in \mathbb{R}^{n}$, and let $\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{n}$ be its Gram-Schmidt orthogonalization. From Proposition 2.2(a) and Theorem 1.11(d), (p. 16) we have that

$$
\begin{aligned}
\left\|\mathbf{b}_{j}\right\|^{2} & \leq \beta^{i-1}\left\|\tilde{\mathbf{b}}_{i}\right\|^{2} \quad \text { for } 1 \leq j \leq i \leq n & & \Rightarrow \\
\beta^{1-i}\left\|\mathbf{b}_{j}\right\|^{2} & \leq\left\|\tilde{\mathbf{b}}_{i}\right\|^{2} \leq\left\|\mathbf{b}_{i}\right\|^{2} & & \Rightarrow \\
\beta^{1-i} \max \left\{\left\|\mathbf{b}_{1}\right\|^{2},\left\|\mathbf{b}_{2}\right\|^{2}, \ldots,\left\|\mathbf{b}_{i}\right\|^{2}\right\} & \leq\left\|\mathbf{b}_{i}\right\|^{2} \quad \text { for } 1 \leq i \leq n & &
\end{aligned}
$$

From the last inequality and Theorem 2.4 for $1 \leq i \leq n$ we have that

$$
\begin{equation*}
\beta^{1-i} \max \left\{\left\|\mathbf{b}_{1}\right\|^{2}, \ldots,\left\|\mathbf{b}_{i}\right\|^{2}\right\} \leq\left\|\mathbf{b}_{i}\right\|^{2} \leq \beta^{n-1} \max \left\{\left\|\mathbf{b}_{1}\right\|^{2}, \ldots,\left\|\mathbf{b}_{i}\right\|^{2}\right\} \tag{2.5}
\end{equation*}
$$

Now suppose that $\mathbf{v}_{1}=\lambda_{1}(\mathcal{L}), \mathbf{v}_{2}=\lambda_{2}(\mathcal{L}), \ldots, \mathbf{v}_{i}=\lambda_{i}(\mathcal{L})$ achieve the $i-$ th successive minimum and therefore are linearly independent. Clearly,

$$
\max \left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{i}\right\} \leq \max \left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{i}\right\}
$$

Using the last inequality for the leftmost term in (2.5) and Theorem 2.4 for the rightmost term and taking square roots, we obtain

$$
\beta^{(1-i) / 2} \max \left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{i}\right\} \leq\left\|\mathbf{b}_{i}\right\| \leq \beta^{(n-1) / 2} \max \left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{i}\right\}
$$

This can also be written as

$$
\beta^{(1-n) / 2}\left\|\mathbf{b}_{i}\right\| \leq \max \left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{i}\right\} \leq \beta^{(i-1) / 2}\left\|\mathbf{b}_{i}\right\|
$$

This shows that $\left\|\mathbf{b}_{i}\right\|$ can be regarded as an approximation to the $i-t h$ successive minimum of a lattice because the successive minima are weakly increasing:

$$
\lambda_{1}(\mathcal{L}) \leq \lambda_{2}(\mathcal{L}) \leq \cdots \leq \lambda_{i}(\mathcal{L})
$$

The algorithm presented next is the original LLL lattice reduction algorithm.

```
Algorithm 3: LLL lattice basis reduction.
    Input : A parameter \(\delta\) and basis \(\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots, \mathbf{b}_{n}\) for the lattice \(\mathcal{L} \subset \mathbb{R}^{n}\).
    Output: A \(\delta\)-reduced basis for the lattice \(\mathcal{L}\).
    \(k \leftarrow 2\);
    \(\tilde{\mathbf{b}}_{1} \leftarrow \mathbf{b}_{1} ;\)
    while \(k \leq n\) do
        for \(j=1,2, \ldots, k-1\) do
            compute \(\tilde{\mathbf{b}}_{j}\);
            \(\mathbf{b}_{k} \leftarrow \mathbf{b}_{k}-\left\lfloor\mu_{k j}\right\rceil \tilde{\mathbf{b}}_{j} \quad / *\) size reduction */;
        end
        if \(\left\|\tilde{\mathbf{b}}_{k}\right\|^{2} \geq\left(\delta-\mu_{k, k-1}^{2}\right)\left\|\tilde{\mathbf{b}}_{k-1}\right\|^{2}\) then / * Lovász condition
        */
            \(k \leftarrow k+1 ;\)
        else
            swap \(\mathbf{b}_{k-1}\) and \(\mathbf{b}_{k} \quad\) /* swap step */;
            \(k \leftarrow \max (k-1,2) ;\)
        end
    end
    return \(\left\{\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots, \mathbf{b}_{n}\right\}\);
```

At line 5 the vector $\tilde{\mathbf{b}}_{j}$ is obtained by applying Gram-Schmidt orthogonalization. For efficiency reasons the Gram-Schmidt orthogonalization can be done once before the main loop at line 3. Then if a size reduction (line 6) or swap (line 11) is done, we update the Gram-Schmidt orthogonalization coefficients accordingly (see [51] for details). At line 8 the size check is performed on the orthogonal projections of $\mathbf{b}_{k}$ and $\mathbf{b}_{k-1}$ on the orthogonal of $\operatorname{span}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{k-2}\right)$ in order to see if an iteration of the t-Gauss algorithm is necessary for $\mathbf{b}_{k}$ and $\mathbf{b}_{k-1}$ (see [71], ch. 3).
Theorem 2.5 Let $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ be a basis of a lattice $\mathcal{L}$ and $\delta \in\left(\frac{1}{4}, 1\right)$. Then the $L L L$ algorithm (Algorithm 3) terminates in a polynomial number of step and returns a $\delta$-reduced basis.

## Proof.(sketch)

For simplicity we consider $\delta=\frac{3}{4} \Rightarrow \beta=2$ and $\mathcal{L} \subseteq \mathbb{Z}^{n}$.
Both the for loop at lines 4-7 and the fact that in order for the algorithm to terminate at line 9 we must have $k=n+1$ therefore all vectors must pass the Lovász condition test at line 8 , ensure that if the algorithm terminates then the basis returned satisfies the size condition and the Lovász condition respectively. So we have to show that the algorithm terminates.

Let $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ be a basis for $\mathcal{L}$, let $\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{n}$ be its Gram-Schmidt orthogonalization, and for each $\ell=1, \ldots, n$ let $\mathcal{L}_{\ell}$ be the lattice spanned by $\mathbf{b}_{1}, \ldots, \mathbf{b}_{\ell}$, i.e., $\mathcal{L}_{\ell}=\mathcal{L}\left(\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{\ell}\right\}\right)$.

We define the quantities $d_{\ell}$ and $D$ as

$$
d_{\ell}=\prod_{i=1}^{\ell}\left\|\tilde{\mathbf{b}}_{i}\right\|^{2} \quad \text { and } \quad D=\prod_{\ell=1}^{n} d_{\ell}=\prod_{i=1}^{n}\left\|\tilde{\mathbf{b}}_{i}\right\|^{2(n+1-i)}
$$

From Remark 1.10 (p. 16) we have that

$$
\operatorname{det}\left(\mathcal{L}_{\ell}\right)=\prod_{i=1}^{\ell}\left\|\tilde{\mathbf{b}}_{i}\right\| \Rightarrow \prod_{i=1}^{\ell}\left\|\tilde{\mathbf{b}}_{\boldsymbol{i}}\right\|^{2}=\operatorname{det}\left(\mathcal{L}_{\ell}\right)^{2}=d_{\ell}
$$

During the execution of the algorithm, $d_{\ell}$ changes only if the swap step at line 11 is executed and that is when the value of $D$ also changes. More precisely, only for $\ell=k-1$ the value of $d_{\ell}$ changes because only the values of $\tilde{\mathbf{b}}_{k-1}$ and $\tilde{\mathbf{b}}_{k}$ change. That is, for $\ell<k-1$ the terms $\tilde{\mathbf{b}}_{k-1}$ and $\tilde{\mathbf{b}}_{k}$ are not included in $\ell$, and for $\ell \geq k$ both terms are included so if we swap them the product remains the same. To estimate that change in $d_{k-1}$ note that the Lovász condition check fails at line 8 , so we have

$$
\left\|\tilde{\mathbf{b}}_{k}\right\|^{2}<\left(\frac{3}{4}-\mu_{k, k-1}^{2}\right)\left\|\tilde{\mathbf{b}}_{k-1}\right\|^{2} \leq \frac{3}{4}\left\|\tilde{\mathbf{b}}_{k-1}\right\|^{2}
$$

and when we swap $\tilde{\mathbf{b}}_{k-1}$ and $\tilde{\mathbf{b}}_{k}$ we get a new $d_{k-1}$ value

$$
\begin{aligned}
d_{k-1}^{n e w} & =\left\|\tilde{\mathbf{b}}_{1}\right\|^{2} \cdots\left\|\tilde{\mathbf{b}}_{k-2}\right\|^{2} \cdot\left\|\tilde{\mathbf{b}}_{k}\right\|^{2} \\
& =\left\|\tilde{\mathbf{b}}_{1}\right\|^{2} \cdots\left\|\tilde{\mathbf{b}}_{k-2}\right\|^{2} \cdot \frac{\left\|\tilde{\mathbf{b}}_{k-1}\right\|^{2} \cdot\left\|\tilde{\mathbf{b}}_{k}\right\|^{2}}{\left\|\mathbf{\mathbf { b }}_{k-1}\right\|^{2}} \\
& =d_{k-1}^{o l d} \cdot \frac{\left\|\tilde{\mathbf{b}}_{k}\right\|^{2}}{\left\|\tilde{\mathbf{b}}_{k-1}\right\|^{2}} \\
& \leq \frac{3}{4} d_{k-1}^{o l d}
\end{aligned}
$$

Therefore if the swap step at line 11 is executed $c$ times, the value of $D$ is reduced by a factor of at least $\left(\frac{3}{4}\right)^{c}$, since each swap reduces the value of some $\ell$ by at least $\frac{3}{4}$.

Because $\mathcal{L} \subseteq \mathbb{Z}^{n}$ then $\lambda_{1}(\mathcal{L}) \geq 1$, and by Theorem 1.17 (p. 23) we have that,

$$
\begin{aligned}
1 & \leq \lambda_{1}\left(\mathcal{L}_{\ell}\right) \leq \sqrt{\ell} \operatorname{det}\left(\lambda_{1}\left(\mathcal{L}_{\ell}\right)\right)^{1 / \ell} & & \Rightarrow \\
1 & \leq \ell^{\ell / 2} \operatorname{det}\left(\lambda_{1}\left(\mathcal{L}_{\ell}\right)\right) & & \Rightarrow \\
\ell^{-\ell / 2} & \leq \operatorname{det}\left(\lambda_{1}\left(\mathcal{L}_{\ell}\right)\right) & & \Rightarrow \\
\ell^{-\ell} & \leq \operatorname{det}\left(\lambda_{1}\left(\mathcal{L}_{\ell}\right)\right)^{2} & &
\end{aligned}
$$

and thus, the product over all $\ell$ gives a lower bound for $D$ (which is independent of each iteration of the algorithm),

$$
D=\prod_{\ell=1}^{n} d_{\ell} \geq \prod_{\ell=1}^{n} \ell^{-\ell} \geq \prod_{\ell=1}^{n} \ell^{-n}=(n!)^{-n} \geq n^{-n} \geq n^{-n^{2}}>0
$$

At each iteration of the algorithm either we increase $k$ by one at line 9 , or we decrease it at line 12 after a swap is made. If we prove that the number of times that we decrease $k$ is finite, say $m$, then we know that after $m$ iterations the value of $k$ will increase until it reaches the value of $n+1$ and the algorithm terminates.

Suppose that the number of times that the swap step is executed, which is $c$, is infinite. Then because the value of $D$ is reduced by a factor of at least $\left(\frac{3}{4}\right)^{c}$ we have that

$$
\lim _{c \rightarrow \infty}\left(\frac{3}{4}\right)^{c}=0 \quad \text { because } \frac{3}{4}<1 \quad \text { therefore } D=0 \text { as } c \rightarrow \infty
$$

a contradiction because we have that $D \geq n^{-n^{2}}>0$. This proves that the LLL algorithm terminates in a finite number of iterations.

We now give a upper bound for the run-time complexity. Let $D_{\text {init }}$ denote the initial value of $D$ for the original basis, let $D_{\text {final }}$ denote the value of $D$ for the basis that the algorithm return when it terminates, and as above, let $c$ denote the number of times that the swap step at line 11 is executed. Notice that the While loop at line 3 is executed at most $2 c+n$ times,so it suffices to find a bound for $c$. From the lower bound on $D$ we have that

$$
0<n^{-n^{2}} \leq D_{\text {final }} \leq\left(\frac{3}{4}\right)^{c} D_{\text {init }}
$$

Since $\log \left(\frac{3}{4}\right)<1$, by taking logarithms we have that

$$
c=O\left(n^{2} \log (n)+\log \left(D_{\text {init }}\right)\right)
$$

To estimate $D_{\text {init }}$ we have that

$$
\begin{aligned}
D_{\text {init }} & =\prod_{i=1}^{n}\left\|\tilde{\mathbf{b}}_{i}\right\|^{2(n+1-i)} \\
& \leq \prod_{i=1}^{n}\left\|\mathbf{b}_{i}\right\|^{2(n+1-i)} \\
& \leq \prod_{i=1}^{n}\left(\max _{1 \leq i \leq n}\left\|\mathbf{b}_{i}\right\|\right)^{2(n+1-i)} \\
& =\left(\max _{1 \leq i \leq n}\left\|\mathbf{b}_{i}\right\|\right)^{2(n+(n-1)+\cdots+1)} \\
& =\left(\max _{1 \leq i \leq n}\left\|\mathbf{b}_{i}\right\|\right)^{n^{2}+n}
\end{aligned}
$$

therefore,

$$
\log \left(D_{\text {init }}\right)=O\left(n^{2} \log \left(\max _{1 \leq i \leq n}\left\|\mathbf{b}_{i}\right\|\right)\right)
$$

from which we conclude that $c$ is polynomial in the input size, and thus the LLL algorithm runs in polynomial time.

Let $B=\max _{1 \leq i \leq n}\left\|\mathbf{b}_{i}\right\|$.
It is proven in [51] that the number of bit operations needed by the LLL algorithm if we use the classical algorithms for arithmetic operations is $O\left(n^{6}(\log B)^{3}\right)$, which can be reduced to $O\left(n^{5+\epsilon}(\log B)^{2+\epsilon}\right)$ for every $\epsilon>0$, if we employ fast multiplication techniques.

The complexity can be improved using floating point numbers instead of rationals except for the basis vectors that are kept as integers, because is someone tries to keep the exact integer values of an integer lattice, as the dimension grows the intermediate calculations involve enormous number, thus it is generally necessary to use floating point approximations. Unfortunately, this is known to be unstable in the worst-case: the usual floating point LLL algorithm is not even guaranteed to terminate, and the output basis may not be reduced at all.

There have been many improvements to and generalization of the LLL algorithm. Some of them are described in [78], [74], [79] and [80].

From a theoretical point of view for a lattice of rank $r$ and dimension $n$ the fastest algorithm for for lattice reduction is described in [69] and has run-time complexity $O\left(n r^{4}(\log B)^{2}\right)$.

### 2.5 Babai's algorithm

In this section we follow Babai [9] to show how the LLL algorithm can be used to find a good approximation of the closest vector problem (CVP).

Babai proposed two approximation algorithms to solve CVP. We consider Babai's "nearest plane" algorithm. The other one is the "round-off" algorithm. Let $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ be a basis for the lattice $\mathcal{L} \subset \mathbb{R}^{n}$, let $\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{n}$ be its Gram-Schmidt orthogonalization.

Let

$$
V=\sum_{i=1}^{n-1} r_{i} \mathbf{b}_{i} \quad \text { with } r_{i} \in \mathbb{R} \quad \text { for } 1 \leq i \leq n-1
$$

be the linear subspace (hyperplane) generated by $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n-1}$, and let

$$
\mathcal{L}_{n-1}=\sum_{i=1}^{n-1} a_{i} \mathbf{b}_{i} \quad \text { with } a_{i} \in \mathbb{Z} \quad \text { for } 1 \leq i \leq n-1
$$

be the corresponding sublattice, i.e., $\mathcal{L}_{n-1}=V \cap \mathcal{L}$.
We consider the following translations of $V$

$$
V+\mathbf{x}=\{\mathbf{v}+\mathbf{x}: \mathbf{v} \in V\} \quad \text { with } \mathbf{x} \in \mathcal{L}
$$

Given an arbitrary vector $\mathbf{t} \in \mathbb{R}^{n}$, the nearest plane algorithm says that we should find the vector $\mathbf{x} \in \mathcal{L}$ for which the orthogonal $\operatorname{dist}(\mathbf{t}, V+\mathbf{x})$ is minimized. For this we use the following recursive procedure. We write $\mathbf{t}$ as a linear combination of $\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{n}$, i.e.,

$$
\mathbf{t}=\sum_{i=1}^{n} c_{i} \tilde{\mathbf{b}}_{i} \quad \text { with } c_{i} \in \mathbb{R} \quad \text { for } 1 \leq i \leq n
$$

define $\mathbf{w}=\left\lfloor c_{n}\right\rceil \mathbf{b}_{n}$ and $\mathbf{t}^{\perp}$ as

$$
\mathbf{t}^{\perp}=\left(\sum_{i=1}^{n-1} c_{i} \tilde{\mathbf{b}}_{i}\right)+\mathbf{w}
$$

Then $\mathbf{t}^{\perp}$ is the orthogonal projection of $\mathbf{t}$ onto the translated hyperplane $V+\mathbf{w}$. We have that $\mathbf{t}^{\perp}-\mathbf{w} \in V$, so recursively find the vector $\mathbf{x}_{n-1} \in \mathcal{L}_{n-1}$ closest to $\mathbf{t}^{\perp}-\mathbf{w}$ and $\operatorname{set} \mathbf{x}=\mathbf{x}_{n-1}+\mathbf{w}$.

Theorem 2.6 (Babai's theorem) Let $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ be a $\frac{3}{4}$-reduced LLL basis for the lattice $\mathcal{L} \subset \mathbb{R}^{n}$, and let $\mathbf{t} \in \mathbb{R}^{n}$ be an arbitrary vector. Then the lattice vector $\mathbf{x} \in \mathcal{L}$ produced by the nearest plane algorithm satisfies

$$
\|\mathbf{t}-\mathbf{x}\| \leq 2^{n / 2}\|\mathbf{t}-\mathbf{v}\|
$$

where $\mathbf{v} \in \mathcal{L}$ is the closest lattice vector to $\mathbf{t}$.
Proof. For $n=1$ we find the closest integer multiple of one nonzero real number to another real number, which is the closest lattice vector.

For $n \geq 2$ we use induction on $n$. Observe that

$$
\begin{equation*}
\left\|\mathbf{t}-\mathbf{t}^{\perp}\right\| \leq \frac{\left\|\tilde{\mathbf{b}}_{n}\right\|}{2} \Rightarrow\left\|\mathbf{t}-\mathbf{t}^{\perp}\right\|^{2} \leq \frac{\left\|\tilde{\mathbf{b}}_{n}\right\|^{2}}{4} \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\mathbf{t}-\mathbf{t}^{\perp}\right\| \leq\|\mathbf{t}-\mathbf{v}\| \tag{2.7}
\end{equation*}
$$

because the hyperplanes $V+\mathbf{x}$ where $\mathbf{x} \in \mathcal{L}$ are spaced at distance $\left\|\tilde{\mathbf{b}}_{n}\right\|$, and $\left\|\mathbf{t}-\mathbf{t}^{\perp}\right\|$ is the distance of $\mathbf{t}$ for the nearest such hyperplane.

From (2.6) with induction (corresponding to the recursion of the algorithm) we obtain

$$
\begin{equation*}
\|\mathbf{t}-\mathbf{x}\| \leq \frac{1}{4}\left(\left\|\tilde{\mathbf{b}}_{1}\right\|^{2}+\cdots+\left\|\tilde{\mathbf{b}}_{n}\right\|^{2}\right) \tag{2.8}
\end{equation*}
$$

Proposition 2.2a, (p. 40), for $i=n$ and for $\beta=2$ since $\delta=\frac{3}{4}$, gives
$\frac{1}{4} \sum_{i=1}^{n}\left\|\tilde{\mathbf{b}}_{i}\right\|^{2} \leq \frac{1}{4} \sum_{i=1}^{n}\left(2^{n-i}\left\|\tilde{\mathbf{b}}_{n}\right\|^{2}\right)=\frac{1}{4}\left(2^{n}-1\right)\left\|\tilde{\mathbf{b}}_{n}\right\|^{2}<2^{n-2}\left\|\tilde{\mathbf{b}}_{n}\right\|^{2}$
Combining (2.8) and (2.9) we get that

$$
\begin{equation*}
\|\mathbf{t}-\mathbf{x}\|^{2}<2^{n-2}\left\|\tilde{\mathbf{b}}_{n}\right\|^{2} \Rightarrow\|\mathbf{t}-\mathbf{x}\|<2^{\frac{n}{2}-1}\left\|\tilde{\mathbf{b}}_{n}\right\| \tag{2.10}
\end{equation*}
$$

We now have to consider two cases, corresponding to whether the closest vector $\mathbf{v} \in \mathcal{L}$ does or does not belong to $V+\mathbf{w}$.
(a) Case $(\mathbf{v} \in V+\mathbf{w})$ :

In this case $\mathbf{v}-\mathbf{w} \in \mathcal{L}$ is the closest vector to the sublattice $\mathcal{L}_{n-1}$ to the vector $\mathbf{t}^{\perp}-\mathbf{w} \in V$. Therefore the inductive hypothesis gives

$$
\begin{aligned}
\left\|\mathbf{t}^{\perp}-\mathbf{x}\right\| & =\left\|\mathbf{t}^{\perp}-\left(\mathbf{x}_{n-1}+\mathbf{w}\right)\right\| \\
& \leq 2^{(n-1) / 2}\left\|\mathbf{t}^{\perp}-(\mathbf{v}-\mathbf{w}+\mathbf{w})\right\| \\
& =2^{(n-1) / 2}\left\|\mathbf{t}^{\perp}-\mathbf{v}\right\| \\
& \leq 2^{(n-1) / 2}\|\mathbf{t}-\mathbf{v}\|
\end{aligned}
$$

Combining this with (2.7) we have that

$$
\begin{aligned}
\|\mathbf{t}-\mathbf{x}\| & =\sqrt{\left\|\left(\mathbf{t}-\mathbf{t}^{\perp}\right)\right\|^{2}+\left\|\left(\mathbf{t}^{\perp}-\mathbf{x}\right)\right\|^{2}} \\
& \leq \sqrt{\|(\mathbf{t}-\mathbf{v})\|^{2}+2^{n-1}\left\|\left(\mathbf{t}^{\perp}-\mathbf{v}\right)\right\|^{2}} \\
& =2^{n / 2}\left\|\left(\mathbf{t}^{\perp}-\mathbf{v}\right)\right\| \\
& \leq 2^{n / 2}\|(\mathbf{t}-\mathbf{v})\|
\end{aligned}
$$

Thus, $\|\mathbf{t}-\mathbf{x}\| \leq 2^{n / 2}\|\mathbf{t}-\mathbf{v}\|$.
(b) Case $(\mathbf{v} \notin V+\mathbf{w})$ :

In this case we must have

$$
\|\mathbf{t}-\mathbf{v}\| \geq \frac{\left\|\tilde{\mathbf{b}}_{n}\right\|}{2}
$$

Combining this with (2.10) we again have that $\|\mathbf{t}-\mathbf{x}\|<2^{n / 2}\|\mathbf{t}-\mathbf{v}\|$ and this completes the proof.

It is clear that the next algorithm runs in polynomial time.

```
        \(\mathbf{t} \in \mathbb{Z}^{n}\) \(2^{n / 2}\).
    \(\mathbf{v} \leftarrow \mathbf{t}\);
    for \(i=n, \ldots, 1\) do
        \(\mathbf{v} \leftarrow \mathbf{v}-\left\lfloor\frac{\left\langle\mathbf{v}, \tilde{,}_{i}\right\rangle}{\left\|\tilde{\mathbf{b}}_{i}\right\|^{2}}\right\rangle \mathbf{b}_{i} ;\)
    end
    return \((\mathbf{t}-\mathbf{v})\);
```

Algorithm 4: Babai's nearest plane algorithm.
Input : A $\frac{3}{4}$-reduced LLL basis $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ for the lattice $\mathcal{L} \subseteq \mathbb{Z}^{n}$, its
$\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{n}$ Gram-Schmidt orthogonalization, and a target vector

Output: A vector in $\mathcal{L}$ that is closer to $\mathbf{t}$ within an approximation ration of

Lattice reduction algorithms and Babai's algorithm have been used for cryptanalysis of various knapsack based schemes, the Goldreich-Goldwasser-Halevi cryptosystem [29] and the NTRU signature scheme [41].

For cryptanalysis of knapsack based schemes see the survey papers [45] (also cryptanalysis of Knuth's truncated linear congruential generators), [67] and [73], for the Goldreich-Goldwasser-Halevi cryptosystem see [66] and for NTRU signatures see [68].

## 3

## Complexity of lattice problems

In this chapter we present some complexity results for lattice problems. A lot of reductions for lattice problems use the (decisional) subset sum problem which is a known NP-complete problem (see [25]).

Definition 47 Given $a_{1}, a_{2}, \ldots, a_{n}, b \in \mathbb{N}$ decide whether there exist $x_{1}, x_{2}, \ldots, x_{n} \in\{0,1\}$ such that

$$
\sum_{i=1}^{n} a_{i} x_{i}=b
$$

In the next two sections we give complexity results for SVP and CVP. Without giving any details we must note that the decision versions of both the Shortest Independent Vectors Problem and the Shortest Basis Problem are NP-complete. The decision version of the Closest Vector Problem with Preprocessing is NP-complete in the following sense: there is a polynomial time reduction from a SAT instance $\phi$ to CVPP instance $(\mathbf{t}, \mathcal{L}(\mathbf{B}))$ such as the lattice $\mathcal{L} \mathbf{B}$ depends only on $|\phi|$ and not $\phi$ itself. This implies that if there is a polynomial time algorithm for CVPP, the SAT has polynomial size circuits and thus, the polynomial time hierarchy collapses. The Closest Radius Problem is in $\Pi_{2}$ but not known to be NP-hard. See [71, ch.14] and [61, ch.7] for more on these problems.

### 3.1 Shortest vector problem

SVP is the most famous and widely studied problem for lattices. The NP-hardness of SVP in the Euclidean norm was conjectured by Peter van Emde Boas in 1981 [84], and remained an open problem until 1998, for almost twenty years, when Ajtai [3] proved that solving SVP exactly is NP-hard under randomized reductions.

Immediately following Ajtai's breakthrough work, the problem received renewed attention. In [3], Ajtai had already observed that hardness for the exact version implies weak inapproximability results for approximation factors of the form $1+1 / 2^{n^{c}}$ and this was slightly improved by Cai and Nerurkar [85] to factors $1+1 / n^{c}$, where $n$ is the lattice dimension, still approaching 1 as the lattice dimension grows but at a slower rate. Micciancio [56] significantly strengthened Ajtai's result by showing NP-hardness for SVP by a reduction from a variant of CVP for any constant factor smaller than $\sqrt{2}$ (as we will see later, CVP is known to be NP-hard).

The strongest inapproximability results to date are from Khot [48] who showed that SVP is NP-hard to approximate within any constant factor $O(1)$, and from Haviv and Regev [37] who showed that SVP cannot be approximated within some factor $n^{1 / O(\log \log n)}$ unless NP is in random subexponential time, i.e., $N P \subseteq R S U B E X P=$ $\cap_{\delta>0} R T I M E\left(2^{n^{\delta}}\right)$.

However, all of the above results employ randomization, and little progress has been made towards a deterministic reduction. In fact, the most recent and quantitatively strongest results [48,37] achieve larger approximation factors than [56] at the cost on introducing even more randomness, have two-sided error whereas [56] has one-sided error, and due to their construct they seem more difficult to derandomize. In 2012, Micciancio [60] presented a new and simpler proof that SVP is NP-hard to approximate within some constant factor and that SVP cannot be approximated within some factor $n^{1 / O(\log \log n)}$ unless NP is in random subexponential time, and thus matching the best currently known results [48, 37], but under probabilistic reductions with one-sider error.

Proving that SVP is NP-hard under deterministic reductions is still an open problem for both the exact and the approximate version of the problem.

In general, there are three approaches to solve SVP: enumeration algorithms, probabilistic sieving algorithms and Voronoi cell based algorithms. The majority of the algorithmic work on SVP and CVP has focused on the $\ell_{2}$ norm and therefore there has been a lot of progress for the $\ell_{2}$ norm, progress on the more general norms has been much slower. For some practical problems the solution strategy is to approximate the problem via a reduction to the $\ell_{2}$ norm but in some cases the error introduced by such a reduction yields unusable results or worst case runtime. Because of the practical interest in SVP we use the experimental values of the constants for run-time complexity.

Enumeration algorithms in [35, 75], solve SVP in the $\ell_{2}$ norm deterministically in asymptotic time $2^{O(n \operatorname{lognn})}$ where $n$ is the dimension of the lattice. These algorithms do an exhaustive search by exploring all lattice vectors of a bounded
search region and require polynomial space. Enumeration algorithms can be rendered probabilistic using an extreme pruning strategy [24], which allows for an exponential speedup and makes enumeration the fastest algorithm for solving SVP in practice. Furthermore the parallelization of enumeration algorithms has been investigated in $[39,19]$.

Sieving algorithms were first presented in 2001 by Ajtai, Kumar, and Sivakumar in [5]. The randomized sieving approach consists of sampling an exponential number of "perturbed" lattice points, and then iteratively clustering and combining them to give shorter and shorter lattice points. The run-time and space requirement were proven to be $2^{O(n)}$ where $n$ is the lattice dimension. Nguyen and Vidick did an analysis of this algorithm in [72] and showed that the run-time is $2^{O(5.9 n+o(n))}$ and the space required is $2^{O(2.95 n+o(n))}$ where $n$ is the lattice dimension. The authors also presented a heuristic variant of the algorithm without perturbations whose running time is $(4 / 3+\epsilon)^{n}$ polynomial-time operations, and whose space requirement is $(4 / 3+\epsilon)^{n / 2}$ polynomially many bits but as they mention this algorithm becomes problematic for $n>50$ in terms of space requirement.

In 2010, Micciancio and Voulgaris [63] presented a provable sieving variant called ListSieve and a more practical, heuristic variant called GaussSieve. ListSieve has $2^{O(3.199 n+o(n))}$ run-time and $2^{O(1.325 n+o(n))}$ space requirement where $n$ is the lattice dimension. For GaussSieve for run-time no upper bound is currently known and it requires $2^{O(0.41 n)}$ space. Pujol and Stehlé in [76] using the birthday paradox improved the bounds of ListSieve to $2^{O(2.465 n+o(n))}$ for run-time and $2^{O(1.233 n+o(n))}$ for space complexity. Finally, the work of Blomër and Naewe in [11] deals with all $\ell_{p}$ norms, generalizing the Ajtai-Kumar-Sivakumar sieve.

Using heuristics like extreme pruning in [24], enumeration algorithms outperform sieving algorithms again, as it can be seen in the SVP challenge at http: //www.latticechallenge.org/svp-challenge/.

The Voronoi cell based algorithms were introduced in a breakthrough work [62] by Micciancio and Voulgaris. The Voronoi cell $\mathcal{V}(\mathcal{L})$ of a lattice $\mathcal{L}$ is the set of vectors closer to the origin than to any other lattice point:

$$
\mathcal{V}(\mathcal{L})=\{\mathbf{x}: \forall \mathbf{c} \in \mathcal{L},\|\mathbf{x}\|<\|\mathbf{c}-\mathbf{x}\|\} .
$$

Stated differently the Voronoi cell is the interior of a polytope.
Although the previous definition of the Voronoi cell involves an infinite number of inequalities, for a lattice $\mathcal{L} \subset \mathbb{R}^{m}$ there exists a minimal set of vectors $\left\{\mathbf{v}_{j}\right\}_{j \leq m} \in$ $\mathcal{L}$ that suffices to define the Voronoi cell:

$$
\mathcal{V}(\mathcal{L})=\left\{\mathbf{x}: \forall j \leq m,\|\mathbf{x}\|<\left\|\mathbf{v}_{j}-\mathbf{x}\right\|\right\} .
$$

We call there vectors the relevant vectors of $\mathcal{L}$. Assume that we know the relevant vectors, we can use them to solve SVP (and CVP). It is the first deterministic single
exponential algorithm for exact SVP under the $\ell_{2}$ norm in $2^{O(n)}$ time and space where $n$ is the dimension of the lattice.

Recall that given a basis for a lattice and a parameter $d$, $G a p S V P_{\gamma}$ (Definition 30 , p. 32) is the promise problem of answering whether or not the given lattice has a shortest vector less that $d$ or doesn't have any vector shorter than $\gamma \cdot d$. Summing up, the best known algorithms for $\operatorname{GapSV} P_{\gamma}([79,62])$, require at least $2^{\tilde{\Omega}(n / \log \gamma)}$ time.

Finally, we must mention that any algorithm that solves $S V P_{\gamma}$ can be used to solve $G a p S V P_{\gamma}$ as well, but the converse is an open problem.

Next, we show that there is a polynomial time reduction from Subset sum to SVP with respect to the $\ell_{\infty}$ norm.

Proposition 3.1 Subset sum $\leq_{p o l} S V P_{\ell_{\infty}}$
Proof. Let $\mathbf{B} \in \mathbb{Z}^{(n+2) \times(n+1)}$ defined as

$$
\mathbf{B}=\left(\begin{array}{ccc}
\mid & & \mid \\
\mathbf{b}_{1} & \ldots & \mathbf{b}_{n+1} \\
\mid & & \mid
\end{array}\right)=\left(\begin{array}{cccccc}
2 & 0 & 0 & \cdots & 0 & 1 \\
0 & 2 & 0 & \cdots & 0 & 1 \\
\vdots & & \ddots & & & \vdots \\
0 & 0 & 0 & \cdots & 2 & 1 \\
2 a_{1} & 2 a_{2} & 2 a_{3} & \cdots & 2 a_{n} & 2 b \\
0 & 0 & 0 & \cdots & 0 & 1
\end{array}\right)
$$

Clearly, $\mathbf{B}$ can be constructed in polynomial time. It is easy to see that $\operatorname{rank}(\mathbf{B})=$ $n+1$ therefore the columns of $\mathbf{B}$, namely $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n+1}$, are linearly independent vectors and can form a lattice basis.

To show that $\operatorname{rank}(\mathbf{B})=n+1$ we use elementary row operations to zero out the $(n+1)$ - th line by multiplying each of the first $n$ lines with $-a_{i}$ for $i=1, \ldots, n$ and adding them to the $(n+1)-t h$ line, multiply the $(n+2)-t h$ line with $-b$ and add it to the $(n+1)-t h$ line and then exchange lines $n+1$ and $n+2$. In this way we reduce matrix $\mathbf{B}$ to row-echelon form with a zero row and due to the form of $\mathbf{B}$ we cannot zero out any more rows. Finally, because $\operatorname{rank}\left(\mathbf{B}^{\boldsymbol{\top}}\right)=\operatorname{rank}(\mathbf{B})$ we have that $\operatorname{rank}(\mathbf{B})=n+1$.

We will now show that,

$$
\left(a_{1}, \ldots, a_{n}, b\right) \in \text { Subset Sum } \Leftrightarrow\left\|\lambda_{1}(\mathcal{L}(\mathbf{B}))\right\|_{\infty}=1
$$

(a) (" $\Rightarrow$ "): Let $\left(x_{1}, \ldots, x_{n}\right) \in\{0,1\}^{n}$ such that $\sum_{i=1}^{n} x_{i} a_{i}=b$.

Then for $\mathbf{x}=\left(x_{1}, \ldots, x_{n},-1\right)^{\top}$ we have that

$$
\mathbf{B x}=\sum_{i=1}^{n} x_{i} \mathbf{b}_{i}-\mathbf{b}_{n+1}=\left(\begin{array}{c}
2 x_{1}-1 \\
\vdots \\
2 x_{n}-1 \\
\left(\sum_{i=1}^{n} 2 x_{i} a_{i}\right)-2 b \\
-1
\end{array}\right) \Rightarrow\|\mathbf{B x}\|_{\infty}=1
$$

because:

- $\left|2 x_{i}-1\right|=1$ for all $x_{i} \in\{0,1\}$
- $\left(\sum_{i=1}^{n} 2 x_{i} a_{i}\right)-2 b=2\left(\sum_{i=1}^{n} x_{i} a_{i}-b\right)=0$
- $|-1|=1$
(b) (" $\Leftarrow$ "): Suppose that $\left\|\lambda_{1}(\mathcal{L}(\mathbf{B}))\right\|_{\infty}=1$, i.e.,

$$
\left\|\sum_{i=1}^{n+1} x_{i} \mathbf{b}_{i}\right\|_{\infty}=1 \quad \text { where } x_{i} \in \mathbb{Z}
$$

Then we have that $\left|2 x_{i}+x_{n+1}\right| \leq 1$ for $i=1, \ldots, n$. From the last line of B we conclude that $\left|x_{n+1}\right|=1 \Rightarrow x_{n+1}= \pm 1$. Without loss of generality assume that $x_{n+1}=-1 \Rightarrow\left|2 x_{i}-1\right| \leq 1$, otherwise we can multiply with -1 the $\lambda_{1}(\mathcal{L}(\mathbf{B}))$ and have again $\left|2 x_{i}-1\right| \leq 1$ because $\left\|-\lambda_{1}(\mathcal{L}(\mathbf{B}))\right\|_{\infty}=$ $\left\|\lambda_{1}(\mathcal{L}(\mathbf{B}))\right\|_{\infty}$.
Because $x_{i} \in \mathbb{Z}$ then either $\left|2 x_{i}-1\right|=1$ or $\left|2 x_{i}-1\right|=0$. For $\left|2 x_{i}-1\right|=0$ we get that $x_{i}=\frac{1}{2}$ a contradiction to the fact that $x_{i} \in \mathbb{Z}$, hence

$$
\left|2 x_{i}-1\right|=1 \Rightarrow 2 x_{i}-1= \pm 1 \Rightarrow x_{i}=0 \text { or } x_{i}=1 \Rightarrow x_{i} \in\{0,1\} \text { for } i=1, \ldots, n
$$

From the $n-t h$ line of matrix $\mathbf{B}$ we have that $\left|\sum_{i=1}^{n} 2 x_{i} a_{i}-2 b\right| \leq 1 \Rightarrow$ $\left|\sum_{i=1}^{n} x_{i} a_{i}-b\right| \leq \frac{1}{2} \Rightarrow\left|\sum_{i=1}^{n} x_{i} a_{i}-b\right|=0$ because $\mathcal{L}(\mathbf{B})$ is an integral lattice. Therefore, we have that

$$
\sum_{i=1}^{n} x_{i} a_{i}-b=0 \Rightarrow \sum_{i=1}^{n} x_{i} a_{i}=b
$$

and this completes the proof.

### 3.2 Closest vector problem

The Closest Vector Problem has been investigated for more than a century but it has attracted less attention than SVP which is its homogeneous counterpart. Today much is known about the computational complexity of CVP in both its exact and approximation version. For some of the algorithms below or their extensions/improvements we also mention their usage for solving/approximating SVP.

CVP is NP-hard to approximate to within $n^{c / \log \log n}$ factors for some $c>0$ [8, $21,20]$, where $n$ is the dimension of the lattice. Therefore, as with SVP, we do not expect to solve (or even closely approximate) CVP efficiently in high dimensions.

As with SVP, there are three approaches to solve CVP: enumeration algorithms, probabilistic sieving algorithms and Voronoi cell based algorithms.

Before we continue we must mention that the lattice basis reduction algorithms such as the LLL basis reduction algorithm [51] and some of its first extensions [9, 79] give $2^{\text {poly(logn) }}$ approximations to SVP and CVP in the $\ell_{2}$ norm in poly $(n)$ time.

Enumeration algorithms such as Kannan's algorithm [46] and further improvements $[38,35]$ can be used to solve exact SVP and CVP in the $\ell_{2}$ norm in $2^{O(n \operatorname{logn})}$ time and poly $(n)$ space. As with SVP, also for CVP enumeration algorithms remain the most practical solver for these two problems and much effort has been spend on optimizing them as we saw on the previous section (see [24]).

The randomized sieving algorithm of Ajtai, Kumar and Sivakumar [5] was furthered used to create a $1 / \epsilon^{n}$ time and space algorithm for the $(1+\epsilon)$-CVP unde the $\ell_{2}$ norm [6, 11], $\ell_{p}$ norms [11], near symmetric norms [17], and in [22] Eisenbrand, Hähnle and Niemeier show that we can solve $(1+\epsilon)$-CVP under the $\ell_{\infty}$ norm using $O\left(\ln \frac{1}{\epsilon}^{n}\right)$ calls to any 2-approximate solver. The Ajtai, Kumar and Sivakumar sieve based algorithms are the only algorithms currently available for solving $(1+\epsilon)$-CVP under non-euclidean norms.

The work of Micciancio and Voulgaris in [62] gave a deterministic $2^{O(n)}$ time and space algorithm for exact CVP under the $\ell_{2}$ norm where $n$ is the dimension of the lattice.

Finally, we must mention that the search and decisional versions of the exact Closest Vector Problem are polynomially equivalent and that any algorithm that solves $C V P_{\gamma}$ can be used to solve $G a p C V P_{\gamma}$ as well (see [61, ch. 3]).

Next, we show that there is a polynomial time reduction from Subset sum to CVP with respect to the $\ell_{\infty}$ norm.

Proposition 3.2 Subset sum $\leq_{p o l} C V P_{\ell_{\infty}}$
Proof.

Let $\mathbf{B}^{\prime} \in \mathbb{Z}^{(n+1) \times(n+1)}$ defined as

$$
\mathbf{B}^{\prime}=\left(\begin{array}{cc}
\mid & \mid \\
\mathbf{B} & \mathbf{y} \\
\mid & \mid
\end{array}\right)=\left(\begin{array}{cccccc}
2 & 0 & 0 & \cdots & 0 & 1 \\
0 & 2 & 0 & \cdots & 0 & 1 \\
\vdots & & \ddots & & & \vdots \\
0 & 0 & 0 & \cdots & 2 & 1 \\
2 a_{1} & 2 a_{2} & 2 a_{3} & \cdots & 2 a_{n} & 2 b
\end{array}\right)
$$

where $\mathbf{B} \in \mathbb{Z}^{(n+1) \times n}$ and $\mathbf{y} \in \mathbb{Z}^{(n+1) \times 1}$, i.e., $\mathbf{B}$ is the matrix that consists of the first $n$ columns of $\mathbf{B}^{\prime}$ and $\mathbf{y}$ is the last column of $\mathbf{B}^{\prime}$, namely

$$
\mathbf{B}=\left(\begin{array}{ccccc}
2 & 0 & 0 & \cdots & 0 \\
0 & 2 & 0 & \cdots & 0 \\
\vdots & & \ddots & & \vdots \\
0 & 0 & 0 & \cdots & 2 \\
2 a_{1} & 2 a_{2} & 2 a_{3} & \cdots & 2 a_{n}
\end{array}\right), \quad \mathbf{y}=\left(\begin{array}{c}
1 \\
1 \\
\vdots \\
1 \\
2 b
\end{array}\right)
$$

Clearly, $\mathbf{B}^{\prime}$ can be constructed in polynomial time. It is easy to see that $\operatorname{rank}(\mathbf{B})=$ $n$, therefore the columns of $\mathbf{B}$ are linearly independent vectors and can form a lattice basis.

To show that $\operatorname{rank}(\mathbf{B})=n$ we use elementary row operations to zero out the $(n+1)-t h$ line by multiplying each of the first $n$ lines with $-a_{i}$ for $i=1, \ldots, n$ and adding them to the $(n+1)-t h$ line. In this way we reduce matrix $\mathbf{B}$ to rowechelon form with a zero row and due to the form of $\mathbf{B}$ we cannot zero out any more rows. Finally, because $\operatorname{rank}\left(\mathbf{B}^{\boldsymbol{\top}}\right)=\operatorname{rank}(\mathbf{B})$ we have that $\operatorname{rank}(\mathbf{B})=n$.

We will now show that,

$$
\left(a_{1}, \ldots, a_{n}, b\right) \in \text { Subset Sum } \Leftrightarrow \exists \mathbf{x} \in \mathbb{Z}^{n} \text { such that }\|\mathbf{B x}-\mathbf{y}\|_{\infty}=1
$$

(a) (" $\Rightarrow$ "): Let $\left(x_{1}, \ldots, x_{n}\right) \in\{0,1\}^{n}$ such that $\sum_{i=1}^{n} x_{i} a_{i}=b$.

Then for $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)^{\top}$ we have that

$$
\mathbf{B x}-\mathbf{y}=\left(\begin{array}{c}
2 x_{1}-1 \\
\vdots \\
2 x_{n}-1 \\
\left(\sum_{i=1}^{n} 2 x_{i} a_{i}\right)-2 b
\end{array}\right) \Rightarrow\|\mathbf{B x}-\mathbf{y}\|_{\infty}=1
$$

because:

- $\left|2 x_{i}-1\right|=1$ for all $x_{i} \in\{0,1\}$
- $\left(\sum_{i=1}^{n} 2 x_{i} a_{i}\right)-2 b=2\left(\sum_{i=1}^{n} x_{i} a_{i}-b\right)=0$
(b) (" $\Leftarrow ")$ : Suppose that $\|\mathbf{B x}-\mathbf{y}\|_{\infty}=1$ where $\mathbf{x} \in \mathbb{Z}^{n}$, i.e.,

$$
\|\mathbf{B x}-\mathbf{y}\|_{\infty}=\left\|\begin{array}{c}
2 x_{1}-1 \\
\vdots \\
2 x_{n}-1 \\
\left(\sum_{i=1}^{n} 2 x_{i} a_{i}\right)-2 b
\end{array}\right\|_{\infty}=1
$$

Because $x_{i} \in \mathbb{Z}$ then either $\left|2 x_{i}-1\right|=1$ or $\left|2 x_{i}-1\right|=0$. For $\left|2 x_{i}-1\right|=0$ we get that $x_{i}=\frac{1}{2}$ a contradiction to the fact that $x_{i} \in \mathbb{Z}$, hence

$$
\left|2 x_{i}-1\right|=1 \Rightarrow 2 x_{i}-1= \pm 1 \Rightarrow x_{i}=0 \text { or } x_{i}=1 \Rightarrow x_{i} \in\{0,1\} \text { for } i=1, \ldots, n
$$

From the $(n+1)-t h$ line of $\mathbf{B x}-\mathbf{y}$ we have that $\left|\sum_{i=1}^{n} 2 x_{i} a_{i}-2 b\right| \leq 1 \Rightarrow$ $\left|\sum_{i=1}^{n} x_{i} a_{i}-b\right| \leq \frac{1}{2} \Rightarrow\left|\sum_{i=1}^{n} x_{i} a_{i}-b\right|=0$ because $\mathcal{L}(\mathbf{B})$ is an integral lattice. Therefore, we have that

$$
\sum_{i=1}^{n} x_{i} a_{i}-b=0 \Rightarrow \sum_{i=1}^{n} x_{i} a_{i}=b
$$

and this completes the proof.

Finally, we show that there is a polynomial time reduction from Subset sum to CVP with respect to the $\ell_{2}$ norm.

Proposition 3.3 Subset sum $\leq_{p o l} C V P_{\ell_{2}}$
Proof. As in the previous proof let $\mathbf{B}^{\prime} \in \mathbb{Z}^{(n+1) \times(n+1)}$ defined as

$$
\mathbf{B}^{\prime}=\left(\begin{array}{cc}
\mid & \mid \\
\mathbf{B} & \mathbf{y} \\
\mid & \mid
\end{array}\right)=\left(\begin{array}{cccccc}
2 & 0 & 0 & \cdots & 0 & 1 \\
0 & 2 & 0 & \cdots & 0 & 1 \\
\vdots & & \ddots & & & \vdots \\
0 & 0 & 0 & \cdots & 2 & 1 \\
2 a_{1} & 2 a_{2} & 2 a_{3} & \cdots & 2 a_{n} & 2 b
\end{array}\right)
$$

where $\mathbf{B} \in \mathbb{Z}^{(n+1) \times n}$ and $\mathbf{y} \in \mathbb{Z}^{(n+1) \times 1}$, i.e., $\mathbf{B}$ is the matrix that consists of the first $n$ columns of $\mathbf{B}^{\prime}$ and $\mathbf{y}$ is the last column of $\mathbf{B}^{\prime}$, namely

$$
\mathbf{B}=\left(\begin{array}{ccc}
\mid & & \mid \\
\mathbf{b}_{1} & \ldots & \mathbf{b}_{n} \\
\mid & & \mid
\end{array}\right)=\left(\begin{array}{ccccc}
2 & 0 & 0 & \cdots & 0 \\
0 & 2 & 0 & \cdots & 0 \\
\vdots & & \ddots & & \vdots \\
0 & 0 & 0 & \cdots & 2 \\
2 a_{1} & 2 a_{2} & 2 a_{3} & \cdots & 2 a_{n}
\end{array}\right), \quad \mathbf{y}=\left(\begin{array}{c}
1 \\
1 \\
\vdots \\
1 \\
2 b
\end{array}\right)
$$

Clearly, $\mathbf{B}^{\prime}$ can be constructed in polynomial time. It is easy to see that $\operatorname{rank}(\mathbf{B})=$ $n$, therefore the columns of $\mathbf{B}$, namely $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$, are linearly independent vectors and can form a lattice basis.

We will now show that,

$$
\left(a_{1}, \ldots, a_{n}, b\right) \in S u b s e t S u m \Leftrightarrow \exists \mathbf{x} \in \mathbb{Z}^{n} \text { such that }\|\mathbf{B x}-\mathbf{y}\|=\sqrt{n}
$$

(a) (" $\Rightarrow$ "): Let $\left(x_{1}, \ldots, x_{n}\right) \in\{0,1\}^{n}$ such that $\sum_{i=1}^{n} x_{i} a_{i}=b$.

Then for $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)^{\top}$ we have that

$$
\mathbf{B x}-\mathbf{y}=\left(\begin{array}{c}
2 x_{1}-1 \\
\vdots \\
2 x_{n}-1 \\
\left(\sum_{i=1}^{n} 2 x_{i} a_{i}\right)-2 b
\end{array}\right)=\left(\begin{array}{c}
2 x_{1}-1 \\
\vdots \\
2 x_{n}-1 \\
0
\end{array}\right)
$$

therefore,

$$
\|\mathbf{B x}-\mathbf{y}\|=\|( \pm 1, \ldots, \pm 1,0)\|=\sqrt{n}
$$

(b) (" $\Leftarrow$ "): Suppose that $\|\mathbf{B x}-\mathbf{y}\|=\sqrt{n}$ where $\mathbf{x} \in \mathbb{Z}^{n}$, i.e.,

$$
\begin{aligned}
& \|\mathbf{B x}-\mathbf{y}\|=\left\|\begin{array}{c}
2 x_{1}-1 \\
\vdots \\
2 x_{n}-1 \\
\left(\sum_{i=1}^{n} 2 x_{i} a_{i}\right)-2 b
\end{array}\right\|=\sqrt{n} \Rightarrow \\
& \|\mathbf{B x}-\mathbf{y}\|=\sqrt{\sum_{i=1}^{n}\left(2 x_{i}-1\right)^{2}+\left(\left(\sum_{i=1}^{n} 2 x_{i} a_{i}\right)-2 b\right)^{2}}=\sqrt{n} \Rightarrow \\
& \sum_{i=1}^{n}\left(2 x_{i}-1\right)^{2}+\left(\left(\sum_{i=1}^{n} 2 x_{i} a_{i}\right)-2 b\right)^{2}=n
\end{aligned}
$$

Therefore we have that,

$$
\underbrace{\left(\left(\sum_{i=1}^{n} 2 x_{i} a_{i}\right)-2 b\right)^{2}}_{\text {is } \geq 0}=\underbrace{n-\sum_{i=1}^{n}\left(2 x_{i}-1\right)^{2}}_{\text {must be } \geq 0}
$$

Because $x_{i} \in \mathbb{Z}$ we have that $\sum_{i=1}^{n}\left(2 x_{i}-1\right)^{2} \in \mathbb{Z}$. Since we are subtracting from $n$ a sum of nonnegative values and we want the result to be also nonnegative, and from the fact that $x_{i} \in \mathbb{Z}$ it follows that $\left(2 x_{i}-1\right)^{2}=1$ for $i=1, \ldots, n$. Therefore we have that $\left|2 x_{i}-1\right|=1$ from which we get that $x_{i} \in\{0,1\}$ for $i=1, \ldots, n$ again because $x_{i} \in \mathbb{Z}$.
Hence, for $x_{i} \in\{0,1\}$ we get that,

$$
n-\sum_{i=1}^{n}\left(2 x_{i}-1\right)^{2}=n-\sum_{i=1}^{n}| \pm 1|=0
$$

therefore we have that,

$$
\begin{array}{rlr}
\left(\left(\sum_{i=1}^{n} 2 x_{i} a_{i}\right)-2 b\right)^{2} & =0 & \Rightarrow \\
\left(\sum_{i=1}^{n} 2 x_{i} a_{i}\right)-2 b & =0 & \Rightarrow \\
\sum_{i=1}^{n} 2 x_{i} a_{i} & =2 b & \Rightarrow \\
\sum_{i=1}^{n} x_{i} a_{i} & =b &
\end{array}
$$

and this completes the proof.

The NP-completeness reduction for CVP can be generalized for any $\ell_{p}$ norm ( $p \geq 1$ ), see [84]. We note that the reductions we presented for both SVP and CVP are for the decision version of these problems.

There is a special case of $\operatorname{Gap} C V P_{\gamma}$ which is of particular interest in cryptography. If in the input of $G a p C V P_{\gamma}$ we have that $d<\lambda_{1}(\mathcal{L}) /(2 \cdot \gamma(n))$ then the problem is called Gap $B D D_{\gamma}$ where BDD stands for Bounded Distance Decoding.

The search approximation version of this problem is defined as follows,

Definition $48\left(\gamma\right.$-Bounded Distance Decoding $\left(B D D_{\gamma}\right)$ ) Given a lattice basis $\mathbf{B}$ and vector $\mathbf{t}$ such that $\operatorname{dist}(\mathbf{t}, \mathcal{L}(\mathbf{B})) \leq \gamma(n) \cdot \lambda_{1}(\mathcal{L}(\mathbf{B}))$ the task is to find the lattice vector $\mathbf{v} \in \mathcal{L}(\mathbf{B})$ closest to $\mathbf{t}$.

### 3.3 Reducing approximate SVP to approximate CVP

In this section we follow the work of Goldreich, Micciancio, Safra and Seifert in [30] to show that there is a Cook reduction from approximate SVP to approximate CVP for any $\ell_{p}$ norm ( $p \geq 1, p=\infty$ ).

One could think that we could set the target vector in CVP to be the zero vector and use this as an oracle to solve SVP for a lattice $\mathcal{L} \subset \mathbb{R}^{n}$. This would not work because in SVP we are searching for a nonzero lattice vector whereas in CVP the target vector can be the solution if it is a lattice vector itself and the zero vector is always a lattice vector. To avoid this situation we run an CVP oracle on a sublattice $\mathcal{L}^{\prime} \subset \mathcal{L}$ not containing the target vector and thus the problem now is how to select a sublattice without removing all the lattice vectors closest to the target vector. Details follow.

Proposition 3.4 Let $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ be a basis for the lattice $\mathcal{L}$ and let $\mathbf{v}=\sum_{i=1}^{n} c_{i} \mathbf{b}_{i}$ where $c_{i} \in \mathbb{Z}$, be a shortest nonzero vector in $\mathcal{L}$. Then, there exists an $i$ such that $c_{i}$ is odd.

Proof. Assume that all $i$ are even. Then,

$$
\frac{1}{2} \mathbf{v}=\sum_{i=1}^{n} \frac{c_{i}}{2} \mathbf{b}_{i}
$$

is a shorter vector in $\mathcal{L}$ contradicting the fact that $\mathbf{v}$ is a shortest vector.
Next we show how to reduce SVP to solving $n$ instances of CVP.
Given a basis $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ of the lattice $\mathcal{L}$ we construct the $j-t h$ instance of CVP for $j=1, \ldots, n$ with lattice basis

$$
\mathbf{B}^{(j)}=\left(\begin{array}{ccccccc}
\mid & & \mid & \mid & \mid & & \mid \\
\mathbf{b}_{1} & \ldots & \mathbf{b}_{j-1} & 2 \mathbf{b}_{j} & \mathbf{b}_{j+1} & \ldots & \mathbf{b}_{n} \\
\mid & & \mid & \mid & \mid & & \mid
\end{array}\right)
$$

and target vector $\mathbf{b}_{j}$.
Proposition 3.5 For $j=1, \ldots, n$ we have $\mathcal{L}\left(\mathbf{B}^{(j)}\right) \subset \mathcal{L}(\mathbf{B})$.
Proof. For every $\mathbf{v} \in \mathcal{L}\left(\mathbf{B}^{(j)}\right)$ we have that

$$
\mathbf{v}=\sum_{i \neq j} c_{j} \mathbf{b}_{i}+\left(2 c_{j}\right) \mathbf{b}_{j}=\sum_{i=1}^{n} a_{i} \mathbf{b}_{i} \Rightarrow \mathbf{v} \in \mathcal{L}(\mathbf{B})
$$

where $a_{i}=c_{i}$ for $i \neq j$ and $a_{i}=2 c_{i}$ for $i=j$.
On the other hand we have that $\mathbf{b}_{j} \in \mathcal{L}(\mathbf{B})$. Assume, for contradiction, that $\mathbf{b}_{j} \in \mathcal{L}\left(\mathbf{B}^{(j)}\right)$. Then we would have for $a_{i} \in \mathbb{Z}$,

$$
\begin{aligned}
a_{1} \mathbf{b}_{1}+\ldots+2 a_{j} \mathbf{b}_{j}+\ldots+a_{n} \mathbf{b}_{n} & =\mathbf{b}_{j} \\
a_{1} \mathbf{b}_{1}+\ldots+\left(2 a_{j}-1\right) \mathbf{b}_{j}+\ldots+a_{n} \mathbf{b}_{n} & =0
\end{aligned} \quad \Rightarrow
$$

contradicting the linear independence of $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ since $a_{j} \in \mathbb{Z}$. Therefore $\mathbf{b}_{j} \notin$ $\mathcal{L}\left(\mathbf{B}^{(j)}\right)$ and this completes the proof.

Proposition 3.6 Let $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ be a basis for the lattice $\mathcal{L}$ and let $\mathbf{v}=\sum_{i=1}^{n} c_{i} \mathbf{b}_{i}$ where $c_{i} \in \mathbb{Z}$, be a lattice vector in $\mathcal{L}$. Then

$$
\mathbf{u}=\frac{c_{j}+1}{2} 2 \mathbf{b}_{j}+\sum_{i \neq j} c_{i} \mathbf{b}_{i}
$$

is a lattice vector in $\mathcal{L}\left(\mathbf{B}^{(j)}\right)$ and $\operatorname{dist}\left(\mathbf{u}, \mathbf{b}_{j}\right)=\|\mathbf{v}\|$ where $\mathbf{b}_{j}$ is the target vector.

Proof. Since $c_{j}$ is odd then $\frac{c_{j}+1}{2}$ is an integer and thus $\mathbf{u}$ is a lattice vector in $\mathcal{L}\left(\mathbf{B}^{(j)}\right)$. So we have that,

$$
\mathbf{u}-\mathbf{b}_{j}=\frac{c_{j}+1}{2} 2 \mathbf{b}_{j}+\sum_{i \neq j} c_{i} \mathbf{b}_{i}-\mathbf{b}_{j}=c_{j} \mathbf{b}_{j}+\sum_{i \neq j} c_{i} \mathbf{b}_{i}=\mathbf{v}
$$

and the proposition follows.

Proposition 3.7 Let $\mathbf{u}=2 c_{j}^{\prime} \mathbf{b}_{j}+\sum_{i \neq j} c_{i} \mathbf{b}_{i}$ be a lattice vector in $\mathcal{L}\left(\mathbf{B}^{(j)}\right)$. Then $\mathbf{v}=\left(2 c_{j}^{\prime}-1\right) \mathbf{b}_{j}+\sum_{i \neq j} c_{i} \mathbf{b}_{i}$ is a nonzero lattice vector in $\mathcal{L}(\mathbf{B})$ and $\|\mathbf{v}\|=$ $\operatorname{dist}\left(\mathbf{u}, \mathbf{b}_{j}\right)$.

Proof. Since $c_{j}^{\prime} \in \mathbb{Z}$ then $2 c_{j}^{\prime}-1$ cannot be zero and in fact is an odd integer, and thus $\mathbf{v}$ is a nonzero vector. Then we have that,

$$
\mathbf{v}=\left(2 c_{j}^{\prime}-1\right) \mathbf{b}_{j}+\sum_{i \neq j} c_{i} \mathbf{b}_{i}=2 c_{j}^{\prime} \mathbf{b}_{j}+\sum_{i \neq j} c_{i} \mathbf{b}_{i}-\mathbf{b}_{j}=\mathbf{u}-\mathbf{b}_{j}
$$

and the proposition follows.

Theorem 3.8 For every function $\gamma(n) \geq 1$ with $n \in \mathbb{N}$, $S V P_{\gamma}\left(\right.$ resp. GapSV $P_{\gamma}$ ) is Cook-reducible to $C V P_{\gamma}\left(r e s p\right.$. GapCV $P_{\gamma}$ ). Furthermore, the reduction is nonadaptive, and all queries maintain the rank of the input instance.

Proof. We present a proof for both the decision and the search version.
Decision: Let $(\mathbf{B}, d)$ be a $G a p S V P_{\gamma}$ instance, and define $G a p C V P_{\gamma}$ instances $\left(\mathbf{B}^{(j)}, \mathbf{b}_{j}, d\right)$ for $j=1, \ldots, n$. We want to prove that if $(\mathbf{B}, d)$ is a $Y E S$ instance, then $\left(\mathbf{B}^{(j)}, \mathbf{b}_{j}, d\right)$ is a $Y E S$ instance for some $j=1, \ldots, n$ and if $(\mathbf{B}, d)$ is a $N O$ instance, then $\left(\mathbf{B}^{(j)}, \mathbf{b}_{j}, d\right)$ is a $N O$ instance for every $j=1, \ldots, n$

First assume $(\mathbf{B}, d)$ is a $Y E S$ instance and let $\mathbf{v}=\sum_{i=1}^{n}$ be a shortest nonzero lattice vector in $\mathcal{L}(\mathbf{B})$. So we have that $\|\mathbf{v}\| \leq d$ and by Proposition $3.4 c_{j}$ is odd for some $j$. The vector $\mathbf{u}$ as defined in Proposition 3.6 is in $\mathcal{L}\left(\mathbf{B}^{(j)}\right)$ and satisfies $\operatorname{dist}\left(\mathbf{u}, \mathbf{b}_{j}\right)=\|\mathbf{v}\| \leq d$, proving that $\left(\mathbf{B}^{(j)}, \mathbf{b}_{j}, d\right)$ is a $Y E S$ instance.

For the $N O$ instances we prove the contrapositive. Assume $\left(\mathbf{B}^{(j)}, \mathbf{b}_{j}, d\right)$ is not a $N O$ instance for some $j$. Then there exists a vector $\mathbf{u}$ in $\mathcal{L}\left(\mathbf{B}^{(j)}\right)$ such that $\operatorname{dist}\left(\mathbf{u}, \mathbf{b}_{j}\right) \leq \gamma(n) \cdot d$. The vector $\mathbf{v}$ as defined in Proposition 3.7 is a nonzero lattice vector in $\mathcal{L}(\mathbf{B})$ and satisfies $\|\mathbf{v}\|=\operatorname{dist}\left(\mathbf{u}, \mathbf{b}_{j}\right) \leq \gamma(n) \cdot d$, proving that $(\mathbf{B}, d)$ is not a $N O$ instance.

Search: In the search version we make $n$ queries to the $C V P_{\gamma}$ oracle with input $\left(\mathbf{B}^{(j)}, \mathbf{b}_{j}\right)$ for $j=1, \ldots, n$. Let $\mathbf{u}_{j}$ be the oracle answer for the $j-t h$ query. By Proposition $3.6 \mathbf{v}_{j}=\mathbf{u}_{j}-\mathbf{b}_{j}$ is in $\mathcal{L}(\mathbf{B})$, so it remains to show that one of them is a shortest vector.

Now suppose that $\mathbf{v}$ is the shortest vector in $\mathcal{L}(\mathbf{B})$. Then we have that $\mathbf{v}=$ $\sum_{i=1}^{n} c_{j} \mathbf{b}_{i}$ and by Proposition 3.4 there exists a $j$ such that $c_{j}$ is an odd integer. By Proposition 3.6 we have that $\mathbf{u}_{j}=\mathbf{v}+\mathbf{b}_{j}$ is the closest vector to $\mathbf{b}_{j}$ in $\mathcal{L}\left(\mathbf{B}^{(j)}\right)$ and $\mathbf{u}_{j}$ is the shortest among all $\mathbf{u}_{i}$ for $i=1, \ldots, n$ exactly because $\mathbf{v}$ is a shortest vector of $\mathcal{L}(\mathbf{B})$. So the oracle query $C V P_{\gamma}\left(\mathbf{B}^{(j)}, \mathbf{b}_{j}\right)$ will respond with the vector $\mathbf{u}_{j}$ and thus we can get $\mathbf{u}_{j}=\mathbf{v}+\mathbf{b}_{j} \Rightarrow \mathbf{v}=\mathbf{u}_{j}-\mathbf{b}_{j}$. To summarize we have that, $\lambda_{1}(\mathcal{L}(\mathbf{B}))=\min _{1 \leq i \leq n} \operatorname{dist}\left(\mathbf{u}_{i}, \mathbf{b}_{i}\right)$ where $\mathbf{u}_{i}$ is the answer to the $i-t h C V P_{\gamma}$ oracle query with input the pair $\left(\mathbf{B}^{(j)}, \mathbf{b}_{j}\right)$.

The advantages of the previous reduction are that it is gap and rank preserving. One drawback of the reduction is that it is a Cook reduction, i.e., more than one oracle query needs to be made. Furthermore, with similar ideas also in [30] there is a randomized Karp reduction from $S V P_{\gamma}$ (resp. GapSV $P_{\gamma}$ ) to $C V P_{\gamma}$ (resp. $G a p C V P_{\gamma}$ ) that maps $Y E S$ instances to $Y E S$ instances with probability at least $1 / 2$, and $N O$ instances are always mapped to $N O$ instances. This randomized
reduction is also gap and rank preserving. It is an open problem whether there exists a deterministic Karp reduction for that matter.

Proposition 3.9 Let $\mathcal{L}(\mathbf{B})$ be a lattice of dimension $n$. Then for any $\gamma(n) \geq 1$, $G a p C V P_{\gamma}$ is in NP, therefore GapSV $P_{\gamma}$ is also in NP for the same $\gamma(n)$.

Proof. Let $(\mathbf{B}, \mathbf{t}, d)$ be a $G a p C V P_{\gamma}$ instance. A witness is a vector $\mathbf{v} \in \mathcal{L}(\mathbf{B})$ such that $\|\mathbf{v}-\mathbf{t}\| \leq d$. Since vector $\mathbf{v}$ is of polynomial size because its length is at most $\|\mathbf{t}\|+d$ and can be verified in polynomial time by checking that $\|\mathbf{v}-\mathbf{t}\| \leq d$, so the proposition follows.

Proposition 3.10 Let $\mathcal{L}(\mathbf{B})$ be a lattice of dimension $n$. Then for any $\gamma(n) \geq 1$, GapSV $P_{\gamma}$ in NP.

Proof. Follows from Theorem 3.8 and Proposition 3.9.

### 3.4 Limits to inapproximability

As we saw in sections 3.1 and 3.2 even for constant approximation factors, no efficient algorithm is known for SVP (resp. GapSVP) or CVP (resp. GapCVP). GapSIVP is NP-hard to approximate to within any constant factor, and no polynomial time algorithm exists for any $2^{\log ^{1-\epsilon} n}$ factor unless $N P \subseteq D T I M E\left(2^{\text {poly }(\operatorname{logn})}\right)$.

Haviv and Regev [36] showed that for GapCRP, for all sufficiently large $p \leq$ $\infty$, there is a constant $c_{p}>1$ such that GapCRP in the $\ell_{p}$ norm is $\Pi_{2}$-hard to approximate to within any factor less that $c_{p}$ and in particular for $p=\infty$ it is $c_{\infty}=$ $3 / 2$ which gets closer to the factor 2 beyond which the problem is not believed to be $\Pi_{2}$-hard (see [31]). It is an open question where $G a p C R P_{\gamma}$ is $\Pi_{2}$-hard with respect to the $\ell_{p}$ norm for small values of $p \geq 1$. The covering radius problem can be approximated within any constant factor $\gamma(n)>1$ in random exponential time $2^{O(n)}$ (see [31]).

Khot, Popat and Vishnoi [49] showed for an arbitrarily small constant $\epsilon>0$, assuming NP $\nsubseteq D T I M E\left(2^{\log O(1 / \epsilon)} n\right)$, CVPP is hard to approximate within a factor better than $2^{\log ^{1-\epsilon} n}$ improving the previous hardness factor of $l o g^{\delta} n$ for some $\delta>0$ due to Alekhnovich, Khot, Kindler and Vishnoi [7].

One might hope to increase the factors in the hardness results above, however there seem to be strict limits to any such improvements. We note that AM is the complexity class of languages that have a constant round interactive proof system. A well-known complexity theoretic result is that if $N P \subseteq c o A M$, then the polynomial hierarchy collapses (see Boppana, Håstad and Zachos [12]).

In general, proving that for some approximation factor $\gamma(n)$ a certain problem is in a class not believed to be in NP such as coNP or coAM, implies that for that approximation factor the problem is not NP-hard, assuming that the polynomial hierarchy does not collapse. From Propositions 3.9 and 3.10 we have that for any $\gamma(n) \geq 1, G a p C V P_{\gamma}$ and $G a p S V P_{\gamma}$ are in NP.

Lagarias, Lenstra and Schnorr in [50] showed that for $\gamma(n)=n^{3 / 2}, G a p S V P_{\gamma}$ and $G a p C V P_{\gamma}$ are in coNP. Banaszczyk [10] improved this to $\gamma(n)=n$. Goldreich and Goldwasser in [26] showed that for some $\gamma(n)=O(\sqrt{n / \log n})$, $G a p S V P_{\gamma}$ and $G a p C V P_{\gamma}$ are in coAM.

Aharov and Regev in [1] showed that for some $\gamma(n)=O(\sqrt{n}), G a p S V P_{\gamma}$ and $G a p C V P_{\gamma}$ are in NP $\cap$ coNP but their result for gaps between $\sqrt{n / \log n}$ and $\sqrt{n}$ does not apply, and so containment in NP $\cap$ coNP is not known to hold.

Therefore for some $\gamma=O(\sqrt{n}) G a p S I V P_{\gamma}$ and $G a p C R P_{\gamma}$ have been placed in coNP and for $\gamma(n)=2$ in AM (see [1]). For some $\gamma(n)=O(\sqrt{n / \log n})$ $G a p C R P_{\gamma}$ has been placed in coAM (see [31]).
$G a p C V P P_{\gamma}$ has been known to be computable in polynomial time (not including the arbitrary preprocessing stage) for $\gamma(n)=O(\sqrt{n / \log n})$ (see [1]).

The approximation version of the Bounded Distance Decoding problem, namely $B D D_{\gamma}$, has been shown to be NP-hard for $\gamma \geq \frac{1}{\sqrt{2}}$ by Liu, Lyubashevsky and Micciancio in [52] and is an open question whether it is hard for smaller $\gamma$. We note that the $B D D_{\gamma}$ problem becomes harder as $\gamma$ becomes larger. In the same paper the authors showed that for $\gamma=O(\sqrt{(\log n) / n}) B D D_{\gamma}$ with preprocessing can be solved in polynomial time. For a connection of the Bounded Distance Decoding with other lattice problems see Lyubashevsky and Micciancio [53].

## 4

## Lattice-based cryptography

In this chapter we talk about lattice-based cryptographic constructions and latticebased public-key encryption schemes based on the Learning With Errors problem. Before we do that, we formally define what is a public-key encryption scheme.

Definition 49 A public-key encryption scheme is a tuple of probabilistic polynomial time algorithms (Gen, Enc, Dec) such that:
(1) The key generation algorithm Gen takes as input the security parameter $1^{n}$ and outputs a pair of keys $(p k, s k)$, the public key and the private key respectively.
(2) The encryption algorithm $E n c$ takes as input a public key $p k$ and message $m$ from some underlying plaintext space (that may depend on $p k$ ), and it outputs a ciphertext $c$.
(3) The decryption algorithm $D e c$ takes as input a private key $s k$ and a ciphertext $c$, and outputs a message $m$ or a special symbol $\perp$ denoting failure. We assume without loss of generality that Dec is deterministic.

### 4.1 Early lattice-based cryptography

Lattice-based cryptography began with the seminal work of Ajtai [2] who showed that random instances of a certain problem are at least as hard to solve as worst-case instances of lattice problems.

The average-case / worst-case connection is of particular interest in cryptography. For example consider a cryptographic scheme in which one can prove that breaking the scheme implies factoring some natural number $N$. Hence, one must choose a number $N$ that is computationally difficult to factor. But how can we do that? Certainly not by choosing $N$ in a range at random because with probability
$1 / 2$ the number will be even. Maybe choosing two large primes $p, q$ and setting $N=p q$ will make $N$ hard to factor but one must be careful in how to choose the two primes so as to not make their product easy to factor for some specialized algorithms.

On the other hand, lattice-based schemes, do not have this problem. Showing that if uniformly random instances of a certain problem $\Pi$ can be solved then certain other hard problems can be solved for all lattices, is a very useful feature for cryptography if we base the security of a cryptographic scheme on the hardness of problem $\Pi$. Notice that coming up with a hard instance of problem $\Pi$ is now easy - just generate a random instance of it. That way one can build cryptographic schemes based on the hardness of random instances of problem $\Pi$ which in turn are as difficult to solve (and thus break the scheme) as worst-case lattice problems.

Briefly, Ajtai created a family $\mathcal{H}$ of collision-resistant functions $h_{\mathbf{A}}$ indexed by $\mathbf{A} \in \mathbb{Z}_{p}^{n \times k}$ where $k>n$ logp and the input to the functions is a vector $\mathbf{x}$ in $\{0,1\}^{k}$. The output is $h_{\mathbf{A}}(\mathbf{x})=\mathbf{A x} \bmod p$. Ajtai showed that finding two distinct vectors $\mathbf{x}, \mathbf{x}^{\prime}$ such that $h_{\mathbf{A}}(\mathbf{x})=h_{\mathbf{A}}\left(\mathbf{x}^{\prime}\right)$ for random $\mathbf{A}$, is as hard as solving certain lattice problems for all lattices (see [2, 27]).

The first cryptosystem that was based on the worst-case hardness of lattice problems was the Ajtai-Dwork cryptosystem [4] (the second one). The security of this system was based on the worst-case hardness of the approximate "unique" Shortest Vector Problem $u S V P_{O\left(n^{8}\right)}$. Recall that in $u S V P_{\gamma(n)}$ the task is to find the shortest vector in a lattice in which the shortest vector is guaranteed to be at least $\gamma(n)$ times smaller than the next shortest (nonparallel) vector. Although the system was not presented using lattices, in the security proof they showed that every instance of uSVP could be transformed into a random instance of their cryptosystem with high probability. However the fact that this cryptosystem is not efficient enough to be practical and secure at the same time was confirmed by Nguyen and Stern [70] in their cryptanalysis of the Ajtai-Dwork cryptosystem. Goldreich, Goldwasser and Halevi [28] proposed a modified version of the Ajtai-Dwork cryptosystem. In their version, they eliminated decryption errors that may appear with small probability (inversely proportional to the security parameter). For both these cryptosystems, CCA1 attacks were presented in [32, 44].

In 1997, Goldreich, Goldwasser and Halevi [29] proposed a public-key cryptosystem (encryption and signatures) inspired by McEliece cryptosystem [54] (which is based on error-correcting codes) and relying on the hardness of CVP. Roughly, their public-key encryption scheme works as follows: The secret key $\mathbf{A}$ is a "good" basis for a random lattice $\mathcal{L}$ and the public key is a "bad" basis $\mathbf{B}$ for the same lattice $\mathcal{L}$. The plaintext message is encoded in vector $\mathbf{s}$ and the ciphertext is $\mathbf{c}=\mathbf{B s}+\mathbf{e}$ where $\mathbf{e}$ is a small random error vector. That way of creating the ciphertext resembles the McEliece cryptosystem. To decrypt $\mathbf{c}$ first apply Babai's round-off
algorithm so that $\mathbf{d} \leftarrow\left\lfloor\mathbf{A}^{-1} \mathbf{c}\right\rangle$. Then $\mathbf{d}$ with be $\mathbf{A}^{-1} \mathbf{B s}$ since the error $\mathbf{e}$ is small, Babai's round-off algorithm will remove it. Finally, compute $\mathbf{B}^{-1} \mathbf{A A}^{-1} \mathbf{B s}$ to recover the original plaintext $\mathbf{s}$. In 1999, Nguyen [66] showed that the proposed selection of the error vector $\mathbf{e}$ had as a result the leakage of information on the plaintext, and this information leakage allows an attacker to reduce the problem of decrypting ciphertexts to solving particular CVP instances which are much easier that the general problem. Namely, for these instances, the given vector is very close to the lattice, which makes it possible in practice to find the closest vector by standard techniques. Nguyen suggested modifications to fix the encryption process, but estimate that, even modified, the scheme cannot provide security without being impractical, compared to existing schemes. Learning the results of Nguyen's cryptanalysis, one of the authors declared the scheme "dead" [66, p. 3].

In 1998, Hoffstein, Pipher and Silverman [42] proposed a public-key cryptosystem named NTRUEncrypt (original name is NTRU) which was based on the algebraic structures of certain polynomial rings. The hard problem underlying NTRUEncrypt is SVP, although the initial description of NTRUEncrypt does not involve lattices. We use the name NTRUEncrypt to distinguish this cryptosystem from a public-key digital signature cryptosystem named NTRUSign. Since its first release NTRUEncrypt has undergone changes especially in way the parameters are chosen. The latest version is of 2008 and the system is fully accepted to IEEE P1363 standards under the specifications for lattice-based public-key cryptography. In April 2011, NTRUEncrypt was accepted as a X9.98 Standard, for use in the financial services industry. Many attacks have been proposed for NTRUEncrypt,see [16, 86, 33, 43, 55, 23], but so far, the NTRUEncrypt cryptosystem remains strong.
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[^0]:    ${ }^{1}$ Promise problems are a generalization of decision problems where one is asked whether a given input satisfies one of two mutually exclusive properties. Unlike decision problems, these two properties are not necessarily exhaustive. The problem is, under the promise that the given input satisfies one of the two conditions, tell which of the two properties is satisfied. If the input satisfies neither property, then any answer is acceptable.

[^1]:    ${ }^{2}$ The algorithm was first written down by Lagrange and later by Gauss, but is usually called the "Gauss algorithm".

