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Abstract

This dissertation revolves around the development of both h- and hp-
version interior penalty discontinuous Galerkin finite element methods for
boundary value problems of strain gradient elasticity and of plate theory. It
also engages with the design of h- and hp-version continuous interior penalty
finite element method for one-dimensional boundary value problems of strain
gradient elasticity. Overall, this research endeavor focuses on conducting
either a priori error analysis for one-dimensional problems or a posteriori
error analysis for higher dimesional problems. To that end, a functional,
analytic framework is presented employing broken Sobolev spaces as well as
corresponding finite element spaces for the above methods.
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Hepiinwn

H cvykexpévn didaktopikn dtoTpiPn Tpaypotevetal Ty avantuén g h- kot g
hp-gxdoyng tov acvveyov Galerkin pefdowv menepacuéveov GToXEI®V E0OTEPIKNG
TOWNG YW TO TPOPANUOTE GLVOPLOIKAOV TWdV NG Bewplag Pabuidag g
TapapdpemoNg, Kabds Kot ¢ Bewpiag twv mhakov. EmmAéov, npaypatedeton tov
oyedlacpd g h- kot g hp-gkdoyng ¢ cvveyovg LeBdOOV TEMEPAGUEV®VY GTOLYXEIDV
ECMTEPIKNG TOVNG Y10 TAL LOVOILAGTATO TPOPANLUATO GUVOPLOK®OV TILAOV TNG Bempiog
Babuidag g mapopdpemong. evikd, m CLYKEKPEVN €PELVNTIKY TPOCTAOELN
EMKEVTIPMOVETAL 0TN Oleaymyn avdALoNG CEAALATOG €iTe €K TV TPOTEP®V Yol
npoPApata piog otdotoong €ite ek TV LOTEPOV Yo TPOPANUATE VYNAOTEPNG
dtotaons. I' avtd tov Adyo, mapovstalovpe OAOVG TOVS ATOPOLITTOVS OPLGHOVG,
KaOdG Kot ta padnuotikd epyoieio, TOV YOPO®V CLVOPTNCEDV TOV YPTCLLOTOLOVVTOL
oe avTéc TIC peBoddovg, MTol Tovg emovopaldpevoug ympovg Sobolev kot Tovg
AVTIGTOLYOVG YDPOVS TENEPACUEVOV GTOLXEIMV, EMIONC.
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Chapter 1

Introduction

The models of biology, chemistry, engineering, finance, mathematics and
physics are usually ordinary or partial differential equations equipped with
certain boundary and/or initial conditions. It is notable that in most cases of
interest there are not known ways of finding the solutions of such differential
equations analytically. Ergo, the need to resort to numerical approximation
of the solution of differential equations is apparent.

During the last decades, FEMs have been widely accepted as one of the
most powerful tools for the numerical approximation of the solutions of par-
tial differential equations. The success of FEMs is mainly thanks to their abil-
ity to deal with complicated geometries and non-structured discretizations,
as well as thanks to the solid mathematical theory that has been developed
for the analysis of their performance.

Various FEMs have been proposed over the years aiming to solve more
complicated problems or to improve the performance of existing methods.
Important classes of FEMs go under the general terms DGFEMs as well
as CIPFEM. The former methods have been proven to be efficient for the
solution of equations, due to some favourable properties they share, such
as local conservation of the state variable, good performance near possible
discontinuities of the solution, great flexibility in the mesh design as well as
in the enforcement of the boundary and initial conditions. The latter method
has been proven to be efficient for the solution of fourth-order equations, on
account of some encouraging properties it shares, for instance combination
of the advantages of the CG and DG schemes, involvement of the primary
variable only, use of continuous shape functions (i.e. lower computational
cost) and great flexibility in the enforcement of the boundary and initial
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conditions.

The success motivated researchers to consider DGFEMs as attractive con-
tenders for the numerical solution of diverse problems. On the other hand,
the CIPFEM counts only eleven years of living (although it was based on the
ideas of Baker [16]) and is already considered a superior method for the nu-
merical solution of 4th-order equations. Indeed, we have recently witnessed a
revived interest on the derivation of non-conforming discretizations for vari-
ous kinds of operators, partially based on ideas which appeared in the 1970’s
and in the early 1980’s whose further development had been somewhat la-
tent until the late 1990’s, and especially in the early 2000’s for the CIPFEM,
when the potential of such methods in this context was realised.

This work revolves around the error analysis, either a priori or a posteriori,
and performance of the h-version as well as of the hp-version both of the
IPDGFEMs and the CIPFEM for boundary value problems (either in SGE
or in linear elasticity) on shape-regular meshes.

DG methods can be separated into two main categories: methods which
are discontinuous in time, and methods being discontinuous in space. Time-
DG methods have been developed for first- and second-order hyperbolic equa-
tions, and are often encountered in fully discrete space-time finite element
formulations.

In this work, we will focus on methods which are discontinuous in space.
The DG method has established itsself as a viable method for solving first-
order hyperbolic partial differential equations in fluid mechanics. Disconti-
nuities may be present in the solution, and the DG methods seems to be the
natural approach for capturing these numerically.

The first DGFEM was introduced in 1973 by Reed and Hill [173] for the
numerical solution of first-order hyperbolic problems, i.e. for the numerical
solution of the neutron transport equation, as an alternative to high-order
finite difference and finite volume methods. Lesaint and Raviart presented
the first analysis for this method in [148] using Fourier techniques. Johnson
and Pitkaranta proved error bounds for the L*-norm error [139], which were
improved by Richter [174]. Ten years ago, there had been an increasing
interest in their development, see [148, 138, 59, 61] and [175, 63, 93, 94, 95],
as well as generalizations of these ideas for hyperbolic systems by Houston,
Jensen and Suli [131] and Larson and Barth [147], following the work in [139]
on Friedrichs systems.

Simultaneously, but quite independently, Galerkin methods using dis-
continuous finite elements were proposed as non-standard schemes for the



numerical approximation of second-order elliptic problems. These DG meth-
ods were traditionally termed as penalty methods. The name is by reason of
the presence of certain terms; in those finite element formulations penalise
the discontinuities in order to ensure the consistency of the approximation.
Nitsche in [163] first proposed the idea of weakly imposing the boundary
conditions for elliptic problems, deriving a symmetric finite element formu-
lation. In fact, Nitsche’s method features two crucial characteristics, namely
the elimination of a Lagrange multiplier by means of an energetically con-
sistent flux weighting function and the introduction of a stabilization term.
Dirichlet boundary conditions are built into the weak form. Rather than
invoking an unknown Lagrange multiplier, however, Nitsche chose a flux-like
weighting function instead. In addition, Nitsche introduced a stabilizing term
on the boundary for enforcing the homogeneous Dirichlet boundary condition
he considered. This choice for the weighting function and the stabilization
on the boundary led to optimal convergence rates for the elliptic Poisson
equation. A penalty method, presented by Babuska [8], had the same goal of
building the boundary condition into the weak form. However, that penalty
method suffered from a consistency error, as the weak formulation proposed
therein did not satisfy the original problem.

Douglas and Dupont [82] extended Nitsche’s idea to DG methods for
linear elliptic and parabolic problems. They applied Nitsche’s approach on
an element level, and summing all element contributions. It resulted in a
modified weak form with flux-weighted and penalized interelement condi-
tions. In particular, jump terms in the unknown variable across interior
boundaries arose, which were penalized to approximately enforce continuity
across element interfaces. Wheeler [202] analyzed this method, and Percell
and Wheeler [168] recognized the significance of this method for hp-adaptive
finite element strategies. Arnold [3, 4] investigated these interior penalty
methods for linear and non-linear parabolic boundary value problems. A
method by Delves and Hall [77], which the authors termed the global ele-
ment method, also features flux-weighted interface conditions. However, it
lacks the stabilization (or interior penalty) term, which results in the ma-
trix being indefinite. The most successful attempts to formulate consistent
penalty methods, in the spirit of Nitsche’s work, were made by Wheeler and
Arnold as referred above. These appeared in the 1970’s and early 1980’s and
their development continues until today:.

In fact, in the late 1990’s until today, a number of methods, belonging to
this family, were proposed by various researchers. These include the method
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of Bassi and Rebay [20]; its variants developed by Brezzi et al. [46, 47],
the generalization of these ideas in the context of local DGFEMs due to
Cockburn et al. [62, 69, 49, 50], as well as the so-called IP methods by
Riviere et al. [177, 178, 179], Houston et al. [130], Suli et al. [188, 189, 190]
and Georgoulis [113, 114].

Furthermore, another method, belonging to the above family, is the DG
method of Baumann and Oden [21, 164, 15] which is essentially a parameter-
free counterpart to the IP methods. A strong influence on the development
of the DG method for second-order equations was the work of Baumann [21].
By reversing the sign of the flux-weighted interface conditions in the global
element method, which can be traced back to the original work by Nitsche, he
obtained a method amenable to a variety of elliptic and hyperbolic problems
of fluid mechanics. The sign reversal renders the originally symmetric formu-
lation of Delves and Hall and Nitsche non-symmetric. For the application of
Baumanns method to advective-diffusive problems, which was the ultimate
goal, symmetry of the system is, however, unimportant, as the contribution
of the advective operator leads to a non-symmetric system. In addition, the
sign reversal results in advantages for the analysis of the method. Another
benefit of Baumann’s method is the fact that no auxiliary variables need to
be introduced, as was the case for mixed methods; which reduces the num-
ber of unknowns. The disadvantage of the method, however, is that stability
and convergence could only be established analytically for cubic or higher
order interpolation. Babuska et al. [15] provide numerical evidence that the
method is also stable for quadratic interpolation by numerically evaluating
the inf-sup condition in a one-dimensional setting. An interesting detail
worth mentioning is their observation of a loss of accuracy of Baumann’s
method in the L?-norm for even orders of interpolation.

Various contributions by Oden et al. [164] as well as Baumann and Oden
[22, 23] explore Baumanns method numerically and analytically and apply it
to the solution of the Euler and Navier-Stokes equations in an hp-adaptive
environment. Prudhomme et al. in [170] establish hp-version a priori er-
ror estimates. Research efforts have been aimed at stabilizing Baumann’s
method and thereby linking it back to the original development by Nitsche
and to the IP methods discussed earlier. Arnold et al. have presented a gen-
eral framework in [5] for stabilized and non-stabilized DG methods for ellip-
tic equations. Suli and Mozolevski also presented in [190] an hp-IPDGEMs
for the biharmonic equation, including symmetric and non-symmetric for-
mulations together with their combinations, the semi-symmetric formula-



tion. They additionally established error bounds that were optimal in h and
slightly suboptimal in p.

The introduction of non-conforming (or imcompatible) finite elements
for bending problems in 1973 can be considered as a precursor to the DG
method in structural mechanics. Wilson et al. [204] designed an imcompatible
modes finite element which was discontinuous on the interior boundaries
between the nodes. This construction resulted in improved bending behavior
of the element. The convergence behavior of the non-conforming element was
analyzed by Lesaint [149]. Kikuchi and Ando [145] presented a formulation
for thin plates and shells with non-conforming normal rotations.

Most of the development of the discontinuous Galerkin method has been
motivated by problems from fluid mechanics. Cockburn and Shu [59] intro-
duced a Runge-Kutta discontinuous Galerkin method for the solution of first-
order non-linear hyperbolic conservation laws. An hp-adaptive discontinuous
Galerkin method for first-order problems was developed and analyzed by Bey
and Oden [29], and a more detailed analysis was presented by Houston et al.
[128]. Bassi and Rebay [18] presented a DG method for the solution of the
Euler equations, which paved the way for research efforts aimed at solving
the Navier-Stokes equations.

The initial approach for solving second-order hyperbolic equations was to
rewrite the equation as a system of first-order equations. Introducing the flux
as an auxiliary variable, which is the first derivative of the primary variable,
one can numerically solve the first-order system of equations. The advantage
of this mixed approach is that one can solve a second-order equation with
a method originally designed for first-order problems. The disadvantage,
however, is a considerable increase in the unknowns due to the introduction
of auxiliary variables. Bassi and Rebay in [18] extended their method to a
mixed approach for solving the compressible Navier-Stokes equations. Their
method was analyzed by Brezzi et al. in [47] and generalized by Cockburn
and Shu in [62].

The revived interest in discontinuous methods can also be witnessed by
the work of many researchers developing DG methods for various boundary
value problems. Feng and Karakashian [96, 97] proposed some two-level non-
overlapping and non-overlapping additive Schwarz methods for a DG method
for solving second order elliptic problems as well as the biharmonic equation.
They also presented in [98] fully discrete DG methods, with variable meshes
in time, developed for the fourth order Cahn-Hilliard equation, arising from
phase transition in material science. Karakashian and Pascal [143] introduced
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some a posteriori error estimators for a DG approximation of second order,
based on the ideas and techniques of domain decomposition. In [180], Riviere
extensively analyzed the theoretical foundations of the DG methods for solv-
ing elliptic and parabolic equations. What is more, McBride and Reddy,
in [156], proposed a DG method for classical and gradient plasticity. The
drawback of that method is that the use of low order elements is essential to
contain the computational expense of the formulation, but these elements are
prone to locking. By using lifting operators, Georgoulis and Houston [114]
presented the design and the analysis of hp-version DGFEMs for boundary
value problems involving the biharmonic operator. In addition, Georgoulis
and al. [115] introduced a residual based a posteriori error indicator for DG
discretizations of the biharmonic equaton. In [121], Gudi developed a new
error analysis of DG methods, by replacing the Galerkin orthogonality with
estimates borrowed from a posterior error analysis and by employing a dis-
crete norm that is well defined in H*. Furthermore, Schotzau et al. [184] pro-
posed a mixed hp-DGFEM for the incompressible flows. Bassi, Karakashian
and Oden have also developed DG methods for the Navier-Stokes equations
in [20, 142, 166]. Depres, in [78, 79|, additionally proposed DG methods
for the Euler equations. Finally, Warburton [200] presented hp-version DG
methods for the Maxwell equations, etc.

The similarities between the growing number of new such methods led
Arnold et al. to seek a unified framework for deriving and analyzing DG
methods [6]. A nice survey of the method mentioned can be found in Cock-
burn et al. in the important volume [67].

Stabilized methods were proposed in the 1980s to account for the fact that
continuous Galerkin methods of certain boundary value problems do not in-
herit the stability properties of the continuous problem. They were originally
introduced for the advection-diffusion equation by Brooks and Hughes [48]
and subsequently generalized by Hughes et al. [136]. Stabilized methods have
been analyzed extensively, and the theoretical foundations are still being ex-
plored. Two frameworks for deriving stabilized methods and stabilization pa-
rameters have been established, namely the variational multiscale approach
[137] and the residual-free bubble approach [43, 44]. The two approaches
have been shown to be equivalent under certain circumstances [45]. Stabi-
lization enhances stability without sacrificing accuracy by changing the weak
formulation of the boundary value problem under consideration. Weighted
residual terms are added to the variational equation, which involve a mesh-
dependent stabilization parameter. These extra terms usually are functions



of the Euler-Lagrange equations on an element level to ensure consistency of
the method.

As for the CIP method, IP methods were also used in 1977 by Baker [16]
for imposing C''-interelement continuity on C%-elements for fourth-order prob-
lems. In these, of course, it was the jump in the normal derivative that pe-
nalized. That method was considered the fundamental step of CIP method.
Since the early 1980’s, less attention had been paid to the idea of Baker, un-
til 2002, when Engel et al. [86] developed the CIP method (or alternatively
C/DG method) for the numerical solution of fourth-order elliptic partial dif-
ferential equations. In other words, they achieved to combine the advantages
of CG, DG and stabilized methods to design a superior finite element formu-
lation for fourth-order elliptic problems.

From that moment, there was a great interest for the CIP method. Bren-
ner and Sung [34] presented CIP methods for fourth-order elliptic boundary
value problems on polygonal domains. With exact words, they established
new CIP methods which are based on a post-processing procedure that can
generate C'-approximate solutions from C°-approximate solution. Brenner
et al. in [37] proposed a reliable and efficient residual-based a posteriori
error estimator for the quadratic CIP method for the biharmonic problem
on polygonal domains. Furthermore, Brenner and Neilan [38] developed a
CIP method for a fourth-order singular perturbation elliptic problem, in two
dimensions, on polygonal domains. Brenner et al. additionally developed a
priori as well as a posteriori error estimates for quadratic CIP methos for lin-
ear, fourth-order boundary value problems with essential and natural bound-
ary conditions of the Cahn-Hilliard type [39]. Moreover, Hansbo and Larson
in [122], presented a posteriori error estimates for C/DG approximations of
the Kirchhoff-Love plate. What is more, Eptaimeros and Tsamasphyros [90]
presented the h-version CIP method for a sixth-order equation of SGE.

In the sequel, we shall be concerned with IP methods. In particular, we
shall be concerned with the h-version and hp-version of both IPDG and CIP
methods, following the concepts of Arnold, Georgoulis, Houston, Riviere,
Suli, Wheeler [202, 4, 188, 176, 177, 179, 130, 190, 114] in the former case,
but concepts of Engel et al. [86] in the latter.

We shall provide a priori error estimates for one-dimensional problems
in SGE, and a posteriori error estimates for higher-dimensional problem in
linear elasticity as well as in SGE, with assumptions on the shape of the
elements. A subdivision 7 of €) into triangular or quadrilateral elements K
is said to be shape-regular if there exists a positive constant C' such that, for
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every element K € T,

'K

where Ry, ri are the radii of the circumcircle and inscribed circle either of
the triangular or the quadrilateral K, respectively. This condition essentially
means that all the edges of K are of comparable size and their ratios are
uniformly bounded throughout the mesh. Actually, as in certain cases the
solution behaves differently in different coordinate directions (e.g., existence
of boundary or interior layers, or regularity constraints), the use of shape-
regular elements can lead either to prohibitively expensive discretizations or,
if the computational resources are limited, to poor accuracy. This is because,
in the presence of steep gradients in the solution, a significant number of
degrees of freedom may be needed to capture the behaviour in one coordinate
direction, whereas a substantially smaller number may be required for the
other coordinate directions in which the solution exhibits little variation.

Our theory will cover the h-version and the hp-version of IPDGFEMs and
of CIPFEM, respectively. The notion of hp-version FEM was introduced by
Babuska in the 1980’s, after the p-version FEM was proposed by Babuska
et al. [11]. The hp-version admits local variation of both the size of the el-
ements (for instance, by subdividing the existing ones) and of the degree of
the (polynomial) basis functions on every element, in order to achieve con-
vergence. Especially, DGFEMs appear to be advantageous in the hp-version
context compared to standard (conforming) FEMs; in the sense that they
are flexible in terms of using different polynomial degrees on every element
without concerns about interelement continuity requirements.

The current use of complex materials in nanotechnology and industrial
engineering has led to a number of intricate problems in mechanics as the
macroscopic behavior of such materials often depends critically on their sub-
structures. In this context, higher-order continuum theories, i.e. theories
being capable of reflecting the effects of inner structure through introduction
of proper material constants, have become a very attractive alternative for
the mathematical modeling of the behavior of modern technological materi-
als. Such theories have been proven competent to yield more realistic results
in several phenomena of solid deformation, when compared to classical elas-
ticity. The problem of dispersion of elastic waves at low frequencies has been
treated by Mindlin in 1964 [157]. Within the concept of dipolar (first) strain
gradient theory of elasticity, Mindlin produced dispersion curves that closely
resembled the experimental ones. Further applications of first strain gradient



elasticity involve fracture and dislocation modeling [107, 155].

The success of strain gradient theories is based on the effects of the under-
lying micro-structure of solids taken into account. A basic drawback is the
imperative insertion of a large number of material parameters. For instance,
in the case of linear anisotropic elasticity, there are 903 independent material
constants, reducing to 18 for centrosymmetric, isotropic materials.

The fundamental characteristic of the gradient elasticity theory (and the
main difference from classical elasticity) is that the strain energy density is
a positive-definite functional of the standard strain (as in classical elasticity)
and either the second gradient of the displacement field (Form I) or the first
gradient of strain (Form II). Other forms can be found in the literature [157,
158].

The main idea of generalized continuum theories is that a macroscopic
medium (macro-medium) contains either elements or particles (macroparti-
cles), considered a deformable medium, as well. The internal structure of
the macro-particles is considered responsible for, as macro-particles consist
of sub-particles called micro-media. Owing to this assumption, we reach the
conclusion that each macro-particle obtains an internal displacement field.
Now, if we consider that the internal field is linear in internal coordinate vari-
ables, then dipolar theories or grade-two theories are deduced [157, 30, 158].

The new material constants, which relate generalized stress variables with
generalized strains, contain certain characteristic lengths associated with the
size and topology or the material micro-structure. In the same fashion,
size effects are introduced in the stress analysis. Typical gradient elasticity
models are concerned with materials having periodic micro-structure such
as crystals (crystal lattices), polycrystal materials (crystallites), polymers
(molecules) as well as granular materials (grains); we denote by words into
the parentheses the respective micro-media [157].

Various either analytical methods or FEMs have been proposed over the
years for the SGE. Amanatidou and Aravas [2] presented mixed finite element
formulations for SGE problems in 2002. In addition, Engel et al. developed
a C/DG method for fourth-order elliptic problems with application to SGE
the same year. In 2003, Papargyri-Beskou et al. [167] analytically solved the
problems of bending and stability of Bernoulli-Euler beams, on a basis of
a simple linear theory of gradient elasticity with surface energy. In 2006,
Georgiadis and Grentzelou [110] also introduced energy theorems for DGE
and the year after, Giannakopoulos and Stamoulis [116] carried out the size
effects in the problems of cantilever beam bending together with cracked bar
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tension within the gradient elasticity framework; thus, they managed to de-
cuce analytical solutions for metrics that characterized both the normalized
stiffness and toughness. Tsamasphyros et al. [195] that year proposed mixed
finite element C°-continuity formulations, based on the generalizations of the
well-known Ciarlet-Raviart mixed method, for the solution of some types of
one-dimensional fourth- and sixth-order equations, resulting in axial tension
and buckling of gradient elastic beams, respectively. In keeping with these
developments, Markolefas et al., additionally presented mixed weak formu-
lations for general multi-dimensional DGE boundary value problems [153].
Three years later in 2010, Tsamasphyros and Vrettos [196] developed a mixed
finite volume formulation for the solution of 1D as well as 2D equations in
strain gradient elasticity while Filopoulos et al., proposed a dynamic finite
element analysis for a gradient elastic bar by including the micro-inertia [100].

1.1 Motivation

The aim of this section is to further motivate the use of DGFEMs as well as
the use of CIPFEM.

It is well known that in problems where steep gradients are present in the
analytical solution (existence of boundary or interior layers, etc.), standard
conforming Galerkin FEMs produce oscillatory solutions, when the number of
degrees of freedom is insufficient to resolve the rapid variation. Stabilisation
methods (streamline-diffusion stabilisation [134, 140] bubble stabilisation [43,
45]) may be employed in order to counteract the undesirable oscillatory effects
in standard conforming Galerkin FEMs. FErgo, an investigation of IPDG
methods as well as the CIP method on shape regular meshes emerges to be
interesting.

DGFEMs provide great flexibility in terms of mesh design. They can eas-
ily handle very general non-matching grids containing hanging nodes, varying
polynomial degrees in the local basis functions, without introducing any in-
terelement compatibility conditions that are required by standard FEMs to
maintain the conformity of the finite element space. DG methods are, there-
fore, well suited in the context of adaptivity. Adaptive h-refinement gives
rise to hanging nodes in the adapted mesh. For conforming FEMs this dif-
ficulty is addressed by also refining elements adjacent to the one which has
been refined in order to eliminate the hanging nodes. On the contrary, for
DG methods, the presence of hanging nodes does not constitute a problem
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as meshes containing hanging nodes are perfectly admissible. Wherefore, the
additional work of removing hanging nodes becomes redundant.

CIP method is DG method that use standard continuous finite elements.
Furthermore, CIPFEM has certain advantages over classical FEMs for fourth
order problems. First of all, it is much simpler than C*-FEMSs. Indeed, the
lowest order CIP method is as simple as classical non-conforming FEMs. But
unlike classical non-conforming FEMs that only use low order polynomials,
CIP method comes in a natural hierarchy and higher order CIP method can
capture smooth solutions efficiently. Compared with mixed FEMs, the sta-
bility of CIP method can be established in a straightforward manner and
the symmetric positive definiteness of the continuous problems is preserved
by CIP method. Moreover, a noteworthy feature of the CIP method is that,
unlike mixed methods and non-conforming methods, the design of the quasi-
optimal CIP method is straightforward even for complicated fourth-order
problems, using only integration by parts, symmetrization and penalization.
Since the underlying finite element spaces are standard spaces for second
order problems, multigrid solves for the Laplace operator can be used as nat-
ural preconditioners for CIP method [35], and problems on smooth domains
can be easily handled by isoparametric CIP method [40]. These are also
significant advantages of CIP method over the classical approaches.

The advantages of DG methods become more obvious in the context of
p-adaptivity. Indeed, as there is no continuity requirement across element
interfaces, every element admits a local basis with arbitrary polynomial de-
gree (or, more generally, basis consisting of functions qualitatively different
from the ones of neighbouring elements). In the context of hp-FEM, it is also
feasible for neighbouring elements to have local bases with different (poly-
nomial) degrees. This is done by carefully choosing these basis functions;
see [11, 14] for details. In a nutshell, the idea is to consider basis functions
that vanish on the element edges for the additional degrees. This does not
appear to be very efficient though, as the information is transmitted through
the generally lower degree basis functions residing on the interfaces.

What is more, we mention that discontinuous methods are very suitable
for handling geometrically complicated computational domains. Indeed, as
the boundary conditions are imposed in a weak sense rather than pointwise,
as is the case for standard conforming FEMs, the flexibility in this context
is apparent.

Furthermore, certain discontinuous methods, such as IP methods, ad-
mit weaker communication between the elements than standard conforming
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FEMs. This is a desirable property as these methods can be easily paral-
lelised and may generally produce linear systems with sparser matrices than
the ones obtained from standard FEMs. Moreover, as there are no strong
interelement continuity requirements, orthogonal basis functions can be eas-
ily constructed, and lead to diagonal mass matrices. This fact is significant
for unsteady problems where successive computations of mass matrices may
become expensive for long-time simulations.

Moreover, many DG methods admit local conservation of the state vari-
able, which makes them attractive for the numerical approximation of non-
linear hyperbolic problems [21, 67, 6]. For problems that may admit discon-
tinuous solutions due to either discontinuous initial conditions or the devel-
opment of shocks, DG methods seem to be advantageous compared to the
standard conforming techniques as, if non-physical oscillations are present in
the solution around discontinuities, they are typically more localised than in
the continuous FEMs [67].

In addition, DG methods are particularly suitable when the solution ex-
hibits elementwise regularity only. Hence these methods are applicable, with
minor modifications only, to elliptic transmission problems, where disconti-
nuities in the data may lead to discontinuities in the diffusive fluxes of the
solution.

Into the bargain, efficient preconditioners have recently been proposed
by Houston for the p-version IP method. Actually, it has been observed
that block-diagonal preconditioners (block- Jacobi, block-Gauss-Siedel etc.)
are robust with respect to the variation of the polynomial degree p used in
the local basis. Also, multigrid preconditioning techniques for the h-version
DGFEM have been analysed by Gopalakrishnan and Kanschat [117, 118],
Kanschat [141] and by Hemker et al. [124, 125].

In a nutshell, we have chosen to work with the IPDG formulation as it
has been used widely in the literature. It also introduces sparser linear sys-
tems than other DG methods [6], and its analysis is most well understood.
Moreover, it has been used in adaptive strategies producing very satisfactory
results. On the other hand, we have chosen to work with the CIP method on
fourth-order and on sixth-order equations, since its formulation exhibits the
subsequent feature such as the involvement of the primary variable only. Es-
pecially, in strain gradient theories, CIP method avoids Lagrange multipliers
and yields a displacement gradient free formulation. This leads to greater
simplicity and reduces the number of unknowns. Withal, the approxima-
tion functions only need to satisfy C°-continuity requirements across interior
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boundary, leading to discontinuities in first and higher-order derivatives. So,
it is imperative the change of the variational formulation in order that the
continuity requirements for the derivatives can be enforced weakly.

1.2 Contributions of this Research

The main goals of this dissertation are:

1. The development of both h- and hp-version IPDGFEMs for boundary
value problems of SGE and of plate theory, respectively.

2. The development of both hA- and hp-version CIPFEM for one-dimensional
boundary value problems of SGE.

Our research endeavor focuses on conducting either a priori error analysis for
one-dimensional problems or a posteriori error analysis for higher dimensional
problems, respectively.

Our analysis will be based on the ideas of Engel et al. in [86], Suli and
Mozolevski in [190] as well as Georgoulis and Houston in [114, 115] and our
deducing proofs will contain many features presented therein. The results
of Engel et al. are tailored for the h-version CIPFEM for one-dimensional
problem of SGE, containing a fourth-order equation in tandem with the
results of Suli and Mozolevski and Georgoulis and Houston being tailored
for the hp-version IPDGFEMs for the biharmonic equation. For that reason,
additional care and considerations had to be employed in order to adapt, or
in other words extend, their arguments to the problems of that dissertation.

To begin with, the functional analytic setting of standard Hilbert-Sobolev
spaces, used widely in the finite element literature, does not seem to be the
natural choice to work with in this dissertation. This occurs owing to the fact
that the finite element spaces of IPDGFEMs and CIPFEM are not subspaces
of the standard Hilbert-Sobolev spaces. We therefore introduce the notion
of the broken Sobolev space for both IPDGFEMs and CIPFEM.

The accuracy of a finite element method heavily depends on the approx-
imation properties of the finite element space. This dependence enters the
error analysis via the choice of the interpolant or projection of the analytical
solution chosen from the finite element space. In the standard h-version FEM
literature such approximants are usually referred to as interpolants, as they
are Lagrange interpolation polynomials for the analytical solution [55, 36].



14 Introduction

Here, we use a type of approximant, based on the L?-projection operator.
This has been used widely in the literature on hp-FEMs. The definitions of
lifting operators, contained in Georgoulis and Houston [114], are extended for
a higher dimensional boundary value problem of plate theory, supplemented
with complicated boundary conditions, as well as for a higher dimensional
boundary value problem in SGE (a system of partial differential equations),
supplemented with essential boundary conditions.

In one-dimension, new error estimates on regular families of subdivisions
are presented in the sequel. In one-dimension, h-optimal error estimates
are derived for both fourth-order and sixth-order equations of SGE either
the IPDGFEMs or the CIPFEM are applied. In case of hp-version, error
estimates are optimal in the meshsize h, but suboptimal in the polynomial
degree p.

In higher dimensions, new error estimates are presented in the suquel
on shape regular elements. A recovery operator is presented for the IPDG
method for the Kirchhoff-Love plate model problem with essential and com-
plicated natural boundary conditions under minimal regularity assumption
on the analytical solution. In addition, stability bounds of lifting operators
are deduced for that boundary value problem. Also, by using these stability
bounds, we prove the coercivity and the continuity of bilinear form. Then,
a technical lemma of a recovery operator develops for the Kirchhoff-Love
plate model problem employing macro-elements, by generalizing and extend-
ing the results from [115]. What is more, a reliable a posteriori error estimate
of residual type is established in the energy seminorm for the (symmetric)
IPDG method for problem of SGE, with essential boundary conditions under
minimal regularity assumptions on the analytical solution. Stability bounds
of lifting operators are deduced for a boundary value problem of SGE and
by employing these stability bounds, we prove the coercivity and the conti-
nuity of bilinear form. As a result, a technical lemma of a recovery operator
presents for that boundary value problem using macro-elements, by general-
izing the results from [115] in vector spaces. The reliable a posteriori error
estimate, referred above, is based on a suitable recovery operator that maps
discontinuous finite element spaces to C'-conforming finite element spaces,
consisting of triangles or quadrilateral macro-elements.

IPDG and CIP methods are not parameter free, in the sense that the
methods involve a user-defined quantity, the so-called either stabilization
parameter or discontinuity-penalization parameter. Recipes to specify this
parameter for shape-regular meshes and isotropic polynomial degree have
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been provided in [179]. This parameter is dependent on the local meshsize
h and on the local polynomial degree p. We mention that, in case of SIPG
method, this parameter depends on the stabilization constant (since its se-
lected value is critical for the convergence of the method). These choices for
the stabilization parameter emerged from the error analysis, and they were
made in order to assure the highest possible convergence rates.

Finally, we perform numerical experiments for the SIPG and the NIPG
methods on one-dimensional boundary value problem of SGE to explore the
potential utility of DG, record their performance and compare them with the
mixed methods.

1.3 Overview

This dissertation is structured as follows. Chapter 2 is devoted to developing
function spaces used in the variational formulation of differential equations.
In section 2.1, we describe some simple function spaces consist of continuously
differentiable functions. We will proceed by reviewing the basic concepts of
Lebesgue integration theory in section 2.2. In section 2.3, we generalize
the Lebesgue norms and spaces to include derivatives. Then, we present
the notion of a (standard) Sobolev space, based on the Lebesgue space LP,
and the inclusion relations to provide some sort of ordering among them.
Section 2.4 will subsequently introduce the notion of a broken Sobolev space,
which is the natural space to work with the DG and CIP methods.

This dissertation is further divided into two parts. Part I revolves around
the one-dimensional problems of SGE. On the other hand, Part II focuses on
the higher dimensional problems of SGE and of plate theory, as well.

Chapter 3 contains all the necessary, preliminary notions of IPDG and
CIP methods in one-dimension.

Chapter 4 deals with the h- and hp-version IPDGFEMs for SGE in 1-D,
respectively. In section 4.1, we consider the boundary value problem of SGE
in 1-D. That contains a differential equation of fourth-order, sumplemented
with essential and natural boundary conditions. Section 4.2 contains the
significant definitions of the jump as well as the mean value operator, respec-
tively. In the same section, we also present the series of steps which lead to
the DG weak formulation, i.e, to the bilinear form and linear functional. We
then establish the energy seminorm associated with the bilinear form. There-
after, section 4.2.1 contains a technical lemma, about the weak continuity of
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the fluxes, used to the proof of the consistency of the IPDG methods. In
section 4.3 we propose the corresponding finite element spaces for the IPDG
methods. At this point, in Section 4.4, we state the IPDGFEMSs for the
boundary value problem of SGE in 1-D. We prove the coercivity as well as
the continuity of the bilinear form for both h- and hp-version SIPG and NIPG
method, respectively. In section 4.5, we conduct an a priori error analysis for
the above versions of IPDG methods as well as deducing the error estimates
for h- and hp-version. The a priori error estimates, deriving, are optimal
in h for the h-version NIPG and SIPG method, respectively. However, for
hp-version SIPG and NIPG method, we establish a priori error estimates
being optimal in i but are p-suboptimal by % orders of p. Finally, section 4.6
exhibits some conclusions for the IPDGFEMs applied in this chapter.

In chapter 5, we propose the hp-version CIPFEM for SGE in 1-D. As in
chapter 4, the same boundary value problem is considered. Section 5.1 con-
sists of the imperative definitions of the jump and the mean value operator,
respectively. In the same section, we present the procedure leading to the
CIP weak formulation, followed by the introduction of the bilinear form and
the linear functional, respectively. Then, we associate the corresponding en-
ergy seminorm with the bilinear form. In section 5.1.1, we develop a technical
lemma about the weak continuity of the fluxes and we employ this lemma
in order to prove the conistency property of the CIP method. Section 5.2
contains the appropriate finite element spaces for the CIP method and in
section 5.3, we state the CIPFEM for the boundary value problem of SGE in
1-D. We proceed with the proofs of coercivity and continuity of the bilinear
form. Section 5.4 focuses on a priori error analysis of the hp-version CIP
method. We deduce the error estimate of the hAp-version CIP method. The
error estimate establishing is optimal in A, but is p-suboptimal by % orders
of p. Eventually, section 5.5 refers to the conclusions of the CIPFEM applied
in this chapter.

The content of chapter 6 revolves around the design of h- and hp-version
CIPFEM for a 6th-order equation of SGE in 1-D, respectively. In section 6.1,
we consider the boundary value problem of SGE in 1-D, consisting of a dif-
ferential equation of sixth-order. We supplement this equation with essential
and natural boundary conditions and the following section 6.2 contains the
definitions of the jump together with the mean value operator, respectively.
In that section, we also present the series of steps leading to the CIP weak
formulation, followed by the definition of the bilinear form and the linear
functional. We then establish the corresponding energy seminorm. After-
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wards, section 6.2.1 contains a technical lemma about the weak continuity of
fuxes. By the use of that lemma, we prove the consistency property of that
CIP method. Next, in section 6.3, we introduce the finite element spaces
corresponding to the h- and hp-version CIP method, respectively. In sec-
tion 6.4, we state the CIPFEM for the boundary value problem followed by
the proof of coercivity and continuity of the bilinear form for both h- and
hp-version CIPFEM, respectively. In section 6.5, our goal is to conduct an
a priori error analysis for the above versions of the CIP method. Especially,
we establish a priori error estimate that is optimal in A for the h-version CIP
method. Nevertheless, when we focus on the hAp-version CIP method, a priori
error estimate deduced is optimal in A but is p-suboptimal by % orders of p.
Finally, Section 6.6 exhibits some important conclusions about the CIPFEM
applied in this chapter.

Chapter 7 deals with the hp-version IPDGFEMs for a bending plate model
in linear elasticity. Next, section 7.1 contains all the necessary, preliminary
notions of IPDG methods in higher dimensions. Thereafter, in section 7.2,
we consider a boundary value problem consisting of a partial differential
equation of fourth-order. We supplement the equation with essential and
complicated natural boundary conditions. Afterwards, section 7.3 contains
the imperative definitions of the jump and the mean value operator, respec-
tively. We develop, in the same section, the procedure leading to the DG weak
formulation, followed by the introduction of the bilinear form and the linear
functional, respectively. Then, we establish the energy seminorm associated
with the bilinear form. In section 7.4, we introduce the appropriate finite
element spaces for IPDG methods. In section 7.5, we state the IPDGFEMs
for the boundary value problem and proceed with the proofs of coercivity of
the bilinear form in order to define the format of the stabilization parame-
ters. In section 7.6, we introduce the lifting operators as well as the IPDG
methods. As a result, the modified bilinear form and the modified linear
functional, deriving, contain in their formulations the lifting operators. Af-
ter that, we establish stability bounds for the trace lifting (alternative name
for lifting operators). We employ these bounds in order to prove coercivity
and continuity of the symmetric modified bilinear form referred above. In
section 7.7, our research endeavor focuses on the introduction of a suitable
recovery operator. We eventually present a technical lemma for the recovery
operator. By the use of that techincal lemma, someone can establish reliable
and efficient a posteriori error estimates.

The content of chapter 8 revolves around the design of hp-version IPDG-
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FEMs for a problem of SGE in 2-D and section 8.1, in particular, contains
all the imperative, preliminary notions of IPDG methods in two dimensions.
In section 8.2, we consider the boundary value problem consisting of system
of partial differential equations. We then supplement the equation only with
essential boundary conditions. At this point, we note that the fourth order
problem is formulated with respect to the vector of displacement. Section 8.3
contains the definitions of the jump as well as the mean value operator,
respectively. In the same section, we also develop the series of steps leading to
the DG weak formulation, followed by the definition of the bilinear form and
the linear functional. We then establish the corresponding energy seminorm
associated with the bilinear form. Afterwards, the introduction of the finite
element spaces, corresponding to our methods, follows in Section 8.4. In
section 8.5, we present the appropriate lifitng operators for our problem and
then we propose the IPDG methods. In consequence, the bilinear form and
linear functional deriving contain in their formulations the lifting operators.
We proceed with the introduction of stability bounds for the trace lifitngs.
The above stability bounds will be employed for the proofs of coercivity
and continuity of the symmetric bilinear form. Overall, in section 8.6, our
research endeavor focuses on the introduction of a suitable recovery operator.
We then present a technical lemma, for this recovery operator, which will be
used to establish a h-version reliable a posteriori error estimate of residual
type for the symmetric IPDG method in the corresponding energy seminorm.

In chapter 9, we test numerically the h- and hp-version IPDG for the
problem of SGE in 1-D. In fact, we investigate the convergence of the SIPG
and NIPG methods; if the h-version SIPG and NIPG methods are applied,
optimal rates of convergence are proven as the mesh size is decreased. Inter-
estingly enough, if the hp-version SIPG and NIPG methods are applied, opti-
mal convergence rates are proven under h-refinement but under p-refinement,
exponential convergence is indicated.

In conclusion, chapter 10 contains some final comments regarding this
dissertation and explores some potential avenues for future research.



Chapter 2

Function Spaces

This chapter is devoted to developing function spaces used in the variational
formulation of differential equations. We begin with a review of spaces of con-
tinuous functions and of Lebesgue integration theory, upon which our notion
of "variational” or ”"weak” derivative rests. Functions with such ”generalized”
derivatives make up the spaces commonly referred to as Sobolev spaces. We
present only a small fraction of the known theory for these spaces that is
at the same time sufficient to establish a foundation for the FEM. Finally,
it is imperative to introduce a special kind of Sobolev spaces, mentioned as
broken Sobolen spaces which they are appropriate for the development of
non-conforming methods.

2.1 Spaces of Continuous Functions

In this section, we describe some simple function spaces which consist of
continuously differentiable functions. For the sake of notational convenience,
we introduce the concept of multi-index.

Let N denote the set of non-negative integers. An n-tuple

a=(ay,...,a,) € X"

is called a multi-index. The non-negative integer |a| := a1 +. ..+a, is referred
to as the length of the multi-index a = (ay,...,a,). Let
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Let Q be an open set in R and let k& € . We denote by C*() the set of
all continuous real-valued functions defined on €2 such that D®f is continuous
on Q for all a = (aq,...,a,) with |a| < k. Assuming that  is a bounded
open set, C*(Q) will denote the set of all f in C*(Q) such that D*f can be
extended from €2 to a continuous function on €2, the closure of the set €2, for
all a = (ai,...,a,), |a| < k. C*(Q) can be equipped with the norm

fllosey = 3 sup D" (a)].

la|<k faS

In particular, when k = 0 we shall write C(£2) instead of C°(Q) to denote
the set of all continuous functions defined on €2, in this case

fllew = ilelg\f(x)l = rggg!f(w)l-

The support of a continuous function f defined on an open set {2 C R"
is defined as the closure in € of the set {z € Q: f(z) # 0}. We shall write
supp f for the support of u. Thus, supp u is the smallest closed subset of €2
such that f =0 in Q\supp f.

We denote by CE(Q2) the set of all f contained in C* whose support is a
bounded subset of 2. Let

Ce° = Mi=oCE(Q).

2.2 Spaces of Integrable Functions

We will now review the basic concepts of Lebesgue integration theory (see
[36] for more details). By ”"domain” we mean a Lebesgue-measurable (usually
either open or closed) subset of " with non-empty interior. We restrict our
attention for simplicity to real-valued functions, f, on a given domain, {2,
that are Lebesgue measurable; by

/Q f(z)dz

we denote the Lebesgue integral of f (dx denotes Lebesgue measure).
Let p be a real number, p > 1, we denote by LP(Q2) the set of all real-
valued functions defined on an open subset {2 of R™ such that

i@ e < oc
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Any two functions which are equal almost everywhere (i.e. equal, except on
a set of measure zero) on Q are identified with each other. Thereby, strictly
speaking, LP(£2) consists of equivalence classes of functions, still, we shall not
insist on this technicality. For 1 < p < oo, LP() is equipped with the norm

1/p
o) = (/Q |f(x)|pdx> .

We shall also consider the space L*>(£2) consisting of functions f defined
on 2 such that |f| has finite essential supremum on 2 (namely, there exists
a positive constant M such that |f(z)] < M for almost every x in €2, the
smallest such number M is called the essential supremum of |f|, and we write
M = ess.sup,cq | f(x)]). L®(R) is equipped with the norm

| fll L) := ess.sup | f(x)].
zeN

In either case, we define the Lebesgue spaces as
LP(Q) = {f : || fllzrie) < oo} .

A particularly important case corresponds to taking p = 2. The space
L?(Q) can be equipped with the inner product

(f,9)a IZ/Qf(x)g(x)dx.

Clearly
1112 = (. D)™
The norm of L?*(2) will be denoted by || - ||q for brevity.

2.3 Sobolev Spaces

Using the notion of weak derivatives, we can generalize the Lebesgue norms
and spaces to include derivatives. Ergo, we start by recalling the notion of
a (standard) Sobolev space, based on the Lebesgue space LP (see [1, 36] for
more information).
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Definition 2.3.1. Let k be a non-negative integer, p € [1,00], a = (aq, ..., ay)
a multi-index and 2 an open domain in R". We define the Sobolev space

W) on Q by
WE(Q) :={f € LP(Q) : D*f € L*(Q) for|a| <k},

with the associated norm || - [lwrq) and seminorm | - [y
P P
iz = [ S0 | o s = | 31D 1B
la|<k la|=Fk

in the case 1 < p < oo, and in the case p = oo

||f||W§o(Q) = I‘£1|E<l>k<||Daf||L°°(Q)> |f|W§O(Q) = ‘TﬁféHDafHLoo(m-

We shall also refer to k as the Sobolev index of the function f. Moreover,
we shall denote the space Wlf with p = 2 by Wk = H* and we shall use the
abbreviated notations || - ||k.q, | - |k for the Hilbert-Sobolev norm as well as
seminorm, respectively.

Negative and fractional Sobolev spaces are also defined by standard dual-
ity and function-space interpolation procedures, respectively (see [150, 1, 36]
for more on these techniques).

An important special case corresponds to taking p = 2, the space WY is
then a Hilbert space with the inner product

(f, Dwiw = > (D*f, D"g)a,

la|<k

For this reason, we shall usually write H* instead of WF.

Given the number of indices defining Sobolev spaces, it is natural to hope
that there are inclusion relations to provide some sort of ordering among
them. Wherefore, it is easy to derive the following propositions.

Proposition 2.3.2. Suppose that Q) is any domain, k and m are non-negative
integers satisfying k < m, and p is any real number satisfying 1 < p < o0o.
Then

W () € Wr(S).
Proposition 2.3.3. Suppose that €2 is a bounded domain, k is a non-negative
integer, and p and q are real numbers satisfying 1 < p < q < 0o. Then

Wr(Q) Cc WFHQ).



2.4 Broken Sobolev Spaces 23

2.4 Broken Sobolev Spaces

Since the discontinuous Galerkin finite element method and the continuous
interior penalty finite element method are non-conforming methods, it is
necessary to introduce the notion of a broken Sobolev space.

Broken Sobolev spaces are natural spaces to work with the DG and CIP
methods. These spaces depend strongly on the partition of the domain.

Let T be a subdivision of the polygonal domain €2 into disjoint (triangular
or quadrilateral) open elements K constructed via mappings either Py o Fix
or Qg o F, where Fi : K — K is an affine mapping of the form

FK(X) = AK(X) + b,

with non-singular Jacobian, and where K is the reference triangle or quadri-
lateral.

Heuristically, we can say that the affine mapping Fx defines the "magni-
tude” of the element K and the diffeomorphism either Px or Qf defines the
shape.

In addition, we assume that the intersection of two elements is either
empty, a vertex, an edge, or a face. Such a mesh is called conforming. On
the other hand, a mesh is called non-conforming if there exists at least one
hanging node.

Furthermore, we assume that the subdivision 7 is shape regular (see
Defintion A.1.7).

The above mappings are constructed in a way to ensure that the union
of their closures forms a covering of the closure of €2, i.e., Q = Uger K.

Definition 2.4.1. We define the broken Sobolev space of composite order s
on an open set (), subject to a subdivision T of €1, as

H3(Q,T)={feL*Q): fls e H*(K)VK € T},
in the case of discontinuous Galerkin methods and
H¥Q,T)={feH(Q): fls e H*(K) VK € T},

in the case of continuous interior penalty methods, respectively. We denote
by sk the local Sobolev space index on the element K ands := (sx : K € T).
We also define the associated broken norms and seminorms

I flls7 = (Z IFd %Sxm) A flsr = (Z f isK(m)
KeT

KeT

N
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Furthermore, when sx = s for all K € T, we shall write H*(Q,7T) as well
as || f|ls7 and | fls,7.

Clearly, we have
H(Q) C H(Q,T) and HYN(Q,T)cC H(Q,T).
In this vein spirit we give the following definition.

Definition 2.4.2. Let f € H*(Q,T) and g € [H*(Q,T)]*. We define the
broken gradient Vf and the broken Laplacian At f of f as well as the broken
divergence V1 - g, the broken gradient Vg and the broken Laplacian Arg
of g by

(Vrhlk =V(flx), (Arf)lxk =A(flx), Ke€T

and

(Vrg)le =V-(glk), (Vrg)lxk =V(glk), (Arg)lk =Alglk), KeT.
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One-Dimensional Problems
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Chapter 3

Preliminaries of 1-D Problems

Suppose that €2 is an open bounded convex domain in & with boundary T'.
Let us consider a family of subdivisions {P(£2)},=0 of €2, parametrized by
h > 0. That is, for each h > 0, {P(Q)}n>0 is a partition of Q into disjoint
open convex element domains 2, = Q7 such that

o= |J 9.
QeeP(Q)

AN =0 fori#j
and the intersection QN is either empty or a vertex. We define a piecewise
constant mesh function hpq) by

hp@)(z) = he = diam(2), =€ Q, Q€ P(Q)

and put

h = max  h,.
Qe€{P(D}n>0

Let us assume that the family of subdivisions {P(€2) } >0 is regular (see Def-
inition A.1.7). Next, in this chapter, we shall use the abbreviated notation

P () for the family of subdivisions {P(2)}x0-
The union of element interiors can be defined as

Nel
Q=[JQ. (3.1)
e=1

27
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For the L?—inner product on element interiors, we adopt the notation

Nel

((l, b)Q - Z(av b)Qe’ (32)

e=1

for suitaby defined a, b.
The union of interior boundaries can be expressed as the intersection of
the boundaries 0€). of individual elements 2. by

r= (097 N O).

r.s=1:s>r

One can alternatively write the interior boundaries as

r=Jr, (3.3)

where N; is the number of interior boundaries I';. Analogous to (3.2), we
define the L?—inner product on interior boundaries as

N;

(a,0)r = > (a,b)r,. (3.4)

=1

We define the norms on element interiors and interior boundaries as

Nel
111 =D 1111, (3.5)
e=1

1N

and
N;
112 = 11 1IE, (3.6)
i=1
respectively.

Only for the boundary value problem of gradient elastic beam in bending,

let I’} = liU [, and I'y = TUT,. We define for u,w € L*T) and for
u,w € L*(T'y), the inner products

uwp, = uwy + uwr,, (3.7)
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uwp, = uwy + uwlr,

with associated norms || - ||z, and || - ||z, So, it will hold as well

1
lllf, = llullf + [ullf,

or

N; Nyg
all2, = lullf, + > lull?,
i=1 j=1

and
ull2, = [lull2 + [lul |2,

or

2
I's*

N; N,
lulld, = D llullf, + > Il
i=1 s=1

(3.10)

(3.11)

(3.12)
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Chapter 4

IPDGFEMs for SGE in 1-D

4.1 Model Problem

Toupin and Mindlin included higher-order stresses and strains in the theory of
linear elasticity, which serves today as the foundation of more advanced strain
gradient elasticity and plasticity formulation [192, 157, 102], respectively. Let
us introduce a one-dimensional model problem following their concepts.

Let 2 C R be an open, bounded domain and I' its boundary. Let I';, Iy,
['r and T'p denote the (axial) displacement, displacement gradient, double
force and (axial) force boundaries, respectively.

We consider the equation:
om—6m+—f =0 1in Q. (4.1)
’ ’ A

We supplement the equation with the following boundary conditions

u=c only,

Ug-n=q only
cdA=R onlg,
(cA—6,A) - n=P onlp,

(4.2)

where n is the unit normal vector to the boundary, exterior to 2.

31
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Note that we have the relationships

r.ulp = T, (4.3)
r.Nnp = 0, (4.4)
r,ulp = T, (4.5)
r,NTr = 0, (4.6)

between the different parts of the boundary. The constitutive equations for
the stress (or Cauchy stress) o and the higher-order (or double stress) & can
be expressed as

o = PFu,, (4.7)

o = Eg2u,m, (4.8)

where F is a material parameter (the modulus of elasticity) and ¢ a length
scale (which represents material length related to the volumetric elastic strain
energy). We can rewrite (4.1) and (4.2) with (4.7) and (4.8) as:

f .
<92u,wz - u),a:ac == E == f m Q, (49)

u=c only,,
Uy -n=gq only,
AEgQU@x =R on 'y,
AE(u — g2u,m)7$ n=P onlp,

(4.10)

where f € L*(€). In the above, u denotes the (axial) displacement, A is
a cross-section, AF is the (axial) stiffness, f is a given (axially) distributed
load and ¢, ¢, R and P denote the prescribed boundary displacement, dis-
placement gradient, double force and (axial) force, respectively.

We mention that the first two boundary conditions are called essential
and the other two are called natural, respectively. Specifically, the last one
is called a Robin boundary condition, as well.

Under suitable conditions on ) and on the data f, ¢, ¢, R and P, the
boundary value problem (4.9), (4.10), possesses a unique solution u € H*(Q)
that depends continuously on the data of the problem.
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4.2 Weak Formulation

We are ready to derive the weak formulation for the problem (4.9) — (4.10),
which will lead to the discontinuous Galerkin finite element method. We shall
suppose for the moment that the solution u of the problem is a sufficiently
smooth function.

For each face I'; C f, let k¥ and [ be such indices that & > [ and the
elements €2, = Q'g and Q. = Qle share the face I';. Let us define the jump
across I'; and the mean value on T'; of u € H' (2, P(Q2)) by

(U|aﬂemri + U|396mri) )

N | —

[ulr; == uloa.nr, — uloa,nr, and  (u)r, =

respectively.

For the sake of convenience, we extend the definitions of the jump and
of the mean value to I', C I';, I'; C I'; that belong to the boundary I' by
letting:

Hu]]Fr = u|Fr a’nd <u>F'r = u|Fr’

[ulr, = u|r, and (u)r, = ulr,.

In these definitions, the subscripts I'; and I',.; will be supressed when no
confusion is likely to occur. With each face T'; C T', we associate the unit
normal vector n = ngx, pointing from element OF to Q! when k > [, and we
choose n = ng, to be the unit outward normal when a node belongs to the
boundary I'.

Since the method will be non-conforming, we shall use the broken Sobolev
space H4(Q, P(2)) as trial space. We multiply the equation, (4.9), by a test
function w € H(Q, P(Q)) and integrate over {2

/(gzu,xx - u)@x'lUdl' = / fwdm
Q Q

Afterwards, we split the integrals

N

Ne
Z/ (gzu,xx - u)@xwdx = Z flUdﬁ,
e=1 e

e=1 78
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and applying integration by parts on every elemental integral, so we get
Ng; Ney
YRR o)
e=1 7 e e=1 v 0%
Nel Nel Nel
_ Z/ g2u7ww7z -nds + Z/ U LW pdr = Z/ fwdz,
e=1 Y e e=1 Y e e=1 Y e

where n denotes the outward normal to each element boundary.
Now, we split the boundary terms as follows

Nﬁl Nel

2 2
E / g u,a::cw,xccdx + § (g U — u),x - nwds
e=1 7Sk e=1

QNI

Ney Nei
2 2
+) / (97 Uz0 — U)o - nwds + / (9" U e — u) » - nWds
1 Joa.nr. 1 Jooenrs

Nel Nel
— E / 92U g, - s — E / 92U g, - nds
o1 Y 0QeNT o1 /O

QNI
Ney

Nel Nel
- g / g2u7mw,m~nds+ E / U LW dr = E / fwdz,
0NNT'g e=1 v Qe e=1 v

e=1

and hence we have

Nel Nel

2 2
> / I W i + / (g Uz — 1) o - MW
e=1 e e=1 QNI

+ / (gQu,m —u) , - nwds + / (92u7m —u) . - nwds
. I'p

Ney

— E / g2u7mw,x -nds — / gQu,mwyx -nds — / gzu,mwx -nds
— J0Q.NT Ty Tr

e=1
Ny Ney
—i—Z/Q uxw,xdac:Z/Q fwdz.
e=1 e e=1 e
(4.11)

Using the natural boundary conditions, (4.10), on the fourth and on the
seventh term respectively, on the left-hand side of (4.11) and moving it to
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the right-hand side, we obtain

Nel
Z/ g%ymw’mdx + Z/ (0*U g0 — U) o - NS
e=1 Qe

QNI
Ne;

+ / (gQU,m —u) - nwds — Z/ e U oW 5 - NS — / g2u,mw7x -nds
T, QeND r,

Nei
+ Z/Q U LW pdr = / fwdz +/ Ewds + /FR %w@ -nds.
e=1 e

(4.12)

The second and the fourth term respectively on the left-hand side of

(4.12) contain the boundary integrals over the interior element boundaries,

i.e. the interior boundaries I'; C T'. Consequently, in this sum of boundary
integrals, we have two integrals over every interior boundary.

Remark 4.2.0.1. With each face T; C T, we associate the unit normal vector
n = ngr = —ng, pointing from element QF to QL when k > 1, and with each
I' € I'e as well as I'; C I'y we associate the external unit normal vector
n =ngq,, where I',,T'; C 0Q,.

Let us note that, for a given interior boundary, I';, shared by two adjacent
elements QF and Q' (k > 1), we can write

Uk - NorW|gr + Ualor - Nt w|gr = U e|or - nwlgr — ULlor - nW|GL,

Hence, by analogy with the formula
1 1
ac—bd = §(a+b)(c—d) + 5(@— b)(c+d) Va,b,c,de R,
we get

U | or - Nrw|gr g |or - ngrwlor = (ug) [w]4[uJ{w) Yu,w e HY(Q,P(Q)).
(4.13)

In order to evaluate the integrals on interior boundaries, we always use the
interior trace of the test function w. Taking into account the Remark 4.2.0.1
and applying (4.13), we can see that the second and the fourth term respec-
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tively, on the left-hand side of (4.12), can be rewritten as follows

NZ || e+ [ (G =) ol + [ [ ) )
o [ s [P dds = [ It ds

Nel
—/ gQuij,w-nds—i— E / U LW pdx
e=1 7 e

R
Z nywdx+/ —wds—l—/ Aple nds.
(4.14)

By noting that the fluxes (g%m —u) -1 and g%m are continuous across
the interelement boundaries T'; (e.g., when the exact solution u € H*(Q)),
we have

/f[[(gzu,m —u)J(wyds =0 Yw e HY(Q,P(Q)),

/f [t 4] (wo)ds = 0 Vw € HY(Q,P()).

Then, (4.14) reduces to

Ng; Nei

Z/ 92u7mw,xxdx+2/ u,zw@d:z:—l—[((gzuym)@[[w]]ds
e=1 € e=1 e r

+ / (gQUVM)J -nwds — /<92u7x$>[[w7$]]d8 — / g2u,mw7x -nds

—/F< a) [w ﬂds—/ Uy - nwds | -

o fwdx+/ —wds—l—/ ARwa nds.

Next, we multiply the boundary condition v = ¢, on I',, by
—0(g*w 4z) » - 1 + cw and by Ow,, - n + d.w as well. Then, integrating over
I'., we get
—/ 0u(g*W 4z) o - NS +/ auwds = —/ Oc(g*w 4z) 2 - nds —|—/ aecwds,
c c (& (& (4.16)
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and

Quw , - nds + d.uwds = Ocw , - nds + o.cwds, (4.17)
Te I. Te T,

where 6 is the symmetrization parameter. We restrict ourselves to the case
6 € {—1,1}. The non-negative piecewise continuous functions «. and 9§,
defined on T, are referred to as the stabilization parameters.

Furthermore, since we have an elliptic boundary value problem, elliptic
regularity ensures us that u will be continuous in 2. So the jump [u] vanishes,
Le. [u] = 0. If we choose —0((g*w 4z ) +[w], O{w )+ [w] as test functions
and integrate over T, we deduce

—/1;9[[u]]((gzw7m),x)ds+[a[[u]][[w]]ds:0, (4.18)

T

and
/f&[[u]](w,x)ds + /fé[[u]][[w]]ds =0, (4.19)

where « and § are non-negative piecewise continuous functions, defined on
[, which are referred to as stabilization parameters.

Moreover, from the boundary condition u ,-n = ¢, on I';, upon multiply-
ing by 0g*w 4. + B,w, - n and integrating over 'y, we have

/Qu,x-ngQw,mds%—/ ﬂqu,m-nw,m-nds:/ quwadS—l—/ Bqw 5 - nds.
Fq I—‘q Fq Fq
(4.20)

The non-negative piecewise continuous function f3,, defined on Iy, is referred
to as the stabilization parameter.

In addition, as mentioned above, elliptic regularity ensures us that u,
will be continuous in Q. In that case the jump [u ] vanishes, i.e. Ju.] = 0.
If we choose 0(g*w 4,) + B[w ] as test function and integrate over T, it gives

/1;9[[“,%]]<92w,m>d3+ /fﬂ[[u,x]][[w,x]]ds =0, (4.21)

where 3 is a non-negative continuous function, defined on I, which is referred
to as the stabilization parameter.
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Now adding (4.15) — (4.21), we get the discontinuous Galerkin weak
formulation of the problem

i /Q E 92U,mw7mdx+§ / e U d + /F (9°Uze) o) [w]ds
=[Ol adds = [t ladds + [ OTudiuds

- [t olds + [ ofulw.ds + [ aldlulds+ [ sl

/ o[u] [w]ds + / (9" 00) .0 - nwds — | Ou(g*Wz0).z - ndls

Te

— / ¢* U poW 4 - NAS +/ Ou - nggwmds — / U, - nwds
Fq Fq c

—l—/ Huw@-nds—l—/ acuwds—l—/ Bqu,x~nw,z~nds+/ O uwds
r. r. r, T,

el P R i
= g o fU)dill' + Ewds + /R Ew’m -nds — . 60(g w,mc),a: - nds

+/ 9qg2w,mds~l—/ GCw,x-nds%—/ a.cwds + Bequ 5 - nds
Fq

c c 1—‘q

+ d.cwds.
e

(4.22)
The bilinear form is defined as

Ba(u,w) = (0P Uze, Was)g + (U Wa)g
+ <(g2u,m),:c>ﬂw]]r - 0[[“]]« 2 m) :c>p
— (G gw) [l + Olu ] (5% 20 )
— () [w]s + Oful(w )5
+ afu][w]p + Blus][w]r + o[u][w]z
+(9 Ugs) .z - MWL, — OU(G°W4s) 2 - 10

- g U gaW g * anq + eu,x ng w,:c:r;’Fq

nir.

— Uy - nwlp, + Ouw, - nip,

+ acuw|r, + et g - nw 4 - nlp, + deuw|p, . (4.23)
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We introduce the linear functional Lg () on H*(Q, P(Q))

P R
Lag(w) = (f,w)g+ Ew\rp + Ew,z “nlry,

r, + 099°w uo|r, + Ocw, - nlr,
+ accwlp, + Byquw 5 - nlr, + decw|p,. (4.24)

- HC(gzwvm),x ‘n

The stabilization parameters, o, o, 3, 54,9, 0., depend on the discretization
parameter h, for the h-method, and on the discretization parameters h., p.
for the hp-method respectively, in a manner that will be specified later in the
text.

Then the broken weak formulation of the problem (4.9) — (4.10) reads as
follows:

Find u € bSs such that By (u,w) = Lg(w) Yw € HY(Q,P(Q)), (4.25)
where by bS's we denote the following function space

bSs = {ue H4(Q,P(Q)) DU Uy - n,gQu,m, (gQu,m —U) gy N

are continuous across I';}.

Note that for § = —1 the bilinear form Bg(-,-) is symmetric, whereas for
6 =1 it is not symmetric.

A norm which can be derived from the bilinear of a method is also referred
to as the energy norm of the method. We notice that energy norm is mesh-
dependent.

We shall associate with the bilinear form Bg(-,-) the energy seminorm,

| - |||s6, defined by

Mulllss = ([16*) PumalId + [ual3 + la"2[u]|2 + [Jod?ullf,
1/2 2 12, 112 1/2 2 12, 2 \ 2
B Tuallz + 118, wallr, + 16777 [ulllz + 116:" ul rc> 7
u € H*(Q,P(Q)). (4.26)
Proposition 4.2.0.2. If o, a., 5, B, 6, 6c > 0, then ||| - |||s is a seminorm

on H?(Q,P(Q)).

We note in passing that since H*(Q, P(Q2)) € H*(Q,P(Q)), then ||| - [||s
is also a seminorm on H*(Q, P()).
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4.2.1 Consistency

We shall now show that a strong solution to the boundary value problem for
the strain gradient bar in tension equation, which is smooth enough at the
interelement boundaries, is the solution to the problem in the broken weak
formulation. Let us start by demonstrating weak continuity of fluxes across
the element faces T';.

Lemma 4.2.1.1. Suppose that u € H*(Q); then, for any T;, we have

/m [uJwds = /F [uz]wds = /F [9%u oo ]wds
= /Fi[[(92u,m —u) Jwds =0 Vw e LA(Ty).

Proof. We follow the ideas of [181], where the first two integrals were shown
to be equal to zero for all w in L*(T;), when u € H*().

To establish the last equality, let I'; be an interior boundary and let
Q. and €. be the elements sharing the face I';. Let Q. = int(Qe U Q).

Subsequently, for any w € D(Q.) = C§°(§2.), after integrating by parts, we
have

/ (g2u7m —u) gpwdr = /~ (gQU,m —u) - nwds — / (gQU,m)7xw7wdx
. 8% e

+ / U LW zdx
Qe

= —[ (gQum),xw,xdaﬁL[ U W g (4.27)

Then, we also split the left-hand side integral and apply the integration
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by parts formula in each of Q./, Q.. As a result, we deduce

/(gzu,m—u)’mwdx =
Qe

(g2u7m — U) gpwdx

S~

el

(g2u7m — U) gpwdx

_l’_
s

(g2u,m —u) ;- nwds

I
S—
el

<)
~

(g2u,m)7$w,xdx+/ U LW pd
Q

I
S~

<)
~

e/

—u) ;- nwds

+
=
DN
IS
g
8

\%\

)
®

(g2u,m)7xw,xdx+/ U LW d

e

(g2u,m)7xw7xda:—l—/ U LW pdz
Q

I
|
S~

<)

8/

(92u7m)7xw7xdx+/ U LW pd
Qe

[[(gzu,m —u) .| - nwds

+

.

(gQUVM)wwvxdx—i—/ U LW pd
Qe

I
|
S

e

+/ [(6°U 2w — 1) 2] - NWAs.
I

i

(4.28)
Now, from the identities (4.27) and (4.28), it entails that

/F.[[(QQU,M —u) ] -nwds =0 Yw € D(Q,). (4.29)

Ergo,
/ [(6°U e — 1) 2] - nwds =0 Vw € D(I;).
Iy

As D(T;) is dense in L?(T;), it implies that

/ [(6°U e — 1) 2] - nwds =0 Vw € L*(T;),
Iy
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as required.

Moreover, we shall use similar series of steps so as to establish the equality
fFA[[g2u,m]]wds = 0. Employing integration by parts formula twice, for any

w e D(Q,) = C(Q), we get

/ (0P U g0 — U) gowdz = / (0*U g0 — u) - NS —/ (U 3z) 2W pdT
. 80 ¢

+ / U LW pdx
Qe

= / (9*U g — 1) o - NWdS — / G U W 4, - NS
Qe Qe

2
—l—/ g u,mwmjda:—l—/ U LW pdx
Qe Qe

— /gQu,mw,mdx—i—/ uw . de. (4.30)
Qe Qe

If we subsequently split the left-hand side integral and perform integration
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by parts twice in each of €., and €2., we conclude

/~(g2u7m—u)7mwd:c =

2
G°U zp — U) gpwdx

+ m\.
5~ o

(gQu,m — ) gpwdx

(9°

I
S~
X

o

Uy — U) 5 - NWAS — / g%mw’x -nds
o0,

g2u7mw,mdx+/ U LW gdx
Q

el

+
S~

®
~

(9*U g0 — u) » - nWds

+

|
%N o

e}
®

2 2
G U gzW g - nds +/ g u,zxw,:m:dm
€

+
S
&

g

&

S
QL
S

— gzumw,md:v%—/ U LW pd
Q

E/

gQU,mwmdaH—/ U LW pdx
e

)

@

+

+
S— 5

®

[(g°U 2w — 1) ] - nWds

.

[[ggu@x]]w,x -nds

= [g2u7mw,mdx+/ U LW gdx
e e

-l—/ [[(92u7m —u) ] - nwds
r;
—/ [[g2u7m]]w,x~nds.

r;

.

(4.31)
The identities (4.30), (4.31), entail that

/ [7U pa] 0 5 - nds = / [(6°U 2w — 1) 2] - NWAs. (4.32)
Iy

T
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By substituting (4.29) into the equation (4.32), we reach to conclusion
/ [6°U 2], - nds =0 YV € D(SL). (4.33)
I
As a consequence,
/ [9°U 2u]w . - nds = 0 Vw € D(Ty).
I
As D(T;) is dense in L*(T}), it implies that
/ [%U ou]w o - nds =0 Vw € L*(T;),
I

as required. O

Proposition 4.2.1.2. The broken weak formulation (4.25) of the boundary
value problem (4.9) — (4.10) is consistent in the space H*(Q) in the sense

that any solution u to the boundary value problem, such that u € H*(Q),
solves (4.25) as well.

Proof. To begin with, from (4.25) and the defining expressions for Bg(-, -),
Lg(+), for u € bSs, we have

0 = Bg(u,w)— Lg(w)
= (92u7m, W)y + (U W) + <<92u,m),a¢>[[w]]f - 9[[“]]<(g2w,mx),a:>f
—(Fuze) [welp + Olue](gPwee)p — (we) [w]e + Olul(w )z
+alu][w]q + Blue]we]r + dlul[wl + (6*u00) o - n0lr,
— 0u(gPW ) & Mlr, — GPU LW - 1T, + OUy - NGPW Lalr,
— Uy - nw|r, + Quw, - n|r, + auw

P R
- (fa w)Q - Ewh—‘p - Ew,x : anR + QC(QQw,xcx),r -n

e + Bgtz - nw 4 - nfr, + duw

re

re
- qu2w,mx|f‘q - ch,z : n|FC - accw|Fc - quw,x ' anq - (SCCU)|FC.

(4.34)

Next, performing integration by parts in fQ u LW zdr and twice in
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J& 97U zow godx respectively, we obtain

NZ [ wensde = [wotuds+ [ paopds+ [ omds

c
Nei
+/ Uz - nwds — E / U gpwdx
1—‘P e=1 e

or else

(s w)y = () [0+ [t ] 0) o], 41t o]y — (100, w)g, (4.35)

and

Nel
> / G U g W godt = / (67t 0) [w 2] ds + / [t 0] (w 2 ) s
e=1 e r

r

+ / QQU,zxw,x -nds + / 92u7mw,w -nds
Iy

- [ taPuce) s - / [(9°u00) o ) ds
- / (g2u7m)’x - nwds — /Fp (QQU,m),m -nwds

Ney
+Z/ (97U 2z) wowd
e=1 e

or else

(P tae Wan)g = (G Uza)[walp + [07Uza] (Wa)p + G780z - nlp,
+ g2u,mw,w “nlr, — <(92u,mm),x>[[w]]f - [[(g2u,m),x]] (w)§
— (9% U0) 2 - WL, = (§*Ugr) o - WD,
+ ((9%022) e W)y (4.36)

Then, by substituting the mathematical formulas (4.35) and (4.36) into
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(4.34), we deduce that

0 = ((QQU,M - u),m‘ -/ w)fz + [(u — 92“@9:),96]] <w>f + [[gzu,m]] <w,z>f‘
+ 9[[“711]] <92w,m>f + QHUH«W - g2w,m)7x>f
+0(u—c)(w— G*Wap)z - nlr, +O0(uy -1 — Q)g2w,m|1“q

+ <92U,m - %) w,ax : nIFR + ((U, - gQU,xac),ac n— %) wlFP
+ afu][w]f + Blu)w.]r + S[ul[wlz
+ ac(u — cwlp, + B4(ug -1 — Qwy - nlp, + de(u — c)w|r,.  (4.37)

Now, the mathematical equation, (4.37), is identical to zero for all w,
when

[u] =0 onT, (4.38)
[u,]=0 onT, (4.39)
[AEg*u.,] =0 onT, (4.40)
[AE(u — g*u42) 2] =0 onT, (4.41)
and
AE(* Uy — U)o — f =0 inQ, (4.42)
u=c onl,, (4.43)
ugz-n=gq onl, (4.44)
AEG*u 4, = R on T, (4.45)
AE(u — ¢*Uge) o -n =P onTp. (4.46)

We note that (4.38) — (4.41) ensure the continuity (see Lemma (4.2.1.1)) of
the (axial) displacement, of the displacement gradient, of the double force and
of the (axial) force across interior boundaries. We also notice that (4.42)
denotes the enforcement of the governing partial differential equation on
element interiors and (6.47) — (4.46) account for the enforcement of the
boundary condtions.

Wherefore, we conclude that any solution u € H*(Q) to the boundary
value problem (4.9) — (4.10) is a weak discontinuous solution of (4.25). O
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An immediate consequence of consistency is the Galerkin orthogonality

property
Ba(u — tprpg, w) =0 Yw € HY(Q,P(Q)), (4.47)

where u € H*(Q) is a strong solution to the boundary value problem (4.9)
— (4.10) and uykpe € bSs is a solution to the broken weak formulation.

For the sake of simplicity, we shall suppose in what follows that the
solution u to the boundary value problem (4.9) — (4.10) is sufficiently smooth,
that is u € H*(Q2), and for that reason, the broken weak formulation (4.25)
of the boundary value problem admits a (unique) solution.

4.3 Finite Element Spaces

In this section, we will consider the finite-dimensional subspace of the broken
Sobolev space H*(, P(€)) which is used in the finite element approximation
of the problem.

Moreover, let k be a positive integer. We can now define

V= {uv" e LX(Q)| v € Pu(Q) VO € P()} (4.48)

as the finite-dimensional space (for the h-version). We denote by Py (€2.) the
finite-dimensional space of all polynomials of degree less than or equal to k
defined on Q.. Then, to each ., € P(2) we assign a non-negative integer
Pe (the local polynomial index). We also remind that h. = diam(€2.) is the
element characteristic length. We will also refer to the functions in V" as
test functions, being discontinuous across interior boundaries of the mesh.

For the hp-version DGFEMs, we denote the finite-dimensional space by
yhe,

4.4 DG Finite Element Method

We are ready to present the numerical method whose analysis we shall in-
vestigate in this chapter. Making use of the weak formulation derived in
Section 4.2 and the finite element spaces constructed in the previous section,
we state the discontinuous Galerkin finite element method for the problem

(4.9) — (4.10):

Find upg € V" such that B (upg,w) = Lg(w) Yw € VP, (4.49)
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where the functions «a, a., 8, B,, J, 0. contained in Bg(+,-) and Lg(-), will
be defined in the coercivity property. We shall allude to the discontinu-
ous Galerkin finite element method with § = —1 as the symmetric interior
penalty Galerkin (SIPG), whereas for # = 1 the discontinuous Galerkin fi-
nite element method will be referred to as the non-symmetric interior penalty
Galerkin (NIPG).

One can see from the definition of the bilinear form, (4.23), that the DG
method has non-local character. In addition, to element contributions we
encounter terms on interior boundaries to the two elements adjacent to the
respective interfaces.

The approximation upg € V" to the solution will be generally discon-
tinuous, since there is no continuity requirement in the finite element space.

What’s more, we shall suppose throughout that the strong solution u to
the boundary value problem satisfies the smoothness assumption u € H*(),
so as to ensure that u is a solution to (4.25) and ergo to (4.49). Consequently,
the Galerkin orthogonality property

Bsb(u — UDg,w) =0 Ywe Vhp, (450)

where u is the analytical solution of the problem and upg is the discontin-
uous Galerkin approximation to u defined by the method (4.49). Sufficient
conditions for ensuring Galerkin orthogonality are: u € H*(Q,P()) and
that u, u, - n, gzu,m, (gQu,m — u), - n are continuous across the element
interfaces I';. Note that the continuity of u, u_ -1, %t pp, (§*U e —u)x - 1
in  is immediate if u is the weak solution of the problem with f € L?(Q).
Thus, no additional assumptions are posed for the Galerkin orthogonality to
hold, because these are already subsumed in the definition of the space bS's.

Clearly, the number of degrees of freedom of V" is greater than that of the
corresponding finite element space for a conforming hp-FEM, as continuity
is imposed weakly by the method and not through the choice of shared inter-
element degrees of freedom as in a continuous finite element space. Moreover,
since typically all basis functions used in DGFEM have non zero-trace on
the element interfaces, no static condensation of degrees of freedom can be
performed to reduce degrees of freedom.

On the other hand, the weak imposition of inter-element continuity may
give rise to sparser linear systems, being easier to solve. Furthermore, DG-
FEMs allow greater flexibility in the choice of polynomial degree p on every
element. Indeed, as no continuity requirements are imposed across the ele-
ment interfaces, in practice polynomial degree may vary almost arbitrarily
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across adjacent elements (cf. also the bounded local variation condition in
Remark A.3.5). Thereby hp-DGFEM is a very attractive contender in the
context of hp-adaptivity [15, 188, 130, 112, 190, 114]. Considering also that
hp-adaptation is superior to h-adaptive mesh refinement techniques, particu-
larly when the approximating solutions admit high local regularity, DGFEM
offers a very suitable framework for adaptivity.

It is well known that in problems where steep gradients are present in the
analytical solution (for instance, the presence of boundary or interior layers,
etc.), standard conforming FEMs produce oscillatory approximations, when
the degrees of freedom are insufficient to resolve the rapid variation in the so-
lution. In such instances stabilization methods (stramline-diffusion stabiliza-
tion, bubble stabilization) are often employed to counteract the undesirable
oscillatory effects. However, it appears that such stabilizations are unneces-
sary for the hp-DG method [130], as numerical dissipation introduced by the
discontinuities in the numerical solution stabilises the numerical solution and
reduces the oscillations. This fact was indicated theoretically in [188, 130] as
it was shown therein that it is not necessary to include streamline-diffusion
stabilization terms to prove meaningful error bounds.

4.4.1 Coercivity of Bilinear Form

Stability 4.4.1.1. A method is stable when its bilinear form induces a norm
which can be bounded from below.

The choice § = 1 gives rise to the non-symmetric interior penalty Galerkin
(NIPG) formulation, analogous to the one that was considered by Riviere et
al. [176, 177, 179] and by Houston et al. [188, 130] for second-order elliptic
equations. It is straightforward to show that the corresponding bilinear form
is coercive.

Proposition 4.4.1.2. Let 0 =1, o, > 0, 3,8, > 0, 0,0, > 0, then the
h-version NIPG method (4.49) has a unique solution u" € V".

Proof. As it is easy to see from the bilinear form (4.23), by substituting u"
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for w" and for § = 1, we have

By(u",u") = (gPuly, ul,)g + (uly, uly)g

+ afu")[u"]z + Blu" ] [u" ] + 6[u"T[u"];

+ auu"|p, + 5quf§c . nu}; “n|p, + Sculu
()2l |13 + (1|3

+ 2[R+ 182 [l 1117 + 1102 [u" ]Il

Ie

+ (a2t |[E, 4 1185 2l [, + (16 2u"IE,
= |||, VU e VM (4.51)
We showed earlier that ||| - ||| is a seminorm on the space H*(2,P(9)),
thereby, since V' € H4(Q, P(Q)), we get that ||| - |||s is also a seminorm on

Vi
Therefore, Bg(+,-) is a coercive bilinear form on the finite-dimensional
space V", and hence the problem (4.49) has a unique solution in this space.
O

Proposition 4.4.1.3. Let 0 =1, o, a0 > 0, 3,8, > 0, 9,0, > 0, then the
hp-version NIPG method has a unique solution upg € V™.

Proof. We use the same arguments to prove the stability of hp—version NIPG
as in the h—version. So, it derives

Bgp(u,u) = ]Humib Yu € V. (4.52)

We showed earlier that |||- ||| is a seminorm on the space H*($2, P(Q2)), thus,
since V" C H*(Q, P(9)), we get that ||| - |||« is also a seminorm on V.
Wherefore, Bg(+,-) is a coercive bilinear form on the finite-dimensional
space V" and as a result the problem (4.49) has a unique solution in this
space. ]

Setting # = —1 yields the symmetric interior penalty Galerkin (SIPG)
formulation with a symmetric bilinear form. Unfortunately, this bilinear
form is non-coercive unless the stabilization parameters are chosen sufficiently
large. This formulation was introduced by Arnold [4] and Wheeler [202] for
second-order elliptic equations.

Let us now prove that the bilinear form Bg(-,-) of the SIPG method is
coercive, and in consequence the problem (4.49) will have a unique solution.
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Proposition 4.4.1.4. The h-version SIPG method (4.49) is stable in the
energy seminorm (4.26), that is, there exists a positive constant m such that

By(u" u™) = ml||[u"||%, Vu € V" (4.53)
Proof. Substituting u” for w" in (4.23) and for § = —1, we obtain

By(u" u") = [|(g%)"?d, ||Q+||u 18

)

+2(((g% ) )T + (9%, -
2( g u;rz |+ }g U p ,33 nh‘q‘)
—2(’(u7x u f|+}uf§; nu”|p, )

+ 2[R + (182 [l 1117 + 1162 [u" ]I
+ llag2ul[7, + 18,2l ||, + 116 u" 2, (4.54)

To bound the bilinear form, we have employed the triangle inequality. Thus,
to complete the proof, it only remains to estimate each of the terms appearing
into the parentheses on the right-hand side of (4.54).

So we can write the terms into the first parenthesis by using the Cauchy-
Schwarz inequality (A.12), as well as the Young inequality (A.17)
((g*ulye),

wa) o) U5 + (gPulhy) o - ",
<Il{(g*u hm) el e + (g% ule) alle a1,

(St B+ TR + (St
i( (), >||%i+2i€1||[[u”]]ll%,.>

i( el + IR, ).

) (4.55)

where N, denotes the number of exterior displacement boundary segments
r.Cr..
The above terms can be bounded by invoking the mean value inequality

N

1
2 L oh2
2+ ol )
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(A.19) in (4.55), then we deduce

> (2Pt N, + o I,

=1
Ne c
1
+ 2 (Sl + 1R, )
r=1
N; 1
<3 (5 Ul + 1) + I, )
i=1

Ye /e 1
3 (ZUPetlR, + 5o, ) (4.56)

r=1 2
N;
€1
= 3 (P, + Il +§j (o),
=1
+Miwﬂm+iimw
- 281 T 261 T
=1 r=1
N, N
R IR, + 3 5l
e=1 r=1

Applying the trace inequality (A.39) and next the properties of Sobolev
norms in (4.56), we conclude that

Nel € Nz' 1 Nec 1
1 h7112 hi|2
. — +)
> Sl o+ 3 5 T + 3 I,
Nel c
1 _
< EC( HgPul, ‘19 —i—h\gung)
e=1
Ne¢ 1
+Z—w B g, (1.57)
r=1
Ne c
< 510 (he Ng*ulyal I, + Rellg®ulll5.0,)
e=1
N; Ne

1 hT12 1 h||2
+22—81||[[U II%, +Z2—51||U IT:, -

=1 r=1
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Hence, making use of inverse estimate (A.37), (4.57) gives

Nel
€ _
20 (Pl + bellgP )
e=1
N; Nc 1
L 2 - h||2
+i2125 rz‘i‘;Q&Hu ||FT
N,
~ € 1 27.-2(1 .2, h (]2 —4 2
<D S0 (Ol b, + heCRh gl 13,)
e=1
2 5 I TlE + D o, (4.58)
i=1 r=1
Nel€1 311 .2 h 2 Nil h7112 Ncl hi(|2
< Cuhlg il + D 5 I TR + > 5l
e=1 i=1 r=1
Nel 2 Ni
o e1C1g 1/2,,h 1 12107112
_;_th 1) 2ul, |13, + ;%Mlla [u" 112,

Ne oy
+ Y ol
— 2e100,

where O} = C max{C%,C?%}. We denote by C;, Cy; the constants resulting
from an inverse estinate.

Therefore, from (4.55) — (4.58), we reach the conclusion that the terms
into the first bracket, on the right-hand side of (4.54), can be bounded as
follows

L R

10147
<30SOy ||Qe+2 o=l I,
e=1 €

N¢ 1
1/2, h{|2
—||¥ u .
+ ;1 251040” Ju[E,

In addition, we shall analogously estimate the terms enclosed into the
second parenthesis on the right-hand side of (4.54). By applying the Cauchy-
Schwarz inequality (A.12) and afterwards the Young inequality (A.17),

(4.59)
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we obtain

(9" uloe) [l ] }+\g U nqul
<l %)H [1[u ]]Hp+\|g el [ I,

g
82 €2, 2 b |2 1 h |2
< (ZUPeR + ol M)+(5mwmm+%ﬂ%mg
N;
z( ! )
Ny

(g LR+ AR, ),
(4.60)

where N, denotes the number of exterior displacement gradient boundary
segments I'; C I',.

The above terms can be bounded by using the mean value inequality (A.19)
in (4.60), then we arrive at

1 h
z+2_€2”[[u,

Nq
€9 1
Z( IR+ e AR ) + 3 (Sl + IR,

= j=1

N;
£9 1
<3 (F UPulsl, + totelt) + 5 AR,
i=1 <2
s €21 2. h |2 Lone
+ EHQ wollr, + 2—€2||U,a;||rj
=1
Ni e Ye o
2 2
=5 (gPullf, + 1l ulllf) + D 5 llgPulal 7,
i=1 j=1
N; Ny

1
ZQ_@H“ZH%%

7j=1
el 52 N; 1 Nq 1
sQJﬂﬂwm+Zgﬁwi+Zgwma
e=1 =1 7j=1

(4.61)
Recalling the trace inequality (A.38), followed by the properties of Sobolev
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norms in (4.61) , we deduce
Ne; Nq
9%) 1
> 2l B, +Z—|| IR+ 3 o,
e=1 7j=1
Ne;
52
<320 e, + hellg? ) 13,)
e=1
Ni 1 Nq
+22—€2|H[uf}]] T Z—H T, (4.62)
i=1 =1
Ney
€2 _
<D SO (Mg, + hellg® il 0,)
e=1
AN 1
T2 BT
# 3 g MAIE + 3 o,
As a consequence, making use of inverse estimate (A.37) in (4.62), we have
Nei
€2 _
EC (h‘e IHgQUhx 26 =+ h€||92u]zm|’iﬂe)
e=1
Ni 1 Nq
+ Y sl IR Z | GllE,
i=1 262 j=1
Nel
€2 - _
< EC (hel||g2uhzz||?2e _’_h@O?heQ”gQuhzmH?)e)
e=1
N N,
~ 1 hl12 Lome
+;2€2HHU/ F1+;2€2Hu HFj (463)
- 2 ~1y,2,h (2 - 1 h S 2
SDIELUATNERS SPII TATERS DIt
= i=1 j=1

_ Z 62029 g7t

Sl
* Z 2e aq’
j=1

g |17,

N

~ 1
2 /271, h 7112
-+ 2 gl R,
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where Cy = C'max{1,C?}. We denote by C; the constant resulting from an
inverse estinate.

Ergo, from (4.60) — (4.63), we arrive to the conclusion that the terms
into the second bracket, on the right-hand side of (4.54), can be estimated
as follows

2 h h 2 h h
‘<g umx N‘ + {g U prW oy nh‘q‘

N;
82029 1/2 ho|2 1 1/27,,h 7112
\Z uxz e+22525"5 [[u,:v]”f‘
i=1

(4.64)

q
1 1
/2. h (|2
+F212€2ﬁq“/6q u,x”l—‘j'

What is more, we shall make use of similar arguments to estimate the
remaining terms, enclosed into the third parenthesis on the right-hand side
of (4.54). By employing the Cauchy-Schwarz inequality (A.12) and the
Young inequality (A.17) as well, we have

|<uf;)[[uh]]f‘ + ‘uf; cnul|p,

< I T+ s e,
€311/, h\ (|2 1 A2 €311, b2
(IR + BT ) + (e
Ye /e 1
2 311,k (2 h||2
)+ 2 (SR, + IR, ),

Ie
e hy[|2 1 h
=3 (S0 + I, )+
. - (4.65)

where N, denotes the number of exterior displacement boundary segments
r,.Cr..
The above terms can be bounded by recalling the mean value inequality

N

h||2
re
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(A.19) in (4.65), thus we obtain

: €3 £3 1
5 (AR, + oI, +Z (sl + 1R,

=1
N;
< (2 ORI, + I 1) + ol
i:1 2 7 s 7 283 7
N,
c 3 1 N
#30 (SImIR, + o,
" (4.66)
163
=3 2 (IR + IR Z |2,
=1
+3 e +§Cjiuuhrr?
= 2e3 A " 283 a

Ny Ne

\Z u h||me+2—|| Zziggnuhn%,

r=1

Applying the trace inequality (A.38) and afterwards the properties of Sobolev
norms in (4.66), we conclude that

Ne

£3 1
Z [, ][5, +Z—|I IMIE, + ZQ—S?)IIU”II%,.
r=1
Nel c NZ 1 N¢ 1
3 _
<Z§C(helllw};||?ze+he!|w %e)+22—ll[[uh %ﬁZQ—IIuhII%
e=1 o1 “°3 1 <3
Nei N; N¢
£3 _ 1 1
<Z;C(helHuféH?ze+heHUf§cHige)+22—&%H[[uh]]!i+z2—€3!!uhlli-
e=1 =1 r=1

(4.67)
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By making use of inverse estimate (A.37) in (4.67), we consequently deduce

Nei c Ni 1 e 1
3 1y R 2 hoy|2 7112 h12
;5(1(1% [l [, + hellul |17 o,) +;2—€3||[[u 11||n.+;2—53||u 7,
Nel
< %30 (M uls |3, + heCFR72 Ul |13,
e=1
B I S
e " = 2 v
Ney c Ni 1 Ne 1
3 —
<D0 SO G, + 3 s N IR + D2 o IR,
e=1 i=1 r=1
Nel Ni Ne
e3C5 0 n 2 1 1/21, k7|12 1 1/2, h||2
Z T |\u,xrﬂe+;2€35u [[umrﬁ;%lécuc I,

(4.68)
where C3 = C'max{1,C?}. We denote by C7 the constant resulting from an
inverse estinate.

Wherefore, from (4.65) — (4.68), we reach the conclusion that the terms
into the third bracket, on the right-hand side of (4.54), can be bounded as
follows

[ () [u"]e] + [ul - nu” .,

Neg N;

€303 np2 1 1/27, h
—[0

i Il + 3 591

. (4.69)

N.
<1

2 1/2. h||2

+E |8V .

T, e 2»3356” c U Hn

e=1

Further, inserting the inequalities (4.59), (4.64), as well as (4.69) on
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the right-hand side of (4.54), we have

Nel
@Ww>>2w1ﬂﬂmoamm
e=1
ol £1014°
—{ngwmmhm
e=1 €
+Z | [ Z a2,

Jet £2Cog?
= (D E e 2l

e=1

+Z (EREI % +Z rW?%)
Ney C

- (T ekl
e=1

Z MW@M+Z o, )
Y LR, + 3 b,

i=1 r=1

Nz' Nq
+ ) NBYVPLWTINR, + D 1Byl IR,

i=1 j=1

N; N.
+ > 8 PLPNIR, + D 16 a7, (4.70)
=1 r=1

Also, with the aid of factorization on the right-hand side of (4.70),
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it follows that

N,
= e1C1g°  £:0qg
%WWMzzc—%; ) g,

1

1= 55 s, +§:<1—;)H R,
-)
Z(l— )l ||r+§;(1— ) e

1-—-

e=
+
+

E10,
+

2

N;
. 1
ol + 3 (1 - —5) 182 LI

¥ Z (1 o5 ) o=, (71)

Then, by the use of definition of energy seminorm, (4.26), on the right-hand
side of (4.71), we arrive at

Buy(u",u") = m[Ju"||[3,,

which is the desired result. We denote by the constant m the minimum of
the terms enclosed into the parentheses on the right-hand side of (4.71).

In particular, assuming that o = a,, 8 = 5, as well as § = J., we can
prove (4.53) for m = 3 if we choose

hg | he d 8 he
c 401g2 ’ 2142 40292 3

€1

in which case we obtain

2
4
a=a,= 8019 ’ /8 5(] 8029 Cg

an ,
h:es e he

as well. ]

Let us now examine the coercivity of the bilinear form, Bg(+,-), for the
hp-version SIPG finite element method.
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Proposition 4.4.1.5. The hp-version SIPG method (4.49) is stable in the
energy seminorm (4.26), that is, there exists a positive constant m such that

By(u,u) = m|||ul||?, Yu € V", (4.72)

Proof. Similar to the series of steps of the previous proof, substituting u for
win in (4.23), for # = —1, and applying the triangle inequality, we obtain

Ba(u,u) = [[(g°)"Pull} + IIMIIQ
< g uxx :c + (92U,m),m '7’LU|FC>

2( gux:(; |+}g ux:cux n‘FqD

— 2(‘(1@ u f\‘ + |ug - nulr, >

+ a2 [ull7 + 1182 [uoll7 + 116" [ul |1}
o Pullf, + 118 2wl B, + 1102 %ullf.. (4.73)

To complete the proof, it only remains to estimate the terms enclosed into
the parentheses on the right-hand side of (4.73).

As in h-version, we can write the terms into the first parenthesis, by using
the Cauchy-Schwarz inequality (A.12), the Young inequality (A.17) as well
as the mean value inequality (A.19)

<(92u vz)z) [ulz + (QQU,M)J - nulr,

N
81 €1
\§j () al I, + 1Pl ) + D5
r=1
§j I, + 32 2l
251 = 2 "

Ney

€1
> S (I um)alBo, + l(g%ua) 2B,

e',e=1:(09Q,/,00Q.CN)

/A

ol e A Y1
1
+ > (9P uae) allBe, + D 5 IITullE, + D 5—Ilullf,.
, 2 - 251 261
e=1:(0QeNC:):(0Q2CT) i=1 r=1

(4.74)
where N, denotes the number of exterior displacement boundary segments
r. Cr..
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The terms into the first two sums can be bounded by invoking the inverse
inequality (A.21) in (4.74), then we deduce

Nel

€1
S S (MPwm)alBa, + 10 um)ol B, )

e/ ,e=1:(00,,00.CQ)

Nﬁl c N’L 1 Nc 1
1
+ > (9P ta) B0, + D s ulllF, + > s—Ilull?,
2 — 2¢e, 2eq
e=1:(00QeNT¢): (00 CT) i=1 r=1
Nei £ I I
< Z - (173 2u,zz||£226, +a 3||g Um| Qe
2 h?, R}
¢ e=1:(09,/,00.CN) e
Nel Nc 1
S —c1—||gum||ge+2—|| 2> ol
e*l'(aQ AT0):(892CT) r=1 <71
N; 1 N 1
2 2
< Z Sl + 3 g Il + 3 5l
Ne c p
1 e
= Jashille) +Z—Ha”2 IR,
e=1

Nc 1
1/2 2
+;2810KC||QC U’||FT7

(4.75)
where the constant ¢; is independent of h., p. and wu.
Therefore, from (4.74) — (4.75), we reach the conclusion that the terms,
enclosed into the first bracket on the right-hand side of (4.73), can be esti-
mated as follows

<(92U ex) ) U] + (gzu,m>,

pe
< z—c PRI

Yoo
+ ; 2510./6

Moreover, we shall analogously estimate the terms appearing into the
second parenthesis on the right-hand side of (4.73). By applying the Cauchy-
Schwarz inequality (A.12), the Young inequality (A.17) and afterwards the

N;
~ 1
2 1/2 2
+ — ||| |p.
bt gl

e 2ullf, -
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mean value inequality (A.19), we conclude that

’<g2u,:m:>[[u,x]]f‘| + ‘QQU,xru,x : n‘Fq’

Ni o allg
2 2
i=1 j=1

o+ g%,

Nq

N 1
) —lwalllE + D s—Iuall?,
i1 282 = 252 J
Nel c
2
<Y 2 (el + llgPues i, )
e',e=1:(09Q,/,0Q.CN)
Ny N; Ny
E9 1 1
+ > ZNoPuaellBo, + Y s—IuadlF, + D —Illuall?,.
2 (e~ ey — 29
e=1:(00eNlg):(02CT) =1 7=1

(4.77)
where N, denotes the number of exterior displacement gradient boundary
segments I'; C I'.
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Recalling the inverse inequality (A.20) in (4.77), we arrive at

Ney

€9
S Z(Iunlla, + 1190w e, )

e',e=1:(0Q,/,00.CN)

Ney N; Ng
E9 1 1
+ > NG tasllio, + D s ualllf, + > 5—lluall?,
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ol €2 o p?
<X (R, ol b, )
el ,e=1:(89 1,002 CQ) ¢
Nel 6 p2 Nz 1 Nq 1
2 e 2 2 2
+ Z 2, QG+ZQ€2 [ +22—52||U,w\|rj
e=1:(0QcNTy): (80 CT) i=1 =1
N; N,
- 1 2 1 2
\Z o+ D 5 Mallle + 3 5l

i=1 j=1

N;
_ 2pe 1/2 2 1 1/2
Z (&) el + 3 g 518" I

1 1
E /2

(4.78)
where the constant ¢, is independent of h., p. and wu.
Ergo, from (4.77) — (4.78), we arrive to the conclusion that the terms
into the second bracket, on the right-hand side of (4.73), can be estimated
as follows

‘<g2u,zx>[[u,x]]f| + |92U zxly - anq‘
Nel 82 pQ
2 Pe 1/2 1/2 2
— 29”7 ||(9?) HB ug]llr,
=27 he Z (4.79)

Ng
1 1
/2 2

<

Furthermore, we shall use similar arguments to estimate the rest of the
terms, which enter into the third parenthesis on the right-hand side of (4.73).
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By employing the Cauchy-Schwarz inequality (A.12) the Young inequality
(A.17) and next the mean value inequality (A.19), we have

[{ue) s + ug - nu

I'e
Ni e Ne ¢
3 _ 3
<205 bl + ) + 305 e
=1
N;

IS

1
+ Pyl G |F + 5. HUllr,
; 2o, 1]l Z lfu 17 (150)
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N; N,
€3 <1 S 1
+ > SluallBa, + Y sl + Y 5—llullf,,
2 - 283 283
e=1:(002eNCe): (002 CT) i=1 r=1

where N, denotes the number of exterior displacement boundary segments
r. Cr..

We invoke the inverse inequality (A.20) in

(4.80), as a consequence we
obtain

Ney
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S P (lhala, + llual B, )

e’,e=1:(08,/,00.CN)
Nei
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\2_63 < ux‘

N; 1 N 1
2 1/2 2
—l5 _ _
SN L DD IE= il

(4.81)
where the constant c3 is independent of h., p. and wu.
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Wherefore, from (4.80) — (4.81), we reach the conclusion that the terms,
enclosed into the third bracket on the right-hand side of (4.73), can be
bounded as follows

|<U,x>[[ Iel + lwe - nulr |

< Z —cgpe u|[3, + Z o 5||51/2

82)

¢
+22 —lI52ul,.

After those series of steps, we gather the inequalities (4.76), (4.79) as
well as (4.82) and insert them into the right-hand side of (4.73). As a result,
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we get

Ney
Bsb(uvu) P ZH( 1/2
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N; Ne
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Now, with the aid of factorization on the right-hand side of (4.83), it is
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clear that
Ne 6
Ba(u,u) > ; (1 — e1019° ﬁ — £9302g” " ) 152t |,
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) o,
2 } : 1 1/2 2
I + A 1 - 625‘1 ||Bq u@Hl—‘j
1 1
o /2 o 1/2
1= =) 1oLl +§j(1 ) el

(4.84)

Then, by the use of definition of energy seminorm, (4.26), on the right-hand
side of (4.84), we reach to

Bsb(uﬂu) m|||uH|sb’

which is the desired result. We denote by the constant m the minimum of
the terms enclosed into the parentheses on the right-hand side of (4.84).

In particular, assuming that o = a,, 8 = 5, as well as § = J., we can
prove (4.72) for m = 3 if we choose

he £slq e and  e3]lg = e
Acag?p? S T 9cyp2”

€1lQ. =

e

2,6
4clg pe
in which case we obtain

_ 8aig’p}

8 2,2 4 2
B 29 P and b= 0e = _03pe’

ﬂ:/Bq: he he

too. O

Wherefore, Bs(-,-) is a coercive bilinear form on the finite-dimensional
space V" and ergo the problem (4.49) has a unique solution.
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4.4.2 Continuity of Bilinear Form

With the definition of the energy seminorm, (4.26), we have the following
continuity result for the bilinear form (4.23), based on the Cauchy-Schwarz
inequalities (A.12) and (A.13).

Proposition 4.4.2.1. Let Bg(-,-) be the bilinear form defined in (4.23)

with 8 € {—1,1} and o, a., B, B4,9,6. = 0. Then, there exists a constant
0 < C < o0, such that

Byy(u", w") < CllJu"|l| ][]l Vu',w" € V" (4.85)

where C'is independent of h., for the h-version.

Proof. We can obtain (4.85) by applying at first the triangle inequality in
the bilinear form

< |Ba(u, w")]
< (gl wh )l + (Wl wh g
+ [{(g*ul,) ) [w"Te] + [ I((g*wh,) ) 5
+ [{g*ul ) [w! Ts] + [[ul ] (g*wh,) 5
+ W) [w" g | + ([T (w,) ]
+ |afu [w"Ts] + (Bl ] [wh 5] + 16]u"][w" ]|
+(g*ul,) o - " e ] + [ (gP,) o - |
+ g%l w0l + ul, - ngPu, I,
+ [ul - nw”|p,| + [utw”, - 0|

+ Jacuw"|r, + Bl - nw” - n|p, | 4 |cuw" |, |(4.86)

and then the Cauchy-Schwarz inequality (A.12) on each term of the right-
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hand side of mathematical expression (4.86). As a consequence, we have

Bay(u",w") < ||(9°)ulallal|(9) P wlialls + (1l lallwlll
+la” 1/2<(9 U,m),$>”f||al/2[[ "Iz
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+ 1185 2ul e, 1852wl e, + (100" || 1622w .. (4.87)
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I/QwhHFC

r.||¢

Using the Cauchy-Schwarz discrete inequality (A.13) on the right-hand
side of (4.87), we get
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c



4.4 DG Finite Element Method 71

Thus, to complete the proof, it only remains to estimate each of the mean
value terms that enter into the parentheses on the right-hand side of (4.88).

Hence, by using the mean value inequality (A.19), we can write the first
mean value terms, enclosed into the first parenthesis, as

lla (g ulie) o) 112+ |Ia‘1/2(92u};z) o I7

e
N;
:ZHQ_I/Q gumz ||1" +Z||a I/QQUxx)ZHFT
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<Y (Il (gl E) &l[7, + a2 (g%ul) &I17,) + Z a2 (g* ) oIF,
=1

el
<D Nl 2 (gPuly) el e,

(4.89)
where N, denotes the number of exterior displacement boundary segments
r.Cr..

Then, by applying the trace inequality (A.39) as well as the properties of
Sobolev norms in (4.89), we conclude that

Nel
Z Ha_l/Q g uw:p>$||89
ZC a2l [F o, + hela” PPl 15 q,) (4.90)

< ZO (a2t |2 o, + Rella™2g%dh |25,) -
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So, making use of inverse estimate (A.37), (4.90) gives

el
Y C(h Mo PPul |1 g, + hella™ PPl 13 0,)

el
<ZC( he'Crh 2|l g%l |G, + heCrrh o™ PgPul,,
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El
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= D P R,
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el
Cl hg 2 2\1/2, h 2
- — h3 Cag H(g) u,xm

< ZH( Pl

Qe

with C; = C'max{C?% C?} and by C;, C; the constants resulting from an
inverse estinate. We denote by C,, the stabilization constant of the stabiliza-
tion parameter o = C;L"—f and we have picked out that g; 1 without loss
of generality.

Therefore, from (4.89) — (4.91), we reach the conclusion that the first
mean value terms, on the right-hand side of (4.88), can be bounded as follows

a2 {(Pulh ) B+ o (gl )l B, < 16D 2l B (4.92)

In addition, we shall analogously estimate the second mean value terms,
enclosed into the first parenthesis on the right-hand side of (4.88). By
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recalling the mean value inequality (A.19), we deduce

1872 (g*ulua) 17 + 1185 1”92UZxHr
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Nel
<Z||5 1/292 " ||8QP
e=1

where N, denotes the number of exterior displacement gradient boundary
segments I'; C I'y.

By invoking the trace inequality (A.38) and next the properties of Sobolev
norms in (4.93), we have

§2W3”22hHm

<§:C BTGPl G, + el 87267 (W) 415, (4.94)
e=1

Nel
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Afterwards, making use of inverse estimate (A.37), (4.94) yields

10.)
s ke

Nel
ZC 1||B 1/22h ||Qe+h||5
e=1
el
< C (N8 g+ heCERZS )
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2
Qe

with Cy = C'max{1,C?} and by C; the constant resulting from an inverse
estinate. We denote by Cjs the stabilization constant of the stabilization pa-

2
rameter 5 = Chﬁ—g and we have selected that g—; < 1 without loss of generality.

Ergo, from (4.93) — (4.95), we arrive to the conclusion that the second
mean value terms, on the right-hand side of (4.88), can be estimated as
follows

182Gl 17+ 11872 97ul, 12, < 11(9%) ! 2ult, |3 (4.96)

What is more, we shall use similar arguments to bound the rest of the
mean value terms, enclosed into the first parenthesis on the right-hand side
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of (4.88). By employing the mean value inequality (A.19), we obtain

|I5‘1/2< WIF A+ 11072 h||rc

—ZII5 Y2 u +Z|I5 RRVAIES
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<ZH5 V2l [ 13q.
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(4.97)

+||(5 1/2 h—

where N, denotes the number of exterior displacement boundary segments
r.Cr..

Thus, using both the trace inequality (A.38) and the properties of Sobolev
norms in (4.97), we get
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el
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By making use of inverse estimate (A.37) in (4.98), we subsequently deduce
Ney
DO (ISPl G, + hello Pl g,)
el
<D O (h N6 2l [, + heCTRZ2I6 2l [2,)

Ne;
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(4.99)
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N h Cs
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with C3 = C'max{1,C?} and by C; the constant resulting from an inverse
estinate. We denote by Cj the stabilization constant of the stabilization

parameter 6 = % and we have chosen that g—i < 1 without loss of generality.

Wherefore, from (4.97) — (4.99), we reach the conclusion that the re-
maining mean value terms, on the right-hand side of (4.88), can be bounded
as follows

167272 )IR + 116,

I, < [lufllG: (4.100)

We shall follow the above procedures in a similar manner to bound the
mean value terms of w” enclosed into the second parenthesis on the right-
hand side of (4.88). As a result, we have

[l 2((g*wha) )17 + lag 2 (g0l al I,
187 72(gPwla 17+ 118,29 wh IR,
1572 (i) + 116712l |17,

1)l |13,
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[|w

NN N

2
=G

To boot, inserting the inequalities (4.92), (4.96), (4.100) as well as
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(4.101) into the brackets in (4.88), we obtain

Bg(u" w") < (3II(92)1/2uh 13, + 2l 13 + 2/l 2 ]I} + 2118 [ul ]I

+ 20|62 I17 + 2l ||, + 2116, %ul |17,

1/2, h||2 1/2 2\1/2, h 1|2 h(12
2022, ) " x (311007 2l 3 + 21
+ 2l a2 [l + 2182wl I12 + 2116w ]| 2

1/2
+2Hai/2wh|\%c+2Hﬁq1/2wf;H%q+2H5§/2wh|\%c) - (4.102)

Also, by the use of definition of energy seminorm, (4.26), on the right-hand
side of (4.102), we arrive at

Bay(u", w") < C|[[u"]] el l[w"]]] s,

where C' is independent of h,.. O

Thereafter, let us examine the continuity of the bilinear form, Bg(-, ) for
the hp-version interior penalty discontinuous Galerkin finite element method.

Proposition 4.4.2.2. Let Bg(-,-) be the bilinear form defined in (4.23)
with 8 € {—1,1} and o, a., B, B4, 9,6. = 0. Then, there exists a constant
0 < C < o0, such that

Bay(u, w) < Cll|ulllssll[wlls Y, w € V™, (4.103)

where C' is independent of both h. and p., for the hp-version.

Proof. Similar to the approach to the previous proof, we can obtain (4.103),
by using at first the triangle inequality, then the Cauchy-Schwarz inequality
(A.12) and finally the Cauchy-Schwarz discrete inequality (A.13).

As a consequence, we end up at the same result presented in mathematical



78 IPDGFEMs for SGE in 1-D

expression (4.88). Up to this point

Ba(u,w) < (II( )P0 [G + Nlwal[§ + o™ 20 w0) o) 17
g (g ) ol B, + 11872 (PP 1B+ 118, 29w a7,
1072 a7 + 16 ualf, + 2o [u]|IF
+2/18"2[us I + 21162 [u]l[7 + 2/l >ul |7,

5\ /2 2\1/2 2 2
Te x ](g7) w,m‘HQ"" Hw,xHQ
+ [l (g W a0) )2+ (o2 (07w a0),
+1B72(Pw e B + 118, 0w aal 7, + 11672 (w o) |[2
+ 1672w, |7, + 2/l [w]|[2 + 2|82 [w ]2
+2[6" 2 [w]| 2 + 2[|e*wl|}, + 2118w, IF,

+ 21185 %u o[}, + 2162 %ul

2|61/ |2 is 4.104
+ 216w, ) - (4.104)

Thereby, to complete the proof, it only remains to estimate each of the mean
value terms appearing into the parentheses on the right-hand side of (4.104).

Hence, by applying the mean value inequality (A.19), we can write the
first mean value terms, enclosed into the first parenthesis, as

07245 ) I Nl ),

Ne
—ZHa V(0P ) IR+ Y o (0Pt ) o7,
r=1

)

Ne
< (Ila PPl allf, + a2 (P ug,) ol B) + ) lag (g um) I,
1

1= r=1
Nel
< Y (eGP elida, + a0 ) e, )
e',e=1:(09Q,/,0Q.CN)
Nel
+ Z s 1/2(92%“)@“%96’

=1:(0Q2eNT): (82 CT)
(4.105)
where N, denotes the number of exterior displacement boundary segments
r,Cr..
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These terms can be bounded by invoking the inverse inequality (A.21) in
(4.105), then we deduce

Nei
> (Il (P al o, + o (0P
e’,e=1:(08,/,00.C0N)
Nei
+ Z e 1/2(g2u,m),z|%ﬂe
e=1:(0QNI¢): (002 CT)
Nei
< Z ( h3Ha 1/2927“69035”9,"’_61}13“0‘ 1/2 2
e’,e=1:(08,/,00.CN)
Nei

+ Z h Ha 1/2 .2

e—1-(aQ NTe):(02CT) €

6
< S ol

De _
= apsa oIl P,

. De hg 201/ ,2\1/2 2
- Clh_gca_Qngg ||<g ) u7$$| Qe

e=1

Nel
<D 6 Pl
e=1

(4.106)
where the constant ¢; is independent of h., p. and u. We denote by C, the
stabilization constant of the stabilization parameter o = 0“53 P2 and we have
picked out that £ < 1 without loss of generality.

Therefore, from (4.105) — (4.106), we reach the conclusion that the first
mean value terms, enclosed into the first parenthesis on the right-hand side

of (4.104), can be bounded as follows

o™ 00) D2 + 107200 00) 12, <1167 ey (4107)

Moreover, we shall analogously estimate the second mean value terms
on the right-hand side of (4.104). By recalling the mean value inequality
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(A.19), we get

187{gPuaa) |12+ 118,/ 2um||%q

N;
1/2 2 2
+ZH5 umHFj

= 11B7(g 0a)|

=1

N;
<D (18722t |, + 11872, +Z|Iﬁ Y2gtu I,
i=1 (4.108)

Nel

< > (1B, + 187, )
e',e=1:(09Q,/,0Q.CN)

Nel

+ > 18,297t a3,

e=1:(0QeNlq): (02 CT)

<.

.

where N, denotes the number of exterior displacement gradient boundary
segments I'; C I',.
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By employing the inverse inequality (A.20) in (4.108), we arrive at

Nel
S (15 uml, + 187 i,
e/ ,e=1:(09Q,,00.CQ)
Nel
+ Z ||/B 2 2“%”?996
e=1:(00Ny):(02CT)
ol P2 p
< 3 (erw”“umugwczeuﬁl/“umuae)
e',e=1:(0Q,/,00.CN)
Nel

pe
+ Z Hﬁ Y2 2um||522.3

=1:(8Q2eNT):(8Q.CT) he

pe
\ZCQ Hﬁ 1/2 2

e pe 3
=3 ete s g6
e=1 €

Ney 2
he

— 2 1/2 2
p— h C ||( ) u@wl Qe

Nﬁl
<D @) Pl B,
e=1

(4.109)
where the constant ¢y is independent of h., p. and u. We denote by Cjs the
stabilization constant of the stabilization parameter 5 = Bg P¢ and we have

selected that & < 1 without loss of generality.
5

Ergo, from (4.108) — (4.109), we arrive to the conclusion that the second
mean value terms, enclosed into the first parenthesis on the right-hand side
of (4.104), can be estimated as follows

||B 1/2<g Uxa:>||1“ + ||5 1/2 QUa:le%q g ||(92>1/2u79€x||?~2' (4'110)

Furthermore, we shall use similar arguments to bound the remaining
mean value terms appearing on the right-hand side of (4.104). By mak-
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ing use of the mean value inequality (A.19), we have

1672 (w1 + 16512007,

N; Ne
=D 2w )lIE, + Y 116 Pl
=1 r=1

N.
<D (16 2R, + 1167 2us|

=1

S

Nc
L)+ DI Pl
r=1
Nel
< > (1wl B, + 1167 2l B,
e ,e=1:(00,1,00.CQ)
Nel
D DI i Y

e=1:(002eNe): (002 CT)

(4.111)

where N, denotes the number of exterior displacement boundary segments

r.Cr..
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Thus, applying the inverse inequality (A.20), (4.111) yields

Nel
S (11 RulBa, + 1523,
e e=1:(09,,,00.CQ)
Nel
Y e uall,
e=1:(0QeNT¢) /(89 CT)
Nel p2 p2
S SN I
e’ e=1:(0Q,/,00.CN) € ¢
N¢; pz
D SR [l
e=1:(0QeNT¢):(8QCT) € (4.112)
N¢; p2
<3 a6 2

e=1

Neg p2
-1 2
= ZCsh—Z5 [luzllo,
e=1

Nei 2
P he

Fe 2
- h Tk

Qe

e
Nel

<D Mualla,
e=1

where the constant c3 is independent of h., p. and u. We denote by Cjs the
stabilization constant of the stabilization parameter ¢ = C}‘i—fz and we have
chosen g—i < 1 without loss of generality.

Wherefore, from (4.111) — (4.112), we reach the conclusion that the rest

of the mean value terms, enclosed into the first parenthesis on the right-hand
side of (4.104), can be bounded as follows

1672 (i) + 116712l

.o< HUZH%. (4.113)

We shall follow the above series of steps in a similar manner to estimate
the mean value terms of w on the right-hand side of (4.104). As a result,
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we obtain

o2 (P wae) IE + 0z (g0 00) al 7, < 11(6) Pl 3,
1872 (gPw o)l + 11572 0P waal[B, < 1(6°)Pwaalf (4.114)
<l

1572w ) 12+ 1107 2wl B, < w1

After that procedure, we gather the inequalities (4.107), (4.110), (4.113),
and also (4.114) and insert them into the right-hand side of (4.104). In
consequence, we conclude

Ba(u,w) < (3\\(92)1/2u,m\|% + 2l ullg + 2l [ul|E + 218" [u ]I
+2/[82[u] 12 + 2llag*ul 7, + 2118, .0

7,

1/2 2 1/2 2\1/2 2
2010 2ullf) T x (31107 2w el 3 + 2w
o+ 2l 2]l + 21182 [w 12 + 211672 [w]| 2

F
Q

2 1/2 2 9 1/2 2 9 61/2 2 1/2 4.115
+ 2l wl[r, +2[|8, " wellr, +2[|6."wllr, ) . (4.115)

So, by the use of definition of energy seminorm, (4.26), on the right-hand
side of (4.115), we reach to

By (u, w) < Cf|[ulllsell[w][]ss,

where C' is independent of both h. and p.. O

4.5 Error Analysis

In this section, we want to conduct an error analysis for interior penalty
discontinuous Galerkin finite element methods (4.49). Specifically, our main
concern is to prove both h- and hp-version a priori error estimates in the
seminorm, ||| - |||s, for the methods introduced above. For this purpose,
we have initially proved the consistency and we have showed stability of
the methods in the preceding sections. With the results from consistency
and stability, we can prove convergence of the methods. Let us assume for
simplicity that g? is continuous on €.
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4.5.1 Error Estimates in the Energy Seminorm

Convergence 4.5.1.1. Let a" denote any interpolant of u from H®(2, P())
onto the finite-dimensional space V". Let us specify the interpolation error
byn =u—a". Thereby, we can decompose the global error u —u" as follows

u—u" = (u—a") + (@ —u") =n+e (4.116)
So, using the triangle inequality, we have

1w =" Ml]s < nlllss + 1€ l]o, (4.117)

h h

where e = W — u" is the part of the error in the finite element space, i.e.,

eh e .

Our error analysis below will provide a bound on |||e"|||s in terms of
suitable norms of 7. As a consequence, we shall obtain a bound on |||u—u"|||
with respect to various norms of 7. Hence, to complete the error analysis,
we shall need to quantify norms of 7 in terms of the discretization parameter
and Sobolev seminorms of the analytical solution wu.

Theorem 4.5.1.2. Assume that the consistency condition (4.50) and sta-
bility condition (4.53) (see Proposition 4.4.1.4) of the method hold. For
each face, we define positive, real, piecewise constant functions o, o, 3, By,

0 and d. by

Cag® Csg° Cs
a=aq,= [ , B=08y= . and 5:5(;:h—e.

Given that the conditions are satisfied for the interpolation estimates (A.30),
(A.31) and the trace inequalities (A.38), (A.39) hold, the error estimate for
the symmetric interior penalty discontinuous Galerkin method (4.49) can be
written as

Nel
llw = "I, < C D h2* Vluliyq,, (4.118)
e=1

where C' is a constant dependent only on the space dimension and on k, and
| [ks1.0. denotes the H L -seminorm on Q..



86 IPDGFEMs for SGE in 1-D

Proof. To begin with, we shall estimate e”. For that purpose, we take ad-
vantage of the coercivity (4.53), the decomposition of the error (4.116) and
the Galerkin orthogonality (4.50) yielding

ml[le" 113

N

Bg(e", e

= Bg(u—u"—n,e"

= Bg(u—u" e") — Bgy(n,e")

= —Ba(n, eh)

| Bsb (1, ") (4.119)

N

We continue by using the triangle inequality on the right-hand side of
(4.119). Then, we obtain

mllle"1Z < 1(0° 00 €n)al + 1(10s € )y

|

+[{(g” ﬁm) e"s] + |[[77]]<( 2eh ) )l
+ (9" naa) [ ]5] + 2D (el )t

+ [(n2) "5 |+|[[77]]( )P
+ lan][e"]; |+|5ﬂ M AREI AN
+ |(9277m) o nellp, |+ |77(926’§;x) o
+1g° 77m6 “nlr, | + e - nge 21,
+ |12 - nelr.| + [nel, 'n|rc|

S Ie

+ |aene”

Fc

To bound the terms on the right-hand side of (4.120), we apply the
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Cauchy-Schwarz inequality (A.12) giving

ml|le

1112

<

19" nallallg'*elulla + lnallallellls

+||a‘1/2<(92n,m),z>||f||a1/2[[ "z
+ [l [nlllella™*{(g% el o) I
+ 11870 lIsl182 [l ]

182 Il 115712 ela) I

+ 102 a2 l10M [ e + 162Dl l16~> (el s
+ e[l sl 2Lz + 1182 [nad 171182 [l Dl
+ 116" [l 110" 2 [e" U1 + e (9% n00) e
+ llog*nllr.llag (7€) al .

+ 118729 n a0, |18yl I,
1182 nalle, 118, 2 g%l lle, + 1102 nallr |16 " |,
+ 1162 nllr 1102l v, + (e 2nlle. [l e" |

11832 na e, 185 %€ e, + 1182%n]

(4.121)

Te

As before in this chapter, we shall make use of Young inequality (A.17)
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on each term on the right-hand side of (4.121). For that reason, we deduce

ml|le

1113

1 .
2—6(|!(92)1/2n,m||% + Il + Nl 2((g*n0).0) |}

a2 + 11872 aa) 12 + 1162 [l 2
11672 ) 12+ 8 2l 2 + [l 2]l 2
182Dl + 182 Tl + 1oy /(9% 0) 0l
a2l B, + 118, 2 g el B, + 1182l 3,
1167 2mal i+ 1152012, + et/ nl B+ 118} *mal I,
(182,

e
2 () 2t 1B + Nt 3 + o 2T 2
a2 (g I+ BRI + (18 g
622 + (1572 (M E + [l 2 + Hﬁl”[[ AllH
+ 1162 2 2l (gl ),
|8y, ||%q g I, + I +
CHIBY2E IR, + 116221, ) (4122)

1/2 h||F

+ ||,

Thus, to proceed with the estimate of e”, one of the steps remaining is to
bound each of the mean value terms which appear into the second parenthesis,

on the right-hand side of (4.122).

To achieve that, we shall exactly follow the same series of steps presented
in mathematical formulas (4.89) — (4.100). As a result, we get

la™2((g%el) a7 + llag 2 (g%eln) ol B, < 11(9%) el I
1872{g a7 + 118, 1/2926’;x\|rq <l(g%)"% : wallg,  (4.123)
167 2() 7 + 110212l |7, < N1l 112

To boot, by inserting the inequalities, (4.123), into the second bracket
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on the right-hand side of (4.122), we have

mllle B, < oo (162 naelly + el + a2 ((gPn00) 112
a2l + 1872 (g 12+ 182 e 12
11072 () 12+ 8 2l 2 + [l 2]l 2
+ 11872 Iall2 + 182 Tl + oz /(9% n.a) al .
a0l B, + 118, 2P0l B, + 118Y 0.2,
1162l B, + 19201, + o/ ®nllf, + 118y n.I I3,
1162012,
+ = (3ll(g) 2113 + 21l 3
o+ 2l a2 [ 2 + 2018V [ 12 + 21162 [T 12
+ 2ol B + |18 B, + 2R ). (4.124)

Now, by the use of the definition of energy seminorm, (4.26), in second
parenthesis on the right-hand side of (4.124), it derives

mlllelZ < o (16 nally + llnally + a2 (g ee) I
+ 129 n0e) 2IE, + a2 [0] 112 + [l nl[7,
18720012+ 118, /200 B, + 1821112
1182l B, + 157 2 12+ 110, 2.1,

6 2Ll 12 + 0202, + o 2Tz + />l 3.
118 2InalI12 + 118Y2nal B, + 182 [II2 + 110720112, )

+ 5 e 11 (4.125)

Afterwards, by choosing an appropriate value for € in (4.125), it derives
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il

a bound on |||e"|||s, in terms of suitable norms of 7, being

2
m g 1
TR < Ll + Al

(9°)? ~1/2 2 (9*)? ~1/2
LD a2 ) N+ o ).
Cag®

m

212 212
9°) ~1/2 >, (9°9) ~1/2 2
52 e+ 8 ol R,

2
Ie

+

_ Cag®, _
el + o i,

—~

+

+
Q

2 2
B89 —1/2 o Cay —1/2 2
h x| |1 - h x
2| 2+ 2 | o R,

_ Lo
1574011+ 10,

+
2=

+

_ Cs,\,
Iz 2Ll + Sk i, |

2
Ie

1
18 Tn.Jlf + -3l

+

1
[l 212 + —[lag*n]

+
S~ 3= 3= 3

+

—
| A
>

1
15201l + 621 | (1120

We simultaneously note that the inverse estimates (see Theorem A.4.1 and
Remarks A.4.2) do not hold for the interpolation error, since n ¢ V.

Therefore to complete the estimate of e”, a subsequent step is to bound
the terms enclosed into the brackets on the right-hand side of (4.126).

Hence, by invoking the mean value inequality (A.19), we can write the
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factors enclosed into the first bracket on the right-hand side of (4.126) as
(9*) (9°)°

THO‘_UQ«T},M),JH% + THOCZI/Z(U,M)@H%C
(92)2 o 1/2 2 2k 1 2
= o 2 ((aw) ) I, + le - (Na) olIF,
i=1
(92>2 i 1/2 2 1/2
< 2 (07 )+ o ) A1) (4.127)
22 Nc
(9%)
m ZHa 1/2 (M,22), ||Fr

2 Nel

ZH 71/2 (1,22 ch’?Q )

where N, denotes the number of exterior displacement boundary segments
r.Ccr..

Next, by applying the trace inequality (A.39) as well as the properties of
Sobolev norms in (4.127), we conclude that

2 Ncl
Z ||a_1/2 (M,22) ar||8Qe
2 Nel
Z C 1|a_1/277,mﬁ,(25 + he|a_1/277,m‘§,ﬂe)
2 Nel
Z C (he a2l o, + hella™ 04050,
° Nel (4.128)
ZC _1 1||77,m||i§26 + he”n,MH;QE)
2 Ncl
ZC 1||77Ix||1Qe+h||77xx||2Qe)

=C Z RS (R M el 2, + el |02l 20,) -
e=1

In consequence, from (4.127) — (4.128), we reach the conclusion that the
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factors enclosed into the first bracket, on the right-hand side of (4.126), can
be bounded as follows

L a1724(m) 2 + L 02120,

ez (4.129)
<O B (b7 el B, + Relines )

Moreover, we shall follow the above procedure in a similar manner to
bound the terms enclosed into the third and the fifth bracket respectively,
on the right-hand side of (4.126). As a consequence, we get

(92>2 —1/2 2 (92)2 —1/2 2
L5 a2+ L1, 2 2,

N, (4.130)
<O he (WM 1maall?, o)
e=1
and
lHf5_1/2<77,:c>||% + lH5£1/277,ac| r, < C% he (he o)
m m —
(4.131)

Additionally, we shall analogously estimate the factors enclosed into the
second bracket on the right-hand side of (4.126). By recalling the jump
inequality (A.18), we obtain

N/ Cog?,, _
T||h63/2[[77ﬂ||12:‘+—||h63/2n||%c
Ca92 N; - a92 Ne
= ZHhe?’/Z[[W]H Z!Ih 2,
C’ag 2 Ne

N; B ag
22 1A 22 IR, + [1he 20 [[7,) ZHh alIz,

2 Nel

Cag
ZHh 20|36,

(4.132)
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We employ the trace inequality (A.38) and next the properties of Sobolev
norms in (4.132), so we deduce

2 Ney

Cag
Z 120l 3,

2 Nel

Cag _ .
ZC ISPl + hel b2 Pnal[3,) (4.133)

=C Z h?
e=1

2.)

Ergo, from (4.132) — (4.133), we arrive to the conclusion that the factors
enclosed into the second bracket, on the right-hand side of (4.126), can be
estimated as follows

Cag? —3/2 2, Cag? -3/2, 112 - -3 (p—1
T“he [[U]]HerTHhe n||FC<OZh6 (he ]

e=1

gze + heHn,:n| 5226) .

(4.134)
Furthermore, we shall follow the above series of steps in the same way to

estimate the terms enclosed into the fourth and the sixth bracket respectively
on the right-hand side of (4.126). For thar reason, we have

Nel |Fq

0592 _ 0592 _
TW% 1/2[[77,1]]“1% + T”he 12

N, (4.135)
< CZ he_l (he_l”n,mH?ze + h6||77,m||£2)e)
e=1
and
Cs —1/2 2 1/2 2
— A P nlllz + ||h IE, < Czh 0.) -
(4.136)

What is more, we shall use similar arguments to bound the factors that
enclosed into the seventh bracket on the right-hand side of (4.126). By
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applying the jump inequality (A.18), we deduce

2
Ie

1
LS a2l
r=1

1 1/2 2 1 1/2

e[z + — el
1

= EZH@”QMH

=1

1

—> 2 (|lan"|

m =1

2 Nel
< =l Pnl3,
e=1

(4.137)

N

N,

_ IR

o+l ) + — S el ),
r=1

Afterwards, in (4.137), we invoke the trace inequality (A.38) and the prop-
erties of Sobolev norms giving

2 Nel
= lan]l30,
e=1

Nel
2 _
<30 (0 a2l + bl n.3,)
e=1

o + hellnllg,) (4.138)

2 Ney
== Ca (b '|In]
m e=1

Ney 2
2 Cag _
:E;C hg) (hel‘w ?28"‘}‘6“77@’?26)
Nel
=Y b (Ml + hellnl[3,) -
e=1

Wherefore, from (4.137) — (4.138), we reach the conclusion that the terms
enclosed into the seventh bracket, on the right-hand side of (4.126), can be
bounded as follows

Nel
1 1 3/, _
Ellam[[n]]l\% + Ellaiﬂnl £ <O RS (h InllG, + hellnellg,) - (4.139)
e=1

Also, by following the previous procedure step by step, we shall estimate
the terms respectively enclosed into the eighth and the ninth bracket on the
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right-hand side of (4.126). Therefore, we arrive at

2.)

(4.140)

Nei
1 1 1/
EHﬂl/Q[[T],m]]H% + EHB;/%),%H%[I < CZ he ' (he 1||77,av| ?25 + hel[n,22]
e=1

and

Nel
1 1 o
—{[8"2[nllIF + —llo:*nllF, < € Y net (MM, + hellnall3,) - (4.141)
e=1

After that, gathering the inequalities (4.129) — (4.131), (4.134) — (4.136),
(4.139) — (4.141) and inserting them on the right-hand side of (4.126), we
obtain

Nel

m

U LLGHI[FRES Y {lnaalla, + ln.ll,
e=1

+hg (M0 ael T 0, + Rellnaell3o,)

+h? (MG, + Relln13,)

+ he (he_1||777m||?26 + hel 10 eaa |?ze)

+ht (R InellB, + Pellnaelld,)

+ he (W2l [6, + el 022115,

+ht (R I, + Rellnalla,) }- (4.142)

Application of interpolation estimates, (A.30), (A.31), yields for the
terms on the right-hand side of (4.142)

1nzello. < lnellio. < lnllog. < CheHulpso,  Yu € HFH(Q), (4.143)
Inello. < lnlhuo. < ChElulipie, Yu € HH(Q,), (4.144)
1neellie. < lnlls.o. < CREPluliprge, Yu € HH(Q), (4.145)

1nell20. < lInllag. < Cheluliire,  Yu € H*H(Q), (4.146)
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1l < Che™Mulerro, Vu € HM Q). (4.147)
Substitution of (4.143) — (4.147) on the right-hand side of (4.142) leads
to
Nei
SR < O3 (12 +n26D) ull, g,

e=1
N,

el
< C h?““’”lﬂiﬂ,ne-
e=1
Then, multiplying by % both sides of the above inequality, we reach to
the conclusion that e can be estimated as
Nel

HeM11% < C D m* Vufiyy g, (4.148)

e=1

To go on, we shall estimate 1 by using similar arguments as in the case
of e". By the definition of energy seminorm, (4.26), we get

1% = 1) *naald + [nallg + N2 [0l + [lad>nllZ,
+ 182013 + 11852 nlIE, + 1152 [0l 13 + (1602,
We proceed by employing the inequalities (4.139) — (4.141), having ig-
nored the coefficient %, we can bound the terms on the right-hand side of
the seminorm as

Nel
Il < CY {lnaell, + lInelle, + % (b 0l + hellnall?,)
e=1

e (g nal, + bl 13,)
b (bl + el Ina13,) )- (4.149)

Afterwards, insertion of the mathematical expressions (4.143), (4.144),
(4.147) into the right-hand side of (4.149) yields

Nel
[l < O (W +h2* ) Julis g,

e=1
Ne

el
< C Z 2t ’U|Z+1Q

e=1
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As a result, we conclude that 1 can be bounded as

Nel

HnlliZ, < C D R2E Dl g, - (4.150)

e=1

Now, combining (4.117) with the inequalities (4.148) and (4.150), we
have

2

< (s + [1€™ 1)

< 2(/IInll1Z + 1le"11%,)
Nel

C hg(kfl)WiH,Qe'

e=1

llw — w115,

N

Finally, it follows that

Nel
|[|u— Uh|||§b < OZ hg(k_l)|u|i+1nea
e=1

which is the desired result. O]

It is noteworthy that the resulting a priori error estimate is optimal in h.
Let us return to the a priori error analysis of the h—NIPG method.

Theorem 4.5.1.3. Assume that the consistency condition (4.50) and Pro-
postion 4.4.1.2 of the method hold. For each face, we define positive, real,
piecewise constant functions o, o, B, By, 0 and d. by

_ Ca92 2 C&

_ 5 _ G 5
3 , B=py= . and 5—5c—h—e.

Given that the conditions are satisfied for the interpolation estimates (A.30),
(A.31) and the trace inequalities (A.38), (A.39) hold, the error estimate for
the non-symmetric interior penalty discontinuous Galerkin method (4.49)
can be written as

Ne

l
llu = a3, < Y % Vulisg,, (4.151)
e=1

where C' is a constant dependent only on the space dimension and on k, and
| [ks1.0. denotes the H L -seminorm on Q..
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Proof. To begin with, we shall estimate e”. For that purpose, we take ad-
vantage of the coercivity (4.51), the decomposition of the error (4.116) and
the Galerkin orthogonality (4.50) yielding

e[ = Ba(e",e")

Bg(u —u —n,e")

By (u —u”, e") — Bg(n, ")

= —Bg(n, eh)

| Bao (1, ™). (4.152)

N

We shall make use of arguments being totally the same as in the proof of
error estimate of the SIPG method. Hence, it derives a bound on |||e"|||s,
in terms of suitable norms of 7, which is

1
S < gPlimeally + el

+ {62 lla™* (naa) IR + (%)l (000) o
+ {Cag®[Ih2[ll[7 + Cag?lIh*?nll2, }

+ {87 a2 + (69208, 2l §
+{Cag? I P Inall 2 + Cog?l 102,12, }

+ {11872 )12 + 110 a2, }

+{CalIhZ 2 Inll 2 + ColIh2 20l )

+ {lle 2Ll 12 + [0l 3.}

+ {18 21112 + 118}2n.01 13, }

+ {l18 2Ll [2 + 162l 2.} (4.153)

v}

To complete the proof, the next step to be followed involves estimating
the terms enclosed into the brackets on the right-hand side of (4.153). By
following the similar series of steps as in the proof of error estimate of the
SIPG method, we reach to conclusion that e” can be bounded as

Ne

el
leI13, < €3 REDluf2, g (4.154)

e=1
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By analogous procedure in keeping with the previous proof, we conclude
that 1 can be estimated as

Nei

Il < C ) he*Dluli i g, (4.155)

e=1

Now, employing (4.117) as well as (4.154) and (4.155), we deduce that

Nel
[l — ][, < CD R Duffy g
e=1
which is the desired result. O]

It is worthy of notice that the resulting a priori error estimate of the
NIPG is optimal in h.

Let us focus on a priori error estimate of the hp-version of the methods
presented in this chapter.

Convergence 4.5.1.4. Let I, denote any (linear) projection operator from
HS(Q,P(2)) onto the finite element space V. We can then decompose the
global error uw — upg as follows:

u—upg = (u—pu) + (lpu —upg) =n+&. (4.156)
So, using the triangle inequality, we have

w = upcllso < [1nlllse + [1I€]]] o (4.157)

wherehf = Ilpu —upc is the part of the error in the finite element space, i.e.,
ey,

Our error analysis below will provide a bound on |[|¢|||s in terms of
suitable norms of 7. Thus, we shall obtain a bound on |||u — upg|||ss With
respect to various norms of 7. Ergo, to complete the error analysis, we shall
need to quantify norms of 7 in terms of the discretization parameters and
Sobolev seminorms of the analytical solution wu.

Theorem 4.5.1.5. Suppose that ) is a bounded domain in R and that P(2)
is a regular partition of  into elements Q.. Letp = (pe : Qe € P(Q),pe €N,
Pe = 3) be any polynomial degree vector of bounded local variation. For each
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face, we define positive, real, piecewise constant functions o, ., B3, By, 0 and
0. by

2,6 2,2 2
C’agpe7ﬁzﬂqzcﬁgpe and 5:502%.

W he he

Let us also suppose that the stabilization constants C,, Cg and Cs are such
that the bilinear form Bg(-,-) is coercive (see Proposition 4.4.1.5). If the
analytical solution u to the problem (4.25) belongs to the broken Sobolev space
HY(Q,P(Q), t = (t. : Q. € P(Q),t. > 4), then the solution upg € V"™ of
the problem (4.49) satisfies the following error bound

a=aq,=

, Nei J2se—4
Il —upall2, < CD —p;H |[u
e=1 ©°¢€

39 (4.158)

where 2 < se < min(pe + 1,t.), and C is a constant dependent only on the
space dimension and on t = maxq,cp(Q) te-

Proof. To begin with, we shall estimate £. For that purpose, we take advan-
tage of the coercivity (4.72), the decomposition of the error (4.156) and the
Galerkin orthogonality (4.50) yielding

m||[¢]|%, < Baw(£,€)
= Ba(u —upg —n,§)
= Ba(u—upg,§) — Ba(n,§)
= —Bu(n,§)
< [Bw(n,8)]. (4.159)

We continue by using the triangle inequality on the right-hand side of
(4.159). Then, we obtain

m||[E12, < 1(9°N0e Ean)al + | (Nas En)a)
+ 1{(9%n.22) ) [ED5] + 1[ND{(9°E o) )7
+ {g*n2a) (€2l 5] + 1[020(9°E o) 7
+ [ [Ele] + 1) ¢
+ la[nll€lz| + 18In11€ 5| + 1011 [€]z]
+ 19 N0x) 2 - n€lr.| + [1(5°Ea) 2 - 1
+ 1900280 - nlr,| + 0o - nG*E walr, |
+ [0 - nélr. |+ n€e - nlr]
+ aenélr| + Bgne - & - nlr,| + [0e0€]r, |- (4.160)

I. Te

Te
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Thereby, to provide a bound on |||£]||s in terms of suitable norms of 7, it only
remains to estimate the inner products on the right-hand side of (4.160).

With the aim of bounding the first inner product on the right-hand side
of (4.160), we initially apply the triangle inequality yielding

Nel
(9w Ean)al = | D197 Naws Ean)or,
e=1

Nel
< Z |(92n,xx7€,a:a:)ﬁe . (4161)
e=1

Then, by recalling the Cauchy-Schwarz inequality (A.12) and next the
Cauchy-Schwarz discrete inequality (A.13) in (4.161), we have

Nel
Z | (9277,96907 f,xx)Qe
e=1

Ne

l
<Y @) P naallon1(97) 76 el
e=1

Qe
(4.162)

Nel 1/2 Nel
< ( 11(9%) /21 00| > (Z 11(9%)12€ 1
1 e=1

e=

1/2
2 )
Qe
1/2
= (I16*)*naalld) ™ (1(g*) 2 00l 3)

By making use of the defintion of energy seminorm, (4.26), in (4.162), we
get

1/2

1/2 1/2
() naalld) ™ (1) € llE) ™ < Mnlllssl1€]]]sp- (4.163)

Therefore, from (4.161) — (4.163), we reach the conclusion that the first
inner product, on the right-hand side of (4.160), can be bounded as follows

|(9* N0, €o )l < M1 lllsw €]t (4.164)

Also, the second inner product, on the right-hand side of (4.160), can
analogously be bounded as

(02> E2)al < [lInlllss €] - (4.165)
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We shall additionally follow similar series of steps to estimate the sta-
bilizing terms on the right-hand side of (4.160). Employing the triangle
inequality, we deduce

bl = | abillely
< Y loliliel (4166

After that, by invoking the Cauchy-Schwarz inequality (A.12) and the
Cauchy-Schwarz discrete inequality (A.13) in (4.166), we conclude

3 lobliel

7

< 1/2 Neyt/2 _
;Ha [0 e = [€]]] (4167)

N, 12 ;N 1/2
< (Z o] ) (Z la?”2fe] )
i=1 i=1

= (Il 2)"" (la*2el2) .

Using the defintion of energy seminorm, (4.26), in (4.167), it derives

(la2[nl112)"" (a2 TeT12) " < il llEN - (4.168)

Ergo, from (4.166) — (4.168), we arrive to the conclusion that the first
stabilizing term, on right-hand side of (4.160), can be estimated as follows

lan]I€]e] < Hlnlllso 111 se- (4.169)

Moreover, the rest of stabilizing terms, on the right hand side of (4.160),
can correspondingly be bounded as

2

1B[n21008] < [1mlllsollI€]]] 5o

[0Tnll€lx] < Hnlllsell1€]]]sp,
|aené]r| < [[lnlllsllI€]]] 5o, (4.170)

|Bgna - € - nle, | < [lnll]soll1€]]] b,

[0en€ Il < [lnlllsoll1€]]1sb-
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It’s about time for us to estimate inner products, containing the mean
value operator of 1 and the jump operator of £, on the right-hand side of
(4.160). We use at first the triagle inequality, as a result we get

N;

Z<(9277,:c:c),w> []r,

S (g20). el

Afterwards, applying the Cauchy-Schwarz inequality (A.12) and then the
Cauchy-Schwarz discrete inequality (A.13) in (4.171), we have

fj (gP00) E]r

N;

|| 1/2 ((g 77,m),2> [Tl e
=1

: 1/2 1/2
< (Z ||Of1/2((9277,m),x>ll%i> (Z [l LTI, )
1=1

N; 1/2
- (Zua—l/2<<g%,m>,x> ) (AR

Invoking the defintion of energy seminorm, (4.26), in (4.172), we obtain

N 1/2
(Zual/%(g%m),a ) (la2EeliR) "

N, 1/2
< (Z 1™ 2{(g" N 02) ) %) €N se-
i=1

In consequence, from (4.171) — (4.173), we conclude that this type of inner
product, on the right-hand side of (4.160), can subsequentlybe bounded as

((g? 9N ax) ) [E]7| < <2Ha 1/2 77,&:$>,z>

|<(g277,m),:c>[[§]]f| =

(4.171)

2

(4.172)

(4.173)

1/2
%> [11€]]]se- (4.174)
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Furthermore, we shall use similar arguments to estimate the remaining
inner products of the corresponding form, on the right-hand side of (4.160).

Thus, we deduce
1/2
%) €11 sb

1/2
| [€]5] < leé Y2 ||r) 1€l s

N;
‘<9277,M>[[§,9:]]f| < Z ||B71/2<g277,m>|

|(g277,m:),x : n§ e

1/2
< Z||a;1/2(92n,m)7x||%r> 1€]] |55 (4.175)
. 1/2

|g277,xx€,x 'n|Fq‘ < Z Hﬁ 12 2779696H12“j> H|§|Hsb>

|T],$ ' n£ 1—‘c

N, 1/2
<D ||551/277,x|\%> [1€]1]sb
r=1

where N, denotes the number of exterior displacement boundary segments
I', € T'. and N, denotes the number of exterior displacement gradient bound-
ary segments I'; C I'y, as well.

A last step, for bounding |[|¢]||s in terms of norms of 7, is to estimate the
rest of inner products, which contain the jump operator of n and the mean
value operator of £, on the right-hand side of (4.160). As in the latter case,
employing the triangle inequality, we get

> (e

Ni

Z\ (6°€ae) )T,

(6% ea) )il =

N

(4.176)

Thereafter, by recalling the Cauchy-Schwarz inequality (A.12) and the Cauchy-
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Schwarz discrete inequality (A.13) in (4.176), we conclude

N;

Z |[[77]]<(92€,m),x>ﬂ

=1 X

< leoz”2 Il (0% € ) )] I, (4.177)

1/2
2 )
Fi *

By invoking the mean value inequality (A.19) in (4.177), we now have

1/2
2 )
r;

1/2
)>

N; 12 /N,
(Z [l 2] %) (Z [ 2{(g%€ 00) )]
i=1 i=1

N; 2 /N,
(Z a2 [n])| %) (Z o™ 2((5%€ 40) )

N 1/2
< ( a2 [n]] %)
i=1
>< <
. 1/2
< ( a2 [n]] %)
i=1

(la2(g*¢to)allf, + lla™ (g%,

V] =

s
z L

o
Il

1/2
Ny
X Z (|’a71/2(92§,x1),x|’?)§26/ + |‘O‘71/2(92£,m),x”?)ﬂe>
e',e=1:(09Q,/,00.CN)
(4.178)

Also, in (4.178), since £ € V" we can apply the inverse inequality (A.21),
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1/2
I )

so we obtain

N;
(z 1
=1

1/2
Nei
X Z (“&71/2(9257:109:),96“&2996, + |’a71/2(925,m),z|%ﬂe)
e’ ,e=1:(09,/,00.C0N)
N 1/2
< ( [l [n]| %)
i=1
N, . 1/2
x > (135 lla™"g 2€m||sz,+01h3!|a V2976 a6,
e/ e=1:(09,/,00.CQ) e

N

N; 1/2 1/2
(Z”a”?[[nﬂl%,.) <ch Jja~2g% )

N; 1/2 Ny 1/2
C
- (i) (3 g s, )
i=1 e=1 ¢
(4.179)

where the constant ¢; is independent of h., p. and &. In (4.179), we choose
& < 1 without loss of generality. Thereby, we deduce

N, /2 /N, 1/2
1

(Ejuwﬂ ) ( g )

i=1 =1 ¢

N 1/2 1/2 (4.180)
< (Z||a1/2unu| ) (ZH )26 I )

=1
= (Il [1112) " (11(62) € aall2)

In (4.180), by making use of the definition of energy seminorm, (4.26), we
conclude

(o2 T112) " (1% 2 cal )" < il ol €11 (4.181)

Wherefore, from (4.176) — (4.181), we arrive to the conclusion that this
type of inner product, on the right-hand side of (4.160), can be bounded as
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follows

0{(9° o) ol < Ml o€ (4.182)

What is more, by following the above procedure in a similar manner, we
shall achieve to estimate the rest of inner products of the corresponding form,
on the right-hand side of (4.160). As a consequence, we have

|1.20(9%Eae) el < [l 11€]] |55
1€ )zl < [lInlllsol €] s,
|77(92€,m),x-nr5 < nllls 1€ |so (4.183)
02 - 19" aelr,| < |0l 11€]]] 5o,
0 - nlr.| < Hnlllsoll1€]]]sb-

At this point, we gather the inequalities (4.164) — (4.165), (4.169) —
(4.170), (4.174) — (4.175), (4.182) — (4.183) and insert them on the right-
hand side of (4.160). So, it derives

2"
(ZHa () ell?,) (Zuﬁwgm
(ZHB Vg 2) (guwm )"

- (; o772 n2) " i€l

N;
mlliglllz, < 0{|||n|||sb+(Z||a-l/2<<g2n,m),x>

)
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which implies that

i 1/2
il < C{lillac+ (1o ()1,
<Z||B 1/2 nzx ) <Z||5 1/2 2.)1/2
+ (Zc ||ac1/2(n,x2),r|’%7)1/2 + (Z ||ﬁq1/2n,mm||%j>l/2
r=1 i—1
Ne 1/2 J
+ (Xl mal ) (4.184)
r=1

By combining at once the mathematical expression (4.157) with (4.184),
we get

N.
: B 1/2
e = ucllle < C{Ilmlllo+ (D o™ () 1)
i=1
Ne 1/2 Ni 1/2
+ (Yl 2o al2) T (18I
r=1 i=1
N 1/2 Ni 1/2
+ (B 0l ) (IR,
j=1 i=1

Ne 1/2
(Sl )"
r=1

or by successive use of (A.14), we have

= ulll?, < CﬂMMQ

+Z|I0z Y2 (N aa),

+ Z Hﬁil/Q (M)
=1

N;
+) 072 (na)
i=1

+Z|Ia 2 (1,00) lIF,

q
%i + Z ”6;1/277,11H12“J
7=1

Nc
2SI ) (85)
r=1
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Therefore, we have obtained a bound on |||u — upg|||sy in terms of various
norms of 7. Thereby, to complete the proof, it only remains to estimate the
terms appearing on the right-hand side of (4.185). We note that n ¢ V.

To estimate the first term, we shall make use of the definition of energy
seminorm, (4.26), yielding

Nel
Nl < CY - {lInaald, +nelld,} + [l + [l *nllz,
e=1
H 182 Il + 118y %07, + 1820111 + 162 2nlE,
(4.186)

We shall additionally bound the factors on the right-hand side of (4.186).
By recalling (A.32) for the first two norms, we obtain
Se—1

€
te—1
pbe

||77,$C |Qe < ||77 1, < O Hu||teuﬂe (4]‘87)

and
h3e=2
v, < Illz0, < CoElu
e

1n22ll0. < 1112 e (4.188)

Subsequently, we shall pay particular attention to estimate the terms,
containing the stabilization parameters o and «., on the right-hand side of
(4.186). By applying the jump inequality (A.18), we deduce that

[l 2[R + e *n)

N;
= [[a"?[n]|
=1

2
Ie

Ne
B [l
r=1

- 1/2, 412 /2, —12 .- /2,112 (4.189)
<D 2(la 20 lIR, + a0 lIR) + Y el ?nlf?,
i=1 r=1
Nei
<2 lla'nll3,
e=1
Afterwards, in (4.189), we get
Nei Nei p6
2> o' nlf5e, = C Il (4.190)
e=1 e=1 €
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Now, employing (A.33) in (4.190), we have

Nel p6
Y h—%llnl ¢
e=1

Qe
Net 6 h2se—1
<3 ferlulia, (4.101)
Net 395,—4
hze
ZCZ —[Jull} o
e=1 pe

Hence, from (4.189) — (4.191), we conclude that the factors, including
the stabilization parameters o and «. on the right hand side of (4.186), can
be bounded as follows

h25e—4
2Dl + [l *nlE, < CZ o lull?, q,- (4.192)

We analogously deduce that the remaining terms, containing the stabi-
lization parameters 3 and 3, as well as 0 and d, on the right hand side of
(4.186), can be bounded as follows

h2s -
18211 + 118y %n.[7, < Z s _5||u

te,Qe?
(4.193)

h2se—2

||51/2[[n]]||%+||52/277||%c\CZ sl llia

Thereafter, insertion of the mathematical inequalities (4.187) — (4.188)
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and (4.192) — (4.193) into the right-hand side of (4.186) yields

h2s8 —4 h2s8 —4 h?se
i, < CZ( o e B

t€7 €
h256 2 h2$e 2
o3 (B0 ik,
Ne,
el h’gse—Q h2se—4
< 0Y (Sam+ T ) Ml
e=1 € Pe
Nei h28€_4
< CY =l o
e=1 pe
As a result, we conclude that n can be bounded as
h25 —4
1l CZ o [Jullf, o, (4.194)

Into the bargain, we shall estimate the remaining factors on the right-
hand side of (4.185). By using the mean value inequality (A.19), we can
write the terms including the stabilization parameters as

Z o (N 2z),
N;

<3 (la 2t
=1

Nei

< Z Ha_l/2(77,x:r:),x| %Qe
e=1

JrZHOFI/2 Naz) [T,

+Z|Ia Y2 (),

"‘HOC 1/2

(4.195)
Next, in (4.195), we get

Nel 3

Nei

— he
Z [|ov 1/2(77,5013)736”%96 = CZ EH(”,M),IH??QE (4.196)
e=1 €

e=1
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Now, using (A.33) in (4.196), we have

CZ_H n:v:c x||8ﬂe

h3 h28€ -7
c7j£: 2 o (4.197)

2te—T7
elpe e’

h255
- CZ 2e—1 Hthe Qe

elpe

Ergo, from (4.195) — (4.197), we arrive to the conclusion that the terms,
including the stabilization parameters a and «, on the right-hand side of
(4.185), can be bounded as follows

h235
ZHO‘ 1/2 ((Nax) ||F +ZHO‘ 1/2 (M,2), HFT X Z Qte_lHu te, Qe

(4.198)

By following arguments in a same way, we deduce that the rest of the
terms, containing the stabilization parameters § and 3, as well as ¢ and d,
on the right of (4.185), can be estimated as

h2$e—4

Nq
12“2_}_2“6(]_1/27776%“% \CZ 2te || ||teQe
7=1

h2s"_2

Ne¢
%ﬁZHé:”?n,xH%T\OZ Sl
r=1

N;
> 187 (0a)]
=1
N;
> (1672 ()]
i=1

(4.199)

Inserting the inequalities (4.194), (4.198) and (4.199), into the right-
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hand side of (4.185) and just by combining with each other, gives

h28€_2

Il —upcllls, < CZ P2 Flull;

te, 2

e h2se—4 h288_4 h2s8
+CZ< i ) ||u

2te—1 2t5—3 2tg—7 te, e
e=1 € €
Nel _
h25e 2 h2se
< CZ( ;te—l 2te—7) || te, e
e=1
h2se—4
< CZ pgt o7 ||u||te,Qe
e=1 ©'¢€
So, we conclude that
h255
llu = upell|Z CZ o ——||ull? q.,
which is the desired result. O]

It is worth noting that the resulting a priori error estimate is optimal in
h but is p-suboptimal by % orders of p.
Let us return to the a priori error analysis of the hp-NIPG method.

Theorem 4.5.1.6. Suppose that 2 is a bounded domain in R and that P(S2)
is a reqular partition of Q into elements Q.. Letp = (pe : Qe € P(Q),pe €N,
Pe = 3) be any polynomial degree vector of bounded local variation. To each

face, we define positive, real, piecewise constant functions o, o, B, By, o and
o. by

Cag’p Cs9°p2 Csp?
h3 , B=08y= I and 0 =0,= B

where the stabilization constants C,, Cp and Cs are arbitrary positive real
numbers. Let us suppose that the analytical solution u to the problem (4.25)
belongs to the broken Sobolev space H* (2, P(Q)), t = (te : Qe € P(Q),t. = 4).
Then, the solution upg € V" obtained from the NIPG method (4.49) satis-
fies the following error bound

oa=aq,=

h25e—4

Il = upcllf3, < CZ TR —irlu
Pe

te,Q , (4.200)
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where 2 < s, < min(p, + 1,t.), and C is a constant dependent only on the
space dimension and on t = maxq, cp(q) te-

Proof. To begin with, we shall estimate £. For that purpose, we take advan-
tage of the coercivity (4.52), the decomposition of the error (4.156) and the
Galerkin orthogonality (4.50) yielding

€Nz, = Ba(&€)

Ba(u —upa —1,§)

Bg(u — upa, &) — Bap(n,§)

= —Ba(n,§)

| Bao(n, ). (4.201)

We shall employ arguments identical to the ones used in the proof of the
error estimate of the SIPG method. Hence, it derives a bound on |||£]]|s, in
terms of suitable norms of 7, being

1/2
)

lelllo < o{|||n|||sb+(fvzi||a—l/2<<n,wx>7x>
(ZHB 1/2 7713: ) (ZH(S 1/2 7]z )1/2
+ (Zc: ||Oécl/2<7l,m),xH%r)1/2 + (Z ||5q1/27l,m||12~j)1/2
r=1 —
e 1/2 J
+ (Dl a2 ) (4.202)
r=1

By combining at once the mathematical expression (4.157) with (4.202),
we get

e =upcllZ, < c{llmllE, +Z||a Y2100,
N;
+) 1187
=1
N;
+ 1167 )]
=1

N\

+Z|Ia V2 (1,0) lIE,

%i + Z H/@;l/Zn,ﬂU-TH%J
7=1

Ne
2>l el ) (4.203)
r=1
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Therefore, we have achieved to provide a bound on |||u — upg|||s in terms
of various norms of 7.

To complete the proof, we shall follow series of steps in a same way, as
the above proof, in order to estimate the terms on the right-hand side of
(4.203). We as well note that n ¢ V.

In consequence, we can easily deduce that

h?se
Ilu = upcl|3 CZ Qt_ﬂl o

which is the desired result. O]

It is significant to be mentioned that the resulting a priori error estimate
is optimal in A but is p-suboptimal by % orders of p.

4.6 Conclusions

The objective of this chapter is to establish a different approach for the
one-dimensional Toupin-Mindlin strain gradient bar in tension. The inte-
rior penalty discontinuous Galerkin FEMs that we have introduced for this
purpose exhibit the subsequent features:

1. The stabilizing terms have crucial importance for the convergence of the
discontinuous Galerkin methods. Also, the choice of the stabilization
constants is not critical for the convergence if their selected values are
large enough.

2. Discontinuous piecewise quadratic up to 6 degree polynomials have
been employed, leading to the straightforward implementations of the
method.

3. The method is consistent, stable and convergent.



116 IPDGFEMs for SGE in 1-D




Chapter 5
CIPFEM for SGE in 1-D

5.1 Weak Formulation

We are ready to derive the weak formulation for the problem (4.9) — (4.10),
which will lead to the continuous interior penalty finite element method.
We shall suppose for the moment that the solution u of the problem is a
sufficiently smooth function.

For each face I'; C f, let k¥ and [ be such indices that & > [ and the
elements Q. := QF and Q. := Q! share the face I';. Let us define the jump
across I'; and the mean value on T'; of u € H' (2, P(R2)) by

(U|aQemri + U\age/mri) )

N —

[ulr, :== ulsq.nr; — vloa,r, and  (u)r, ==

respectively.
For the sake of convenience, we extend the definitions of the jump and of
the mean value to I'; C I'; that belongs to the boundary I' by letting:

[ulr, = ulr, and (u)r, = ur,

In these definitions, the subscripts I'; and I'; will be supressed when no
confusion is likely to occur. With each face I'; C f, we associate the unit
normal vector n = nqk, pointing from element OF to Q! when k > [, and we
choose n = ng, to be the unit outward normal when a node belongs to the
boundary I'.

Since the method will be non-conforming, we shall use the broken Sobolev
space H*(Q, P(2)) as trial space. We multiply the equation, (4.9), by a test

117
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function w € H*(2,P(2)) and integrate over

/(g2u,xoc _u),xdol' = / fwdx
Q Q

Afterwards, we split the integrals

Nel Nel
Z/ (g2u,xx - u),:m:U)d'r = Z/ fUJd.%,
e=1 Qe e=1 Qe

and applying integration by parts on every elemental integral, so we get

Nel Nel
2 2
E / U W gpdx + E / (9°U 20 — U) o - WS
e=1 e e=1 70
Ney; Ny Ney
- E / gzu,mw7x~nd5+ E / U LW pdr = 5 / fwdzx,
e=1 v 98 e=1 7 e e=1 7

where n denotes the outward normal to each element boundary.

Now, we split the boundary terms as follows

Ny Net

2 2
E / U 22 W zzdx + / (97U gz — U)o - NWds
e=1 e e=1 0Q.NT

Ney

+ / (g2u,m — ) - nwds +

Ney

Z/ (0*U g0 — U)o - NS
0NNl p

e=1
Nel Nel

— g / ~ g2u7mw7m -nds — g / gQU,mwyx -nds
QNI 0Q.NT,

e=1 e=1

Nel Nel Nel
- E / gzumw@-nds—{— E / U LW pdx = E / fwdz,
e=1 792Nl e=1 7Sk e=1 e
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and hence we have

Nei Ney

2 2
E / g u,zxw,xxdm + E / ~ (g U gx — u),x -nwds
e—1 e e—1 Y 0QeNT

+ / (92u7m —u) , - nwds + / (gZuvm —u) , - nwds
. I'p

Nel
— E / g2u7mw,x -nds — / gzu,mw@ -nds — / gQumw’z -nds
o—1 Y 0QNI Ty I'r

Nei Nei
—i—Z/Q u,mwﬁmdx:Z/ﬂ fwdz.
e=1 e e=1 e
(5.1)

We note that w vanishes on I'.. Next, using the natural boundary con-
ditions, (4.10), on the fourth and on the seventh term respectively, on the
left-hand side of (5.1) and moving it to the right-hand side, we obtain

Ng; Ney

2 2
E / G7U 3z W g dx + E (g°U 2z — U) 5 - NWdS
e=1 Qe e=1

QNI
Nel

— E / g2u7mw@ -nds — / gQU,MwJ -nds
o1 J 9QcNT Iy

N¢; Ney
P R
+ E / U LW pdr = E / fwdx+/ —wds+/ —w, - nds.
e=1 v {le e=1 7S Tp AE Ir AE
(5.2)

The second and the third term respectively on the left-hand side of (5.2)
contain the boundary integrals over the interior element boundaries, i.e. the
interior boundaries I'; C T'. Consequently, in this sum of boundary integrals,
we have two integrals over every interior boundary.

In order to evaluate the integrals on interior boundaries, we always use the
interior trace of the test function w. Taking into account the Remark 4.2.0.1
and applying (4.13), we can see that the second and the third term respec-
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tively, on the left-hand side of (5.2), can subsequently be rewritten as

g;ﬂf%mmm+éw%m—wmw@+/w%m—wmwm

T

— [(ggu@x)[[w,x]]ds — /[[gQU,m]] (W )ds —/ gQUMzU@ -nds
i N r

q

Nel Nel
P R
+ ;/ﬂe U LW pdr = ;/ﬂe fwdx + /FP Ewds + /FR ioh nds.

(5.3)
Since w € H'(Q), the jump [w] vanishes on Q and therefore on I'. What’s
more, by noting that the fluxes (¢*u 4, — u), - n and g*u,, are continuous

across the interelement boundaries I'; (e.g., when the exact solution u €
H*(2)), we have

/1;[[(g2u,m —u) J{w)ds =0 Yw € H*(Q,P(Q)),
/f [t 0] (wo)ds = 0 Vw € HY(Q,P(€)).

Then, (5.3) reduces to

Ney Ne

> / TP W o + Y / U pw dr

e=1 e e=1 e

= / (9%t go) [ 2] ds — / 9 U gp0 5 - il (5.4)
I I

q

P R
= fwdx +/ —wds + / —— W, - nds.
> [ fute+ [ gpuint | 5

Moreover, from the boundary condition v, -n = ¢, on I';, upon multiply-
ing by —¢*w 4 + B,w . - n and integrating over I';, we have

—/ u,m-ng2w,md8+ Byl z-nW 5 nds = — / qg2w,m«d8+ Byqu 5 -nds.
Fq Fq Fq Fq

(5.5)
The non-negative piecewise continuous function f3,, defined on I'y, is referred

to as the stabilization parameter.
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In addition, since we have an elliptic boundary value problem, elliptic
regularity ensures us that u , will be continuous on 2. In that case the jump
[u ] vanishes, i.e. [u,] = 0. If we choose —(g*w ;) + S[w ] as test function
and integrate over f‘, it gives

—/F[[um]] (gme)dst/fﬁ[[u,m]] [w.]ds =0, (5.6)

where [ is a non-negative continuous function, defined on [, which is referred
to as the stabilization parameter.

Now adding (5.4) — (5.6), we get the continuous interior penalty weak
formulation of the problem

Nei Ng;

Z/ g2u,:mcw,zxdx + Z/ u,zw@da:

e=1 e e=1 e

_/<92U7xx>[[w7x]]d8—/[[u7z]]<92w,x:c>d8+/B[[u7x]][[w7xﬂd5
r T r

— / gQumw,x -nds — / Uy - ngQw,mds + Bythz - NW 4 - nds (5.7)
Fq

F‘I Fq
Nel
P R
= fwdxr + / —wds + / —— W, - nds
o—1 Qe T'p AE I'r AE
- / qgQw,mds + Bequw - nds.
r, r,
The bilinear form is defined as
Bsb(ua w) = (QQU,ME? w,xm)fz + (u@? w,:r)f)

— (P za) Wl — [ua](9°Waa)r + Blue]wa]s
— UL Wy np, — Uy - NG W g|r, + Byl - nW 4 - 1,

(5.8)

We introduce the linear functional Lg () on H*(Q, P(Q))

Lo(w) = (f,w)g+ Ew‘rp + Ew,x ‘nlr, — QQQUJ,m’Fq + Beqw 4 - n|rq-
(5.9)
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The stabilization parameters, 8 as well as 3,, depend on the discretization
parameters h, and p, for the Ap-method, in a manner that will be specified
later in the text.

Then the broken weak formulation of the problem (4.9) — (4.10) reads as
follows:

Find u € bSs such that By (u,w) = Ly(w) Yw € HY(Q,P(Q)), (5.10)
where by bSs we denote the following function space

bSs = {ue H4(Q,P(Q)) SU n,g2u7m, (gQU,m —u)z-n

are continuous across I';}.

Note that the bilinear form Bg(-,-) is symmetric.
We shall associate with the bilinear form Bg(+,-) the energy seminorm,

[[I - [I[ 6, defined by

1/2
Ml = (1166%) " 2uwalld + lhwall} + 18" L] 12+ 118} 2ual B,)
u € H*(Q,P(Q)). (5.11)

We also notice that energy norm is mesh-dependent.
Proposition 5.1.0.1. If 8, B, > 0, then ||||||s s a seminorm on H*(Q, P(Q)).

We note in passing that since H*(Q2,P(Q)) C H*(Q,P(Q)), then ||| - |||s
is also a seminorm on H*(Q, P(Q)).

5.1.1 Consistency

We shall now show that a strong solution to the boundary value problem for
the strain gradient bar in tension equation, which is smooth enough at the
interelement boundaries, is the solution to the problem in the broken weak
formulation. Let us start by demonstrating weak continuity of fluxes across
the element faces I';.

Lemma 5.1.1.1. Suppose that u € H*(Q); then, for any T;, we have

/ [uz]wds = / [0 o] wds = / [(¢%U 2w — ) LJwds =0 Yw € L*(T)
I; r ry;

i
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Proof. We follow the ideas of [181], where the first integral was shown to be
equal to zero for all w in L*(T';), when u € H?(Q).

To establish the last equality, let I'; be an interior boundary and let €.
and Q. be the elements sharing the face I';. Let Q. = int(Q U2.). Then,

for any w € D(£,) = C§°(£2.), after integrating by parts, we have

[ (gQu,m —u) gpwdr = / (gzum —u) , - nwds —/ (gzum),xwwdm
. 80 .

+ / U LW gdx
Qe

- _ﬁ (gQuym)@w,xda:jL/ U W d. (5.12)
Qe Qe

Then, we also split the left-hand side integral and apply the integration
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by parts formula in each of Q., Q.. As a result, we deduce

/(g2u7m— ) zzwdr = / gum— ) zzwdx
Qe

/ g U gy — mwdaj
Qe

(gQum— ).z - nwds
Q1

+/ gum— ).z - nwds

Qe

/ q* Ugz) oWy dx+/ U LW pdx
Q / 6/

/ g* U ) 2 W, d:zc—l—/ U LW pdx

Qe
—l—/ G U — u) 5] - nwds

/ g* U zz) 2 W, dx+/ U LW pdx
Q Qe

+/ U g — u) ] - nwds.

@\

g U ) 2 W, dm+/ U LW pdx

el

=2

Q

(g2um ) 2W, d:v+/ U W pd

e

@)

D

ﬁ

®

(5.13)
The identities (5.12) and (5.13), entail that

/1“ (9%t 40 — 1) o] - nwds =0 Yw € D(Q,). (5.14)

Ergo,
/ [(¢°U e — 1) 2] - nwds =0 Vw € D(T;).
Iy

As D(T;) is dense in L*(T;), it implies that
/ [(6°U e — 1) 2] - nwds =0 Vw € L*(T;),
i
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as required.

Moreover, we shall use similar series of steps so as to establish the equality
fr_[[g2u7m]]wds = 0. Employing integration by parts formula twice, for any

w € D) = C(Qe), we get

/ (0P U g0 — U) gowdr = /~ (0*U g — U) - NWdS —[ G (U zz) 2 W pd
. 80 e

+ / U LW pdx
Qe

= /~ (0*U g — U)o - NWdS — / G°U W 4, - NS
Qe 0Qe

2
—I—/ g uvmwwxdx%—/ U LW pd
Qe Qe

— /g2u7mw’md:c+/ U w . d. (5.15)
Qe Qe

If we subsequently split the left-hand side integral and perform integration
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by parts twice in each of €., and €., we conclude

[(QQU,xx—u)dew =

2
97U gz — U) gpwdx

+ m\
T~ a

(92%” — ) gpwdx

(9

Il
S~
X

o

Uy — U) 5 - NWAS — / g2u7mw’x -nds
o0,

92u7mw,mdx+/ U LW gdx
Q

el

+
S~

o
~

(0*U g0 — u) - NS

+

|
—

2
®

2 2
G U gzW g - nds +/ g u,xxw,xwd$
€

2
o

QU
S

u

5

8
S

T

_l’_
5

— g2u7mw7md:p—|—/ U LW pdx
Q

6/

gzu,mwmdx%—/ U LW pdx

e

)

@

+

+

.

)

[(6*U 2w — 1) 2] - nWds

[g2u7m]]w7$ -nds

= [g2u,mw7mdx+/ U LW zdx
e e

+/ [[(gQUW —u) 4] - nwds
r;

—/ [0t o] o - nds.
r;

(5.16)
The identities (5.15), (5.16), entail that

/ [[g2u7m]]w7x -nds = / [[(gQu,m —u) .| - nwds. (5.17)
Iy

r;
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By substituting (5.14) into the equation (5.17), we reach the conclusion
/F [0%U ga]w - nds =0 Yw € D(C). (5.18)
As a consequence,
/ [t ze]w . - mds =0 Yw € D(Ty).
r;
As D(T;) is dense in L*(T;), it implies that
/1“ [[gzujm]]w@ nds =0 Yw e L*(T}),

as required. [

Proposition 5.1.1.2. The broken weak formulation (5.10) of the boundary
value problem (4.9) — (4.10) is consistent in the space H*(Q) in the sense
that any solution u to the boundary value problem, such that v € H*(Q),
solves (5.10) as well.

Proof. To begin with, from (5.10) and the defining expressions for Bg(-, -),
Lg(+), for u € bS's, we have
0 = Bg(u,w)— Lg(w)
= (QQU,xara w,xx)fz + (u,xa w,x)fl - <92u,$x>[[w,zﬂf‘ - [[u,x]] <gzw,m:>f‘

+ Blu][wals — Puzewy - nlr, — uy - ngPW 4t

P R
+ Byttz - nw - ”’Fq —(fw)g — Ewhp — ——=w; - n|ry,

+ 49°W aalr, — Beqwa - 11, -
(5.19)

Next, performing integration by parts in fQ U ,w ydxr and twice in
J& 97U zow godx respectively, we obtain

Nei Ne¢;
Z/ U W dr = /[[uw]](w)ds +/ Uy - nwds — Z/ U gpwdx
e=1 e r I'p e=1 e

or else
(u,zv w,x)fl = [[u,r]] <w>f tUg - nw’FP - (u,:mca w)Q? (520)
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and

Nel
> / G gpW gpdr = / (9% 20) [w o] ds + / (97t 20 ] (w o) ds
e=1 e r r
+ / 92u,xxw,a: -nds + / gZU,MwJ; -nds
Iy I'r

N /f[[(QQU’”)’””]] (w)ds — / (9%t z) 2 - nwds

T'p
Nel
#3 [ (Funn)are
e=1 e

(5.21)
or else
(g2u,:r:a:a w,xx){) = <92u,xx>[[w,x]]f‘ + [[QQU,JMJ]] <w,x>f‘ + gzu,mcw,x : n|Fq
+ g2u’mw7$ “nr, — [[(QQU,M)J]] (w)z
- (QQU,w:v),x -nwlp, + ((g2u,m),m7w>ﬁ- (5.22)

Then, by substituting the mathematical formulas (5.20) and (5.22) into
(5.19), we deduce that

0 = ((g2u,zz =) ae — fyw)g + [(u — g2u,zz),w]] (W) + [[92u,:vw]] <w,:c>f

— [u2){g* W aa); — (U - 1 — @) g°W aa]r,

+ [ ¢*u _ B wa - n|r, + | (U — g% Uqy) -n—i w
XX AE X T'r xx ), x AE T'p
+ 6[[“,:1:]] [[wﬂc]]f“ + By(ug-n —quy - n|Fq- (5.23)

Now, the mathematical equation, (5.23), is identical to zero for all w,
when

[u.] =0 onT, (5.24)
[AEg*u.,] =0 onT, (5.25)
[AE(u — ¢*t40) 2] =0 onT, (5.26)
and .
AE(¢* U gy — U)o — f =0 in Q, (5.27)

Uz -n=gq only, (5.28)
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AE¢*u ., = R on T, (5.29)
AE(u — ¢*Uge) o -n =P on Tp. (5.30)

We note that (5.24) — (5.26) ensure the continuity (see Lemma (5.1.1.1)) of
the displacement gradient, of the double force and of the (axial) force across
interior boundaries. We also notice that (5.27) denotes the enforcement of
the governing partial differential equation on element interiors and (5.28)
— (5.30) account for the enforcement of the boundary condtions.

Wherefore, we conclude that any solution v € H*(Q) to the boundary
value problem (4.9) — (4.10) is a weak continuous interior penalty solution

of (5.10). 0

An immediate consequence of consistency is the Galerkin orthogonality

property
Bg(u —u"™ w) =0 VYw e H4Q,P(Q)), (5.31)

where u € H*(Q) is a strong solution to the boundary value problem (4.9)
— (4.10) and u™“*"? € bSs is a solution to the broken weak formulation.

For the sake of simplicity, we shall suppose in what follows that the
solution u to the boundary value problem (4.9) — (4.10) is sufficiently smooth,
that is u € H4(2), and for that reason, the broken weak formulation (5.10)
of the boundary value problem admits a (unique) solution.

5.2 Finite Element Spaces

In this section, we shall consider the finite-dimensional subspaces of the bro-
ken Sobolev space H*(Q, P(f2)) being used in the finite element approxima-
tion of the problem.

Thereby, for any element . € P(2), we denote by Pg(€2.) the finite-
dimensional space of all polynomials of degree less than or equal to k defined
on Q.. Then, to each Q. € P(Q2) we assign a non-negative integer p. (the
local polynomial index). We also remind that h, = diam(§2.) is the element
characteristic length.

We can now define the finite-dimensional trial solution and weighting
function spaces as

U = {u" e H'(Q)| uo, € Pr() ¥Q, € P(Q), uhp|pc —c},  (5.32)

W = {w" € H'(Q)| w|q, € Pi() ¥Q. € P(Q) —0}, (5.33)
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where we have chosen approximations functions being continuous on the
entire domain, but discontinuous in first and higher-order derivatives across
interior bounaries.

5.3 CIP finite element method

We are ready to present the numerical method whose analysis we shall in-
vestigate in this chapter. Making use of the weak formulation derived in
Section 5.1 and the finite element spaces constructed in the previous sec-
tion, we state the continuous interior penalty finite element method for the
problem (4.9) — (4.10):

Find u"? € U" such that By (u"?, w") = Ly (w™) VYuw"™ € W', (5.34)

where the functions 3, f,, contained in Bg(-, ) and Lg/(+), will be defined in
the coercivity property.

One can see from the definition of the bilinear form, (5.8), that the CIP
method has non-local character. In addition, to element contributions we
encounter terms on interior boundaries to the two elements adjacent to the
respective interfaces.

By and large, the approximation u"? € U" to the solution will be con-
tinuous, but discontinuous in first and higher-order derivatives since there is
no continuity requirement for the derivatives in the finite element space.

What’s more, we shall suppose throughout that the strong solution u to
the boundary value problem satisfies the smoothness assumption u € H*(Q),
so as to ensure that u is a solution to (5.10) and ergo to (5.34). Consequently,
the Galerkin orthogonality property

By(u—u" w)=0 YweW", (5.35)

where u is the analytical solution of the problem and u"? is the continuous
interior penalty approximation to u, defined by the method (5.34). Sufficient
conditions for ensuring Galerkin orthogonality are: u € H*(Q,P(f)) and
that u ,n, g*u sz, (g% 2o —u) -0 are continuous across the element interfaces
I';. Note that the continuity u -1, ¢*t 4z, (§*U pe —u) -1 in © is immediate
if u is the weak solution of the problem with f € L?(2). Thus, no additional
assumptions are posed for the Galerkin orthogonality to hold, because these
are already subsumed in the definition of the space bS's.
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Furthermore, we conclude that the advantages of stabilized DG methods
may be counterbalanced by the disadvantage resulting from the introduction
of additional unknowns. For fourth-order elliptic problems, however, we can
envision formulations which are continuous and only exhibit discontinuities
in first and higher-order derivatives. In many fourth-order elliptic problems,
one is interested in solutions which are continuous in the variable and its
derivatives, and by adopting a weak enforcement of the continuity of deriva-
tives, while at the same time keeping interpolation functions C°-continuous,
one is able to overcome this disadvantage and retain the lower number of
unknowns of continuous Galerkin methods [86].

Moreover, CIPFEMs have the following central features. They combine
principles of the continuous Galerkin, discontinuous Galerkin and stabilized
methods. Furthermore, the main feature of the CIP method is that it in-
volves only the primary variable, eliminating first derivatives and Lagrange
multipliers as unknowns. In addition, the approximation functions are C°-
continuous, a feature inherited from CG methods. Therefore, we will en-
counter discontinuities in first and higher-order derivatives, which leads to
the adoption of concepts from DG methods. What’s more, continuity of
first and higher-order derivatives will be weakly enforced by adding weighted
residual terms to the variational equation on interior boundaries, invoking
stabilization techniques [86].

In addition, CIPFEMs have certain advantages over classical FEMs for
fourth-order problems. First of all, they are much simpler than C'-FEMs. In-
deed, the lowest order CIP methods are as simple as classical non-conforming
FEMs. But unlike classical non-conforming FEMs that only use low-order
polynomials, CIP methods come in a natural hierarchy and higher-order CIP
methods can capture smooth solutions efficiently [39]. Compared with mixed
finite element methods, the stability of CIP methods can be established in a
straightforward manner and the symmetric positive definiteness of the con-
tinuous problems is preserved by CIP methods. Note that in the literature
most analyses of mixed methods for fourth-order problems focus on bound-
ary conditions of the clamped plate [10]. The only results for other boundary
conditions (that we know) were only obtained for smooth domains [32, 159].
Finally, we would also like to mention that naive mixed finite element meth-
ods that are equivalent to splitting the boundary value problem into two
second-order boundary value problems produce wrong solutions if 2 is non-
convex [161].
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5.3.1 Coercivity of Bilinear Form

Since the bilinear form Bg(+,-), (5.8), is symmetric, it yields the symmet-
ric continuous interior penalty finite element method. The formulation is
analogous to the one that was introduced by Baker [16] for the biharmonic
problem, as well as is similar to that was introduced by Engel et al. [86] for the
h-version continuous interior penalty finite element method for fourth-order
elliptic problems.

Stability 5.3.1.1. A method is stable when its bilinear form induces a norm
which can be bounded from below.

We showed earlier that ||| - |||s, (5.11), is a seminorm on the space
H4(Q,P(Q)), thereby, since W' c H*(Q,P(Q)), we have that ||| - |||s is
also a seminorm on W"P.

Let us now prove that the bilinear form Bg,(+,-) of the method, presented
in this chapter, is coercive on the finite-dimensional space W"?, and hence
the problem (5.34) will have a unique solution in this space.

Proposition 5.3.1.2. The hp-version continuous interior penalty finite el-
ement method (5.34) is stable in the energy seminorm (5.11), that is, there
exists a positive constant m such that

Bg(w,w) = m|||w|||?, Yw € whe. (5.36)

Proof. Substituting w for u in the bilinear form, (5.8), and employing the
triangle inequality, we obtain

Bay(w,w) = [[(6%)"Pw sl g + [0l [3
- 2<| <g2w,wx> [[w,x]]f‘| + ‘gzw,xazw,x : n|Fq ‘)
82 w1+ 118wl Iz, - (5.37)
To thereby complete the proof, it only remains to estimate the terms appear-
ing into the parenthesis on the right-hand side of (5.37).

So we can write the terms, enclosed into the parenthesis, by applying
the Cauchy-Schwarz inequality (A.12) and afterwards the Young inequal-



5.3 CIP finite element method 133

ity (A.17)

(W 20) [ o] | + |90 20wz - 11, |
< NG waa) 5w ]| |5 + 19°W 2 Ir, | w2 I,

€ 1 € 1
< (SMePuaal + oolleeallt) + (SlaPwael, + il
1
—Z( o, + i, )

€ 1
s (Sllwnlit, + lludR )
j=1

where N, denotes the number of exterior displacement gradient boundary
segments I'; C I'.

The above terms can be bounded by using the mean value inequality (A.19)
in (5.38), then we arrive at

(5.38)

Ni NLI
€ 1 € 1
> (Slusdlf, + ool ) + 3 (Sl + ool )
i=1 j=1
Yi /e 1
<3 (5 Owli P + gl DI
Ny 1 )
# 3 (Sl + sl
N; c
=5 (lgPwh. IR, + llg™w, +Z—|Ig Wl B
=1
N; Nq
1 1
5 T, 5. »L %j
Il + 3 ol
=1 7j=1
Nei c
< > S (IetwalBa, + 9wl B, )
e/,e=1:(09Q,/,002.CQ)
Nel c N; 1 Nq 1
Y Setwade + Y i+ Y ol
e=1:(892eNTy):(892CT) i=1 =1

(5.39)
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Recalling the inverse inequality (A.20) in (5.39), we deduce

Ney

D

(119%w.0el B, + 119%0,00] B, )
e',e=1:(00,/,00.CN)

DO | ™

Nel N; Nq
3 1 1
Y llulBe, + S el D ol
e=1:(892eNT):(8QCT) i=1 j=1
Ne; € 2
< Z 5 ||gwxz||Q/+CO ||gwm¢||ﬂe
2 he he
e’,e=1:(09,/,00:CN)
Nei c Nq 1
+ > —Co—Hg W[, +Z—H 22—€|lw@\\%j
e:l'(aﬂ NCy):(0Q2CT) j=1
Ny 1
Z CO_Hg mx||Qe+Z_|| ||F ZQ_EHW,J:H%J
7=1

pe
—§3c92 mem%+§jgﬁwmﬂwwa

q
1 1/2 2
+ ; m”ﬂq Wellp,

(5.40)
where the constant ¢g is independent of h., p., and w.
Ergo, from (5.38) — (5.40), we arrive to the conclusion that the terms,

enclosed into the bracket on the right-hand side of (5.37), can subsequently
be estimated as

’<92w $$>[[w ~’ + |92w zzWzg n|Fq‘
2Pe 1/2 1/2 2
X ;€ g W g + B W o i
Ej 5, EZQBH [wa]ll? s
Nq

1 1/2
+§:25NB wall?,

After that procedure, we insert the inequality (5.41) into the right-hand
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side of (5.37). As a result, we get

Nei Ney
Ba(w,w) > Z||(g2)1/2w,m||ée+Z\Iw,z|?ze
e=1
<Z€C 92p6 2)1/2 W a3,
Z 1w +Z Hﬁ”zwxllp)
+Zl|ﬁ”2[[w
i=1

Now, with the aid of factorization on the right-hand side of (5.42), it is clear
that

r+ Z 1832w, IF, - (5.42)
j=1

Byy(w,w) > %(uecg—)u( 2w,

e=1
2

]‘NEZ 2 o 1 1/2
# 5 2 Ml + 30 (1= 25 ) 18 Tl
=1

+Z (12 i,

i

(5.43)

Then, by the use of definition of energy seminorm, (5.11), on the right-hand
side of (5.43), we reach to

Bsb(w7w> m|Hw|||sb7

which is the desired result. We denote by the constant m the minimum of %
and the terms enclosed into the parentheses on the right-hand side of (5.43).

In particular, assuming that § = 3,, we can prove (5.36) for m = % if we
choose

he
2¢0g%p?’

|Qe -
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in which case we obtain

too. L]

5.3.2 Continuity of Bilinear Form

With the definition of the energy seminorm, (5.11), we have the following
continuity result for the bilinear form (4.23), based on the Cauchy-Schwarz
inequalities (A.12) and (A.13).

Proposition 5.3.2.1. Let Bg(+,-) be the bilinear form defined in (5.8) with
B,Bq = 0. Then, there exists a constant 0 < C' < oo, such that

Byy(v,w) < Cl[vll]sll[w]lls Vo, w € W, (5.44)
where C' is independent of h. and p., for the hp-version.

Proof. We can obtain (5.44) by applying at first the triangle inequality in
the bilinear form

Bg(v,w) < |Bg(v,w)]
< ’(92U,mvw,m)fz| + (V2 w2 )]
+ {900 [w s + [[v] {97 w007l + B[V ] [we]z]
+10*0 00w -, | + |V - nG°W 40|, | 4 |Bgva - w5 - np, |,

(5.45)

and then the Cauchy-Schwarz inequality (A.12) on each term of the right-
hand side of mathematical expression (5.45). As a consequence, we have

By(v,w) < [1(6%)200allall(6%) P aellg + ol lallwellg
+ 118720 25118 w5
+ 182 [0l (0w 00) |7
+ 11820 Jlle 18wl
+ 118,12 6%0 aalIr, |18y w eI,
+ ||ﬁ;/2v,m||Fq||ﬁq_1/292w,mHFq
+ |’63/2U,z|’FqHﬁéﬂw,xHFq- (5.46)
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Using the Cauchy-Schwarz discrete inequality (A.13) on the right-hand
side of (5.46), we get

By(v,w) < (69200l + ol 3 + 1872(g20.) 2
1/22 2 9|1 31/2 2 | 9||8Y/2 2 \1/?
11872020 12, + 21182 [l + 2018 20l B,
% (11603 2wy + [l + 1872w 00)] 2

1/2
118, 2 0PwalB, + 21182 [w I 2+ 2118Y b )
(5.47)

Thus, to complete the proof, it only remains to estimate the mean value
terms that enter into the parentheses on the right-hand side of (5.47).

Hence, by invoking the mean value inequality (A.19), we can write the
mean value terms, enclosed into the first parenthesis, as

187{gPvaa)lIE + 116,12 2vmll%q

N;

ZHﬂ 1/2gvm ‘*’ZHﬁ 12 2UxxH12“j

i=1

N;

<Y (IB72g% kIR, + 1187207 +Z 18,2670 2|7,

i=1 (548)

Nel
< > (1B vmli, + 1872wl B,
e’,e=1:(0,/,00.CN)
Nel

+ > 187250 0ol 3o,

e=1:(0QeNl):(82:CT)

where N, denotes the number of exterior displacement gradient boundary
segments I'; C I'.
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By employing the inverse inequality (A.20) in (5.48), we conclude
Ne
> (18720 vmlBa, + 118720 el
e’,e=1:(09Q,,00.CQ)
Nei
+ Z Hﬁ Y2670 mHng
e=1:(00Nly):(02CT)
Ney

pe DPe
< Y ( 18722, + ol ||51/“vm||?ze)

e',e=1:(09Q,/,00.CN)

Nel
+ Z pe”ﬂ 1/2 2vm|%e
=1:(8QNly): (9 CT) e (5.49)
< ZC pe”ﬁ 1/2 QUMCH?)e
Nel p
=287 lle") e,
e=1

_ e he o 2\1/2 2
—Z Oh Cgp 9°11(g”) U,MHQe

< Z 1(9%) 20 02,
e=1

where the constant ¢ is independent of h., p. and v. We denote by Cjs the

stabilization constant of the stabilization parameter 3 = B}f P¢ and we have
chosen that gf; < 1 without loss of generality.
In consequence, from (5.48) — (5.49), we reach the conclusion that the

mean value terms, enclosed into the first parenthesis on the right-hand side
of (5.47), can be bounded as follows

187200 112+ 118, 2900l I, < N1(97)* 000l I3 (5.50)

We shall follow the above series of steps in a similar manner to estimate
the mean value terms of w on the right-hand side of (5.47). As a result, we
obtain

1B~ 1/2<g ww:v>|’2 + Hﬁ 12 Qw,mH%q < H(92)1/2w’m’%' (5.51)
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After that procedure, we insert the inequalities (5.50) and (5.51) on the
right-hand side of (5.47). Therefore, we deduce

Ba(v,w) < (2100%)"200ll} + lual 3 + 2118720112
1/2
+2018120a12,) % (2163 20l + w13
1/2
+ 2182wl + 2118)wal },) (5.52)

So, by the use of definition of energy seminorm, (5.11), on the right-hand
side of (5.52), we arrive to

Ba(v, w) < O[]l sl [w]]]sp,

where C' is independent of both h. and p.. H

5.4 Error Analysis

In this section, our concern is to conduct an error analysis for continuous
interior penalty finite element method (5.34). Specifically, overall our re-
search endeavor focuses on the proof of hp-version a priori error estimates in
the seminorm, ||| - |||sp, for the method introduced above. For this purpose,
we have initially proved the consistency and we have showed stability of the
method in the preceding sections. With the results from both consistency
and stability, we can prove convergence of the methods. Let us assume for
simplicity that ¢? is continuous on .

5.4.1 Error Estimate in the Energy Seminorm

Convergence 5.4.1.1. Let II,, denote any (linear) projection operator from
H5(Q,P(Q)) onto the finite element space U". We can then decompose the
global error u — u" as follows:

u—u" = (u—Tyu) + (Mpu —u?) =n + & (5.53)
Then, using the triangle inequality, we have

1w ="l < [l + 111815 (5.54)

where & = Tlyu — u is the part of the error in the finite element space, i.e.,
Eewh,
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Our error analysis below will provide a bound on ||[¢]||s in terms of
suitable norms of 7. Thereby, we shall obtain a bound on |||u — u"?||| 4 with
respect to various norms of 7. Hence, to complete the error analysis, we shall
need to quantify norms of 7 in terms of the discretization parameters and
Sobolev seminorms of the analytical solution w.

Theorem 5.4.1.2. Suppose that Q is a bounded domain in R and that P(2)
is a reqular partition of Q into Ny elements Q.. Let p = (pe : Qe € P(Q),

Pe € N,pe = 3) be any polynomial degree vector of bounded local variation.
For each face, we define positive, real, piecewise constant functions B and [,

by

C 2,,2
B=ba= 5
where the stabilization constant Cg is arbitrary positive real number. If the
analytical solution w to the problem (5.10) belongs to the broken Sobolev
space H* (2, P()), t = (t. : Q. € P(Q),t. = 4), then the solution u"? € U"P
of the problem (5.34) satisfies the following error bound

Net 95,4
llu— a3 < 03 2y
sb ™ p2te=5
e=1

39 (5.55)

where 2 < s, < min(p, + 1,t.), and C is a constant dependent only on the
space dimension and on t = maxq, ep(q) te-

Proof. To begin with, we shall estimate £. For that purpose, we take advan-
tage of the coercivity (5.36), the decomposition of the error (5.53) and the
Galerkin orthogonality (5.35) yielding

ml||Ell3, < Bal(&:€)
= Ba(u—u" —n,¢)
= Bg(u—u", &) — By(n,§)
= —Bg(n,§)
< [Ba(n,€)]. (5.56)

We continue by using the triangle inequality on the right-hand side of
(5.56). Then, we obtain

m|lENZ < 19 N0as Ean)al + (e Ex)al + {0 N00) [€al] + [02]{°E 2a)t]
+ 1B 2p] + 19702 - e, | + 0 - RG7E walr, |
+ Bgne - néa - 1r, |- (5.57)
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Thereby, to provide a bound on ||[{]||sy in terms of suitable norms of 7, it
only remains to estimate the inner products on the right-hand side of (5.57).

With the purpose of bounding the first inner product on the right-hand
side of (5.57), we initially apply the triangle inequality yielding

Nel
(9w €andal = | D 107Nz Ean)e
e=1

Nel
< Z |(92n,:mv£,mm>ﬂe|’ (558)
e=1

So, by recalling the Cauchy-Schwarz inequality (A.12) and next the Cauchy-
Schwarz discrete inequality (A.13) in (5.58), we have

Nﬁl
Z | (9277,.1’:1)’ f,xa:)Qe |
e=1

N,

el
< Z H(92>1/277,M‘
e=1
Nei 1/2 Nei 1/2
< (Z ’|(92)1/277,x:c| ?15> (Z H(92)1/2€,m, 5225>
e=1 e=1
1/2 1/2
= (16" P naslld) ™ (18) € aall)

By making use of the defintion of energy seminorm, (5.11), in (5.59), we
get

(9°)"%€ 2

Qe Qe

(5.59)

1/2 1/2
(g™ 2naalld) " (1(6*)2€0al1Z) ™ < Ml 11E]] 5o (5.60)

Therefore, from (5.58) — (5.60), we reach to conclusion that the first
inner product, on the right-hand side of (5.57), can be bounded as follows

|(9° 100, € o)l < M lllsw €]t (5.61)

Also, the second inner product, on the right-hand side of (5.57), can
analogously be bounded as

(M E)al < Ml €] so- (5.62)
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We shall additionally follow similar series of steps to estimate the stabiliz-
ing terms on the right-hand side of (5.57). Employing the triangle inequality,
we deduce

/AN
™
=
=
]
=
—
m
8
=
e

(5.63)

After that, by invoking the Cauchy-Schwarz inequality (A.12) and the
Cauchy-Schwarz discrete inequality (A.13) in (5.63), we conclude

N;

Z |ﬁ[[77,:0]] [[5 xﬂf‘z

1=1Ni

< 121 Qe 182 ]

;IIB [nalllm. 118" [l 56

N, 12, N 1/2
< <Z 182 n.0] %) (Z 1812[€.] %)
i=1 i=1
1/2 1/2
= (18"2[n0112) " (le"leadllf)
Using the definition of energy seminorm, (5.11) in (5.64), derives

(182In.21112) " (18 2160112) "% < 1l llIE] b (5.65)

Ergo, from (5.63) — (5.65), we arrive to the conclusion that the first
stabilizing term, on right-hand side of (5.57), can be estimated as follows

18[n211€.2051 < Hnlllsl €] so- (5.66)

Moreover, the rest of stabilizing terms on the right hand side of (5.57)
can correspondingly be bounded as

By - 18 - molr, | < [l solI€]]]so- (5.67)

1/2

It’s about time for us to estimate inner products, containing the mean
value operator of 17 and the jump operator of £, on the right-hand side of
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(5.57). We use at first the triagle inequality, as a result we get

<9277,:c:c> [€ 2]

Afterwards, applying the Cauchy-Schwarz inequality (A.12) and then the
Cauchy-Schwarz discrete inequality (A.13) in (5.68), we have

N;
Z ‘(9277,M> [€.]r:
z:lNl
Hﬂ 1/2 g 77:1?:1: [[’S,x]] Iy
z:lNZ 12 N, 1/2 (569)

< ( 18729 n20) [} ) (ZI|61/2H§ ] ?)

i=1 i=1

N; 1/2
::< 18725 ) (118" 1e111)"

=1

Invoking the definition of energy seminorm, (5.11), in (5.69), we obtain

N, 1/2
<§3u51ﬂ<2 a) (16" Te1112) "
=1

N 1/2
< (Z Hﬂ_”zwzn,mﬂﬁi) €] sb-
i=1

In consequence, from (5.68) — (5.70), we conclude that this type of inner
product, on the right-hand side of (5.57), can subsequently be bounded as

(5.70)

1/2
(1000 x]]r|<<2|lﬁ Y2 0 |IF ) €] sb- (5.71)
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Furthermore, we shall use similar arguments to estimate the remaining
inner product of the corresponding form, on the right-hand side of (5.57).
Thus, we deduce

1/2

|9° 10080+ 1, | < (leﬁ V2 2nm|l%j> 1€ b, (5.72)

where N, denotes the number of exterior displacement gradient boundary
segments I'; C I'y, as well.

A last step, for bounding |||¢|||sy in terms of norms of 7, is to estimate the
rest of inner products which contain the jump operator of n and the mean
value operator of &, on the right-hand side of (5.57). As in the latter case,
employing the triangle inequality, we get

N;
Zﬂ% g fﬂcm

Nz

Z\ [{g%€ za)r

[7.21{9°€ )

(5.73)

Thereafter, by recalling the Cauchy-Schwarz inequality (A.12) and the Cauchy-
Schwarz discrete inequality (A.13) in (5.73), we conclude

N;

> nal{g*€ae)r,

i=1
Ni

< 118V [
=1
N;
(Z 162,

=1

BTG o) I

/2, N,
) (Z 1871%(g?
=1

(5.74)

.

1/2
2 )
T; N
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By invoking the mean value inequality (A.19) in (5.74), we now have

1/2
2 )
r;

N; 12 /N
(Z 18421 %) (Z 18729 w0
i =1

=1
N, 1/2
< ( 18" n.:| %)
i—1
N; 1/2
x ( (B 2GR, + 1187297, %)) (5.75)
i—1
N, 1/2
< ( ||/31/2[[%]]||21>
i=1
N 1/2
X > (187297 aellBer,, + 118729°€ 2l 30.)
e/ ,e=1:(00Q,,00Q.CQ)

Also, since £ € W', we can apply the inverse inequality (A.20) in (5.75),
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1/2
2 )
r;
1/2

(|82 Qfm“aﬂ, +|B7? 25m||09)
e/,e=1:( /89 )

1/2
< (ZHW Al )

so we obtain

(Z 18]

1/2
el p2/ p2 /
X (c o—e,\\5*1/292£,m!\?25, + Coh—eHﬁ*”?ng,mH?)e)
e e=1: a o ,002:C0) ¢ €
12 /N, ) 1/2
Pe i o-
< (ZHW |> (ZcOh—Hﬁ Vagie )
e=1 €
2 1/2 Nel 1/2
Co
= (ZHﬂl/z[[n %) ( o e % ?z) ,
i=1 =1 B
(5.76)

where the constant ¢ is independent of h., p. and €. In (5.76), we choose
é—‘; < 1 without loss of generality. Thereby, we deduce

N 12 /N, 1/2
<ZH51/2[[77 ] %) ( é—(;ll(f)mf, ?z)
i=1 e=1
N V2 2 (5.77)
< (ZHB”ZM %) (ZH RS |521>
=1

= (118Y2In112) " (1(6®) 20l 1Z)°

In (5.77), by making use of the definition of energy seminorm, (5.11), we
conclude

(182n112) " (1162 2al2) " < M1l o11E] b (5.78)

Wherefore, from (5.73) — (5.78), we arrive to the conclusion that this
type of inner product, on the right-hand side of (5.57), can be bounded as
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follows

[1.21(9°€aa)e ] < [lmlllsol 1€l st (5.79)

What is more, by following the above procedure in a similar manner, we
shall achieve to estimate the rest of inner products of the corresponding form,
on the right-hand side of (5.57). As a consequence, we have

1+ 1g*Eaalr,| < lnlllsol €] so- (5.80)

At this point, we gather the inequalities (5.61) — (5.62), (5.66) — (5.67),
(5.71) — (5.72), (5.79) — (5.80) and insert them on the right-hand side of
(5.57). So, it derives

9 )1/2
ry;

1/2
(ZHB V22 l12) I

N;
miligll3, < c{|||n\||sb+(Z|w*/2<g2n,m>|

which implies that

il < {|||n|||sb+(2||ﬂ V23100

)" (ZHB i) )

(5.81)
By combining at once the mathematical expression (5.54) with (5.81),
we get

1/2
2)

N;
=l < il + (218720
i=1

o —1/2 2 1/2
+ (8 )
j=1

or by successive use of (A.14), we have

Ng
la=u[I[2, < C{ il b+2wa V20 B+ 1187 0l B, ) (5.82)
j=1
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Therefore, we have obtained a bound on |||u — u"?||| in terms of various
norms of 7. Thereby, to complete the proof, it only remains to estimate the
terms appearing on the right-hand side of (5.82). We note that n ¢ W"?.

To estimate the first term, we shall make use of the definition of energy
seminorm, (5.11), yielding

Nel
nll2 < O {lnaell, + [Inalld, } + 182 Dnadl2 + 118, 0.7, (5.83)
e=1

We shall additionally bound the factors on the right-hand side of (5.83).
By recalling (A.32) for the first two norms, we obtain

Se—1

h
a. <|[Inlle < Cpfe,l |Ju

e

Hnyx| te,Qe (584)

and
Se—2
e

2. S Imallo. < llnllag. < = [lv

e

Hn;xw‘ te,Qe- (585)

Subsequently, we shall pay particular attention to estimate the terms,
containing the stabilization parameters $ and 3,, on the right-hand side of
(5.83). By applying the jump inequality (A.18), we deduce that

182 D17 + 1185 n.2I2,

Ni Nq
=D B Inalllf, + D118, nallt,
i=1 j=1

% 1/2, 4|2 /2, —1|2 a 1/2 2 (5.86)
<Y 2(18 207, + 18205 l17,) + D 118y nallf,
i=1 j=1

Nel
<2 1180 o,
e=1

Afterwards, in (5.86), we get

Ngg Nei 9
Pe

22“51/277@“%96 = Czh_’lan%Q (5.87)
e=1 e=1 ¢
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Now, employing (A.33) in (5.87), we have

N,
cZ@H 12
he Nzllo0.

Neg 2h25e 3

<C 5.88
Z » (5.89)
Neg h25574
= CZ 2te—5 H Hte Qe
e=1 pe

Hence, from (5.86) — (5.88), we conclude that the factors, including the
stabilization parameters § and (3, on the right hand side of (5.83), can be
bounded as follows

h?se
18220117 + 118y *n.ll7, < Z 2te_5|\ 1% .- (5.89)

Thereafter, insertion of the mathematical inequalities (5.84) — (5.85) and
(5.89) into the right-hand side of (5.83) yields

) h2s —4 h25574
limlll? < 02( )

Nei 235 2
+ Cz Qt te Qe
Nei' fp2se=2  p2se—4
e e 2
S CZ ( 2te—2 + 2te5) ||u||te,ﬂe
e=1 e e
h255—4
g CZ p2t e—H HU/ te e
e=1 ¢

As a result, we conclude that n can be bounded as

2 h2s8
Hnllls < Z T Jullf, q.- (5.90)

Into the bargain, we shall estimate the remaining factors on the right-
hand side of (5.82). By using the mean value inequality (A.19), we can
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write the terms including the stabilization parameters as

N,' Nq
DB 2 manllf, + Y1187l
i=1 j=1

Ni Nq
<170 17, + 118720 1B) + ) B Pzl (5.91)
i=1 j=1

Nel
<D B0l l3q,
e=1

Next, in (5.91), we get

Nel Nel h
DB Pnallia, =C) p—;l!n,m\%ge- (5.92)
e=1 e=1 "€

Now, using (A.33) in (5.92), we have

Nel
h
CY —lneell3a
2 )
e=1 Pe ’
Nei he h?se—S
e

2 n2te—5
ezlpepee

Nei

= CZ praea| Ll

e=1 Pe

<C

[Jull?, o, (5.93)

the —4

2
te 796 :

Ergo, from (5.91) — (5.93), we arrive to the conclusion that the terms,
including the stabilization parameters 8 and 3, on the right-hand side of
(5.82), can be bounded as follows

N; Nq Ney h23674
Z Hﬁil/Q <n,xw>| %z + Z ”6;1/277,11H12“J < C p;te_g ||u ?e,Qe' (594)
=1 7=1 e=1 “¢

Inserting the inequalities (5.90), (5.94), into the right-hand side of (5.82)
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and just by combining with each other, it gives

h2se—4 h2se—4
-y < 03 (5 )
[

2

tE7QE
el hZSE
< CZ 2te—5 || tE»Qc
e=1 pe*

So, we conclude that

N h2$e

[l — w12, CZ t_5|| . (5.95)

which is the desired result. O]

It is worth noting that the resulting a priori error estimate is optimal in
h but is p-suboptimal by orders of p.

5.5 Conclusions

The objective of this chapter is to establish an alternative approach for the
one-dimensional Toupin-Mindlin strain gradient bar in tension. The contin-
uous interior penalty finite element method that we have introduced for this
purpose exhibits the subsequent features:

1. It is formulated only in the primary variable.
2. Only piecewise continuous polynomials are employed.
3. Continuity requirements, for the derivatives, are satisfied weakly.

4. The method is consistent, stable and convergent.
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Chapter 6

CIPFEM for a 6th-order
Equation of SGE

6.1 Model Problem

Toupin and Mindlin included higher-order stresses and strains in the theory of
linear elasticity, which serves today as the foundation of more advanced strain
gradient elasticity and plasticity formulation [192, 157, 102], respectively. Let
us introduce a one-dimensional model problem following their concepts.

Let €2 C R be an open, bounded domain and I' its boundary. Let T'.,
L'y, I'y, Iy, I'yr and I'y denote the transverse displacement, slope, curva-
ture, double moment, bending moment and shear force boundaries, respec-
tively [167, 116].

We consider the equation:

We supplement the equation with the following boundary conditions

u=c on [},
Ugy-n=q only,
Ugy =1 onl'),
(E[g2u,m)7x ‘n=m onl,,, (6.2)
EI(u— ¢*Upp)ze = M on Ty,

El(u— gQuﬂ),mx n=V onTly,

153
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where n is the unit normal vector to the boundary exterior to €2 and f €
L?(2). In the above, u denotes the transverse displacement, ET is a bending
stiffness, f is a given distributed load and ¢, ¢, r, m, M and V denote
the prescribed boundary transverse displacement, slope, curvature, double
moment, bending moment and shear force, respectively.

Note that we have the relationships

r.uly = T, (6.3)
r.Nnly = 0, (6.4)
r,uly = T, (6.5)
r,Nly = 0, (6.6)
r.ur,, = T, (6.7)
r.nr, = 0, (6.8)

between the different parts of the boundary. The constitutive equations for
the stress o and the higher-order & can be expressed as

o = FEug,, (6.9)
c = Eg¢*u., (6.10)

where F is a material parameter (the modulus of elasticity) and g a length
scale (which represents material length related to the volumetric elastic strain
energy).

What is more, we mention that the first three boundary conditions are
called essential and the three remaining are called natural, respectively.
Specifically, the last two are called Robin boundary conditions, as well.

Under suitable conditions on 2 and on the data f, ¢, ¢, r, m, M and
V', the boundary value problem (6.1) — (6.2), possesses a unique solution
u € H°(Q) that depends continuously on the data of the problem.

6.2 Weak Formulation

We are ready to derive the weak formulation for the problem (6.1) — (6.2),
which will lead to the continuous interior penalty finite element method.
We shall suppose for the moment that the solution w of the problem is a
sufficiently smooth function.
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For each face I'; C f, let k¥ and [ be such indices that & > [ and the
elements €, = Q’; and Q. = Qle share the face I';. Let us define the jump
across I'; and the mean value on T; of u € H'(Q2, P(R2)) by

1
[[U]]Fi = u|8QeﬂFi - U|8Qem1"i a’nd <u>1—‘1 = 5 (u|8QemFi + u|8Qe/ﬂFi) 9

respectively.

For the sake of convenience, we extend the definitions of the jump and
of the mean value to I'; C I'y, I'y C I', that belong to the boundary I' by
letting:

[ulr, = ulr, and (u)r, = ulr,,
[ulr, =u

In these definitions, the subscripts I'; and I';.s will be supressed when no
confusion is likely to occur. With each face I'; C f‘, we associate the unit
normal vector n = nqk, pointing from element OF to Q! when k > [, and we
choose n = ng, to be the unit outward normal when a node belongs to the
boundary I'.

The method will be non-conforming. So, we shall use the broken Sobolev
space H%(2, P(Q)) as trial space. Then, we multiply the equation, (6.1), by
a test function w € HY(Q, P(2)) and integrate over

r. and (u)r, = ulr,.

Q Q

Afterwards, we split the integrals

/ EI(—g*U 4z + ) gppewdz = Z/ fwdzx,

and applying integration by parts on every elemental integral, so we get

el
Z/ (BI16°U 10) 2(Wap) odT + Z/ (—G*U g + U) ow - NWAS
Nel

el
-y / EI(—g*t g0 + 1) ooy - nds — » / (BIg%U 4z) o - MW 5o
e=1 e=1 e

Ne
+ i/ Elu gw gpdv = Z fwdzx,
e=1 e

Qe
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where n denotes the outward normal to each element boundary.
Now, we split the boundary terms as follows

el
Z/ (EI19%U 10) 2 (W 20) dx—l—Z/ (=G U gy + U) gz - WS

QNI
2
/ —G Ugzy + u),a:mac -nwds
% mrc
2
/ — G U gp + U) gy - NWAS
% nrv

- Z / (=9 tae + ) satw,o - s
GleNaly

2
— 5 / — G U gy + U) g W - NS
R mrq

Nel
— Z/ E](—gQUM + ) ppW 4 - nds
L YHRINY;
Nel Nel
— Z/ El(gzum),x SN g dS — Z/ EI(gQum),I SN g dS
o1 J0QNT e—1 7 00Ty
Nel

_Z/ EI(g*U 4z) 2 - nwmds+Z/ Elu z,w g dx
82T

e=1

Ney
:Z/ fwdzx,
e=1 v
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and hence we have

el
Z/ (EI19%U 10) 2(Wae) odT + Z/ (=G U g + U) e - WS

80Nl

+ / EI(—g*U zz + U) 4w - nwds + / EI(=g*U 3z + U) ge - nwds
r. Ty
Nel

— Z / EI(—g*U 0 + 1) 20w 4 - nds
0QNT

/Fq
Ney

— Z/ (EI1g*U 50) 5 - NW 4pds — / (EI1g*U 40) 2 - NW 4pds
QNI

r

Ny Ney
— / (BI1g°U 4y) 2 - MW ppds + Z/ Elu z,w zpde = Z/ Sfwdz.
e=1 Qe e=1 Qe

(6.11)
We note that w vanishes on I'.. Next, using the natural boundary condi-
tions, (6.2), on the fourth, on the seventh and on the tenth term respectively,

on the left-hand side of (6.11), and moving it to the right-hand side, we ob-
tain

BI(=g*t 5y + 1) syt - nds — / EI(=g*Uzp 4 U) gow - nds

MY,

el
Z/ (EI1g%U 10) 2(Wae) odT + Z/ (=G U g + U) paw - NWAS

QNI
Nel

- Z / EI(—g*U 0 + 1) 2o 4 - nds
QNI

Nei

— / EI(—gQU,m + U) poW 5 - NS — Z/ (Elgzuym)yx W 4z dS
Iq QN

e=1

Nel
—/ (E[g2u,m),z~nw7mds—i—2/ Elu ,w ,pdo
Iy e=1 v

= Z/ fwdx — / Vwds + Muw g - nds + MW 42ds.

I'y 1N '

(6.12)
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The second, the third and the fifth term respectively, on the left-hand side
of (6.12), contain the boundary integrals over the interior element bound-
aries, i.e. the interior boundaries I'; C T. Consequently, in this sum of
boundary integrals, we have two integrals over every interior boundary.

In order to evaluate the integrals on interior boundaries, we always use the
interior trace of the test function w. Taking into account the Remark 4.2.0.1
and applying (4.13), we can see that the second, the third and the fifth term
respectively, on the left-hand side of (6.12), can be reconfigured as follows

r

Nel
Z/ (Efg?u,m),x(w,m),xdwr/<EI(—g2u,m+u),m>[[w]]ds
e=1 e

+ /f[[EI(—gQUJx + W) g (w)ds — /f(E](—g2u,m + u) 22) [w]ds

— ﬁ[[EI(—gQUM + ) po ] (w)ds — / E[(—gQu,m + U) g W 4 - NdS
I Iy

(6.13)
- / (B0t 00) o) [t0,00] s — / [(EIg%u.02) o] (10,00 ds

Nel
—/ (Efg2u7m)’m CNW g ds + Z/ Elu w pda
e=1 Qe

T

Nei
= Z/ fwdzx — / Vwds + Muw , - nds + MW 42 ds.
e—1 Qe Ty Tar I'm

Since w € H' (), the jump [w] vanishes on Q and therefore on T'. What’s
more, by noting that the fluxes ET(—g¢?u 40 +1) soz 1y EI(—g*U po+1u) 2o and
(BT 92u7m)7x -n are continuous across the interelement boundaries I'; (e.g.,
when the exact solution u € H(2)), we have

/f [ET(— g% s + 1) aa] (w)ds = 0 Y € HO(Q, P(Q),
JIBI G+ 0w ds =0 V€ HYQ.P(@),

[(EIg%00)a] (wan)ds =0 Vw € HY(Q,P(Q).

—
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Then, (6.13) reduces to

el
Z/ EIg U ) 2 (W ) da:+Z/ Elu zow gpdx
+[((Elg2u,m)7m>[[wvx]]ds—[(E]uvm)[[w@]]ds
r r

+/ (EI16°U 12) 20w o - NS — / Elu z,w, - nds (6.14)
r r

q q

_ / (BIg%u0) ) [waa]ds — / (BIg% 1) o - 10 o
T

T

= Z/ fwdx — / Vwds + Muw ;- nds + MW 4, ds.

Iy Ty T

Moreover, we multiply the boundary condition u, -n = ¢, on I'y, by
(EI19*W 44) zo+Byw o -n and by —ETw 4, +a,w . -n. Subsequently, integrating
over I';, we obtain

/ (T n(E]gQw,m)vmds + Byt 5 - NW 4 - nds
Fq Fq

(6.15)
= / CI(EIQZLU@I)@ICZS + ﬂquw . nds,
Iy Iy
and
_/ u,x-nElw,mds+/ aqu:fﬂ'nw@'nd‘s = _/ qE]w,xde+/ O‘qu,m'nds.
Fq Fq Fq Fq
(6.16)

The non-negative piecewise continuous functions 3, and «y, defined on I'y,
are referred to as the stabilization parameters.

In addition, u, is continuous on €2, in that case the jump [u ] vanishes
on each I';, i.e. [u,] = 0. If we choose ((EI1g*W 4z)0) + Blw.] as well as
—(ETw ;) + afw,] as test functions and integrate over T', it derives

/f [0a (BTG 00) a2} ds + / Blua]lw.]ds = 0, (6.17)

and

- /F [ ](ETw ) ds + / afua][w.]ds = 0, (6.18)

r
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where § and « are non-negative continuous functions, defined on I', which
are mentioned as the stabilization parameters.

Furthermore, from the boundary condition u ,, = r, on I',, upon multi-
plying by —(FI1g*w 4z) - 1 + 7w 4, and integrating over I',., we have

_/ u,wx(E]gzw,xx),a:'ndS+/ Vru,zxw,azmds
" I (6.19)

= —/ T(E1g°W 4z) & - nds+/ VT W gz dS.
Ty

r,

The non-negative piecewise continuous function ~,, defined on I',., is referred
to as the stabilization parameter.

To boot, u 4, is continuous on §2, then it follows that the jump [u .|

vanishes on each I';, i.e. [u,] = 0. If we choose —((EIg*W 42) &) + YW 2]
as test function and integrate over I, it yields

_/f[[u,xx]]<<E[92w,m),x>d3+/7ﬂu,xx]][[w,xx]]d5: 0, (6.20)

r

where 7 is a non-negative continuous function, defined on I', which is men-
tioned as the stabilization parameter.

By adding at this point (6.15) — (6.20), we get the continuous interior
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penalty weak formulation of the problem

Z/ (EI9*t,0z) (W 02) dx+2/ Bl g zpdz
+ [ (B ) a)wdds + [ [0l (BIGw0) )
(B IPn) el = [Tl (BT P0e) )

r

/@meﬂﬁ—éhﬁwmmm

+ [ Bludlwa + [ Aludiwdds+ [ olulfe.lds

—|—/ (Blg? uw),mw’fnds—k/ Uy - N(EIG°W 4p) 22ds
Fq

Iy
2 ; (6.21)
- (E]g u,zx),x ' nw,xzds - u,mz(EIg wvl"x):f” - s

— / Elu zow, - nds — / Ug - NETw 4,ds
Fq Fq

+ / Byl g - NW 4 - s + / Vil gz W 4z dS + / Qg - MW 4 - Nds
r.

Fq
Nel
:Z/ fwda:—/ Vwds + Mw’z‘ndzs%—/ MW 4, ds
= Ja. Ty Car T

—|—/ q(E[gzwm),mds—/ r(EIgQwM),x-nds—/ qElIw ;,ds
r . I,

q

+/ 5qu,m~nd$+/ %rw,mds—l—/ Qgqu 4 - nds.
r, r, I,

Using the inner products (3.7) and (3.8), (6.21) can alternatively be rewrit-
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ten in a more compressed form as

el

Z/ E’[gum (W z) d:v—i—Z/ Elu gz, w gpdx

+/«mf%amwﬁwﬁ/wmwm%wmws
Fl F1

—/«mfwmdew—/wmmwm%mnmS
1)

2

_ /fl<EIu,m>[[w,x]]ds — /f1 [u ] (ETw.gp)ds

(6.22)
+ [ Bluallwa + [ uallwdds + [ aleadfw.lds
Iy Ty '
Ney
:Z/ fwda:—/ Vwds + Mw,m~nds—|—/ MW 4 ds
e=1 v Qe 'y T'nm T'm

—|—/ q(E[gQw,m)mds—/ r(EIgzwm),x-nds—/ qEIw ;. ds
r , Iy

q

Baqu 5 - nds + / VrTW g7 dS + / uqu 4 - nds.

Fq s Fq

The bilinear form Bg(-,-) is defined as

Ba(u,w) = (EIg*U40) .0 (Wae)a)g + (ETUz0, W as)g
+ {(EIg%Ug0) wo) [walz, + [uo](B1g*w,00) 20,
- <(Elg2u,m),x>[[ ]] [[u xm]]((EIQQM,wm),x>f2
— (Blugs)[we]p, — [u ,r]]<EIw,m>f1
+ Bluellwels, +V[teal[wealr, + afue]lwe]r, (6.23)

We introduce the linear functional Lg(-) on H®(Q, P(Q))

st(U)) = (f7 ) V’U)|1“V + wa n|FM + mw xwlf‘m
+ Q(E[g w,zm),:m:h"q - (E]g w,a:at),;r : n|1"r - qEIw,mmqu
+ 5qu,z . n|Fq + f}’rrw,:m‘l“r + QgqW o - n]pq. (624)

The stabilization parameters, 3, 3,, 7, ¥, @, &g, depend on the discretization
parameter h, for the h-method, and on the discretization parameters h., p.
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for the hp-method respectively, in a manner that will be specified later in the
text.

Then the broken weak formulation of the problem (6.1) — (6.2) reads as
follows:

Find u € bSs such that By (u,w) = Lg(w) Yw € H*(Q,P()), (6.25)
where by bS's we denote the following function space

bSs = {uc H(Q,P(Q)): Uz My U g (Elg2u,m)7z -n,

EI(—gzum +U) s E[(—gQU,m + U) zoo - 1 are continuous across I'; }.

Note that the bilinear form By (-, -) is symmetric.

Since our main goal is to present the continuous interior penalty finite
element method, we shall associate with the bilinear form, Bg(+, -), the energy
seminorm, ||| - |||s, defined by

ulllsy = (II(EIQQ)”Q(U,M)@II% + (B Pt 0al[§ + 118 [u sl

1/2
I 2, + [ I, )
u € H*(Q,P(Q)). (6.26)

We also notice that energy seminorm is mesh-dependent.

Proposition 6.2.0.1. If 5, 8,, v, ¥, &, ac > 0, then ||| ||| is a seminorm
on H3(Q, P()).

We note in passing that since H%(Q, P(Q2)) C H*(Q,P(Q)), then ||| - [||s
is also a seminorm on H®(Q, P()).

6.2.1 Consistency

We shall now show that a strong solution to the boundary value problem
for the strain gradient beam in bending equation , which is smooth enough
at the interelement boundaries, is the solution to the problem in the broken
weak formulation. Let us start by demonstrating weak continuity of fluxes
across the element faces I';.
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Lemma 6.2.1.1. Suppose that u € H%(Q); then, for any T;, we have

/ TuJuds = /
= /F [EI(—g°t 50 + u) go]wds
J

[[uym]]wds:/[[(Efg2u7m)7x]]wds
r;

[EI1(—g*u zy + ) goewds = 0 Vw € L*(Ty).

Proof. We follow the ideas of [181], where the first two integrals were shown
to be equal to zero for all w in L*(T;), when u € H*(Q).

To establish the last equality, let I'; be an interior boundary and let €2/
and €2, be the elements sharing the face I';. Let 2, = int(Qe USL). Then,
for any w € D(Q2) = C§°(2.), after integrating by parts, we have

ﬁ EI(—g2u7m + U) ppggwdr = / E[(—gQu,m + U) pgw - NWAS
. 8

(E[g U zz) 22z AT
(Elu 4y) qw odx

(EIg U za) z22W AT

(Elu 4y) qw da. (6.27)

Then, we also split the left-hand side integral and apply the integration
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by parts formula in each of Q./, Q.. As a result, we deduce

[ EI(_QQU’JLU + u),z:m:xwdx = / E]<_g2u7x$ + u)@ajxxwdl’
Qe

/

+ EI(—g*U 4z + 1) gpeewda

S—

e

Q.

e

(EIQQU,m),xmw,xdx

+

S 5

3}

(Eluzp) pw pda

+
g

(E‘[g2u,xz),xgp;pw’mdl’

+

m:;\@\

®

(EIQQU,xx),xmzw’xdl‘

[
+
S~

m\

+

o

(Eju,xx),zw,xdx

m\

(EIgZU,xz),xgpxw’zd.ﬁU

I]:EI(_g2u,$$ + u),zmx]] -nwds

_l’_
—

<.

I
+
I

(EIu Iz) W dx

m@\

+
—

(6.28)
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At this point, the identities (6.27) and (6.28), entail that
/ [EI(—g* U e + 1) pae] - nwds =0 Yw € D(Q,). (6.29)
I

Ergo,

/ [EI(—0*t 40 + ) 2s] - nwds =0 Yw € D(Ty).
r;
As D(T;) is dense in L?(T), it implies that
/ [EI(—g*U 4 + 1) zoa] - nwds =0 Yw € L*(T;),
T

as required.

Moreover, we shall use similar series of steps so as to establish the equality
fr- [EI1(—¢*u e + u) zo]Jwds = 0. Employing integration by parts formula

twice, for any w € D(§2.) = C5°(2.), we get

/ EI(—g*U 40 + U) gpmewdr = / EI(—g*U gz + 1) ge - nwds
Qe o
— / EI(—gQU,m + U) poW 4 - ndS
P
(Elg2u,zx),xmw,zzdx

J
+ / Elu g, w gpdx
Q

= - (EIQQU,mz>,axxw,xzd$

jeli
®

+/ Elu g, w gpde. (6.30)

If we subsequently split the left-hand side integral and perform integration
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by parts twice in each of €., and €2., we conclude

/ EI(—QQU,xx+u)7$xlede = / EI(—gqum%—u)mmwdx
Q

e e/

EI(_g2u,xx + u),mxwxwdx

e

+

S—

— (E[g2u,m),mw,mdx

I
S

+ Elu z,w zpdx

e

[[EI(_QQU,mz + u)’gsz]] -nwds

7

HE](_gzu,a:w + u),xa:]]w,x - nds.

_l’_
— 5

i

(6.31)

The identities (6.30), (6.31), entail that

/ [EI(—g*U 40 + 1) zo]w,, - nds = / [EI(—g*U 4z + 1) 20a] - nwds. (6.32)
T; T
By substituting (6.29) into the equation (6.32), we reach to conclusion
/ [EI(—6*t 40 + 1) gowe - nds =0 Yw € D(). (6.33)
I
As a consequence,
/ [EI(—0*t 40 + 1) zx]w, - nds =0 Vw € D(Ty).
L
As D(T;) is dense in L?(T), it implies that

/ [EI(—0*U 40 + 1) go]w, - nds =0 Yw € L*(T}),
T

as required.
In addition, we shall follow similar arguments to establish the equality
Jo [(EIg%u 44) oJwds = 0. Applying integration by parts formula three times,
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for any w € D(Q.) = C(€), we obtain

/E[(—gQu,m—l—u)mmwdx = +/ (E[gzuym),x(wym),mdx

e

+[ Elu zow gpde. (6.34)
Qe

Thereafter, we additionally split the left-hand side integral and make
use of the integration by parts formula three times in each of Q., .. In
consequence, it yields

/ EI(—g2u,m+u)7mmwdx = / EI(—gQU,m—i—u)@mmwdx
Qe Q

el

EI(—g*U 4z + 1) gpgowda

e

(EIQQU,QH),:{: (w,xx)wdﬂf

+

S~

= +

+ Elu zow gpdx

e

[[EI(—gzuym + U) guz] - WS

7

+

[[EI(—g2u,m + ) po]w - nds

i

- / [(EIg*u 4z) 2] - nw 4pds.  (6.35)
I

The identities (6.34), (6.35), yield that
/ [(EIg*u 4z) 2] - nw apds = / [EI(—g*U zo + ©) 22a] - nwds
Fz‘ Fi

N / [EI(=g*uze + 1) golw, - nds.
ry;
(6.36)

By inserting (6.29) and (6.33) into the equation (6.36), we reach to the
conclusion

[(EI¢*U42) 2] - w0 apds =0 Y € D(Q,). (6.37)

T
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Hence,

/ [(EIgtu,) ] - nwands = 0 Ya € D(T).
r;

As D(T;) is dense in L*(T;), it means that

/ [(E16*u 4z) 2] - nw 4pds = 0 Yw € L*(Ty),
I

as required. O

Proposition 6.2.1.2. The broken weak formulation (6.25) of the boundary
value problem (6.1) — (6.2) is consistent in the space H%(Q) in the sense that

any solution u to the boundary value problem, such that u € H®(Q), solves
(6.25) as well.

Proof. To begin with, from (6.25) and the defining expressions for Bg(+, ),
Lg(+), for u € bSs, we have

0 = Bg(u,w)— Lg(w)
= (BIg*U4n) 2 (Wan) o) + (Bt g, W)

+ <(E]92U,:ca:),:cw> [[w,:v]]fl + [[u,a:]]«Engw,m),m)fl
—{(BIg%u0) o) [waelr, = [0 (BIg*W0,00) 0) 5,
— (Eluge)[walr, — [ua](BTwae)r,
+ /B[[uz]] [[w,w]]fl + VHU,MJ]] [[w,ww]] r, T a[[u,w]] [[w,:v]] )
— (f,w)g + Vw|r, — Mw, - n|r,, — mw z|r,,
— ((BI1g°W42) alr, + 7(EI1G°W 40) o - nlr, + ¢ETw 40y,

— Beqw g - np, — V"W e |, — Qgqw 4 - Np, . (6.38)

Next, performing integration by parts twice in fQ Eu,w dr and three
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times in fQ(E[ G*U 12) 2 (W 42 ) 2dx Tespectively, we deduce

0 = (BI(~g*uze + 1) gawe — frw)g — [u(ET(w — °w00) 2a)5
— [waa (BIg*Wa0) o) + [(BI9% U 00) 2] (0 50}
+[E1 (u—g U ) o] (W) T [[E](u—g U ) e ] (W)
o= QEI(w = ¢*W 40) v, — (Wae — 1) (BIG*W 40) 2 - 11,

— (u
+ (BIg°uz0) o - 10— M) Waalr,,
(E U~ §*U zz) 2w — M) W, - nlry,
(E[(u — 0P U pz) T — V) wlr,

+ Bluollwe]s + V[wze] [Waels + @fuz][w ]z

+ By(ug-n — qQwz - nlr, + Y (Uzz — T)W zalr,

+ ag(ug - n — qQ)wy - nlp, . (6.39)

Now, the mathematical equation, (6.39), is identical to zero for all w,
when

[u.] =0 onT, (6.40)
[tee] =0 onT, (6.41)
[(EI¢*u42)2] =0 onT, (6.42)
[EI(u— g%t 42)ae] =0 on T, (6.43)
[EI(v— ¢*U40) a0a] =0 on T, (6.44)
and .
EI(=g* U sz + 1) gzae — f =0 in Q, (6.45)
u,-n=gq only, (6.46)
Ugy =7 on Iy, (6.47)
(EIg*u4p) . -n=m onl,, (6.48)
EI(u— ¢*Upy) e = M on Ty, (6.49)
EI(u— ¢°Upy)aee -n =V ony. (6.50)

We note that (6.40) — (6.44) ensure the continuity (see Lemma (6.2.1.1)) of
the slope, of the curvature, of the double moment, of the bending moment
and of the shear force across interior boundaries. We also notice that (6.45)
denotes the enforcement of the governing partial differential equation on
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element interiors and (6.46) — (6.50) account for the enforcement of the
boundary condtions.

Wherefore, we conclude that any solution v € H%(Q) to the boundary
value problem (6.1) — (6.2) is a weak continuous interior penalty solution of

(6.25). 0

An immediate consequence of consistency is the Galerkin orthogonality

property

By(u —u"™ w) =0 Ywe H(Q,P(Q)), (6.51)
where u € H%(Q) is a strong solution to the boundary value problem (6.1)
~(6.2) and u®*" € bSs is a solution to the broken weak formulation.

For the sake of simplicity, we shall suppose in what follows that the
solution u to the boundary value problem (6.1) — (6.2) is sufficiently smooth,
that is u € H%(Q), and for that reason, the broken weak formulation (6.25)
of the boundary value problem admits a (unique) solution.

6.3 Finite Element Spaces

In this section, we shall consider the finite-dimensional subspaces of the bro-
ken Sobolev space HY(2, P(£2)) being used in the finite element approxima-
tion of the problem.

Thereby, for any element . € P(2), we denote by Pg(€2.) the finite-
dimensional space of all polynomials of degree less than or equal to k defined
on Q.. Then, to each Q. € P(Q2) we assign a non-negative integer p. (the
local polynomial index). We also remind that h, = diam(§2.) is the element
characteristic length.

We can now define the finite-dimensional trial solution and weighting
function spaces (for the h-version) as

U = {u" € H'(Q)| u"|o, € Pe(Q) V2 € P(Q), W"|r. =}, (6.52)
Wh = {w" € HY(Q)| w"|q, € Pi(2) ¥Q, € P(Q), w"|r, =0},  (6.53)

where we have chosen approximation functions being continuous on the entire
domain, but discontinuous in first and higher-order derivatives across interior
boundaries.

For the hp-version continuous interior penalty finite element method, we
denote the finite-dimensional trial solution and weighting function spaces by
U™ and WP, respectively.
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6.4 CIP finite element method

We are ready to present the numerical method whose analysis we shall in-
vestigate in this chapter. Making use of the weak formulation derived in
Section 6.2 and the finite element spaces constructed in the previous sec-
tion, we state the continuous interior penalty finite element method for the
problem (6.1) — (6.2):

Find u" € U" such that By (u", w") = Ly(w") vu' € W", (6.54)

where the functions 8, 8,4, 7, ¥, @, a, contained in Bg(-,-) and Lg/(-), will
be defined in the coercivity property.

One can see from the definition of the bilinear form, (6.23), that the CIP
method has non-local character. In addition, to element contributions, we
encounter terms on interior boundaries to the two elements adjacent to the
respective interfaces.

Generally speaking, the approximation u" € U" to the solution will be
continuous, but discontinuous in first and higher-order derivatives since there
is no continuity requirement for the derivatives in the finite element space.

What is more, we shall suppose throughout that the strong solution u to
the boundary value problem satisfies the smoothness assumption u € H%(Q),
so as to ensure that u is a solution to (6.25) and ergo to (6.54). Consequently,
the Galerkin orthogonality property

By(u—u",w)=0 YweW" (6.55)

where v is the analytical solution of the problem and u" is the continuous
interior penalty approximation to u, defined by the method (6.54). Sufficient
conditions for ensuring Galerkin orthogonality are: u € H®(Q,P(f)) and
that wz -, Uge, (B1g*U400) 2 1y EI(—¢%U 20 + 1) 22, EI(—¢%U 20 + ) 220+ 1
are continuous across the element interfaces I';. Note that the continuity of
Uy Ny Uy (BTG 30) w1y BI(—g*U g + ) 22y ET(—9*U gz + ) gz -1 i Q)
is immediate if u is the weak solution of the problem with f € L?(2). Thus,
no additional assumptions are posed for the Galerkin orthogonality to hold,
because these are already subsumed in the definition of the space bS's.

We conclude that the advantages of stabilized DG methods may be coun-
terbalanced by the disadvantage resulting from the introduction of additional
unknowns. For elliptic problems, however, we can envision formulations
which are continuous and only exhibit discontinuities in first and higher-order



6.4 CIP finite element method 173

derivatives. In many elliptic problems, one is interested in solutions which
are continuous in the variable and its derivatives, and by adopting a weak
enforcement of the continuity of derivatives, while at the same time keeping
interpolation functions C°-continuous, one is able to overcome this disad-
vantage and retain the lower number of unknowns of continuous Galerkin
methods [86].

The CIPFEMs have the following central features. They combine princi-
ples of the CG, DG and stabilized methods. Furthermore, the main feature of
the CIP method is that it involves only the primary variable, eliminating first
derivatives and Lagrange multipliers as unknowns. In addition, the approx-
imation functions are C°-continuous, a feature inherited from CG methods.
Therefore, we will encounter discontinuities in first and higher-order deriva-
tives, which leads to the adoption of concepts from DG methods. What is
more, continuity of first and higher-order derivatives will be weakly enforced
by adding weighted residual terms to the variational equation on interior
boundaries, invoking stabilization techniques [86].

6.4.1 Coercivity of Bilinear Form

Since the bilinear form Bg(-,-), (6.23), is symmetric, it yields the symmet-
ric continuous interior penalty finite element method. The formulation is
analogous to the one that was introduced by Baker [16] for the biharmonic
problem and by Engel et al. [86] for fourth-order elliptic problems.

Stability 6.4.1.1. A method is stable when its bilinear form induces a norm
which can be bounded from below.

We showed earlier that ||| - |||s, (6.26), is a seminorm on the space
H5(Q, P(£2)), thus, since Wh C H°(Q, P(R2)), we have that ||| - |||s is also a
seminorm on W".

Let us now prove that the bilinear form Bg(-, -) of the method, presented
in this chapter, is coercive on the finite-dimensional space W", and hence
the problem (6.54) will have a unique solution in this space.

Proposition 6.4.1.2. The h-version continuous interior penalty finite ele-
ment method (6.54) is stable in the energy seminorm (6.26), that is, there
exists a positive constant 6 such that

Bsb(wh,wh) > 0|||wh|||§b vl e Wh. (6.56)
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Proof. Substituting w” for u" in the bilinear form, (6.23), employing the
inner products (3.7) and (3.8) as well as the triangle inequality, we obtain

By(w"u") > [[(B1g%) 2 (wl,)al } + I(BD) 0l HQ
+2(((BIg*0,) a0 ] + (BIG ) ot nlr,)
—2([((BIgw",) Mt ]e| + \<E192w,’;x>,x I,
= 2(|(Brut Ml Ts| + |ETwl 0, - nlr, )

+ 182wl 113 + 11y 2 [l lI[7 + a2 [w’ ]I
1832wl |2, + 12wl |, + llagPwl 2, (6.57)

)

Thus, to complete the proof, it only remains to estimate each of the terms
appearing into the parentheses on the right-hand side of (6.57).

So we can write the terms, enclosed into the first parenthesis, by using the
Cauchy-Schwarz inequality (A.12), as well as the Young inequality (A.17)

<(E]g2w,hm)7m>[[w,};:]]f + (E]92 ) acxw n|Fq
< ((EIg*wh,) aa) 5| [w! ] ¥ [(EIg*w",) aallr, W Ir,

&1 2. h 2 1 A2
< (GBIl + )
€1 2, h o Lo e
i (2 (BTG W) aallr, + zsIHw@“Fq> (6.58)
Ni /e 1
1
=3 (G )l +
Ny

1
EI 2 o 2 o h |2
# 3 (GBIl + g IR ).

where N, denotes the number of exterior slope boundary segments I'; C I',.
The above terms can be bounded by invoking the mean value inequality
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(A.19) in (6.58), then we deduce

Mz

€1
(5r|<<EIgQw,’;x>,m>|

1
2 h
T, 251“[[ ,

2
Ty
=1

1
+Z (SNE1 ) R, + 5 LR,

&1 1
\Z( (BTG el + BP0 ) + 5t

2
r;

&1 1
n Z (SNE1 ) R, + 5 IR,

z

9 _
—Z - (E1gP WD) wol 1, + |(BIgw]2) o)

Ny Ng
&1 1 1
b3 SN EIP el + 30 AT + 3 St
j=1 i=1 “1 j=1 -1
Nel N; N‘Z
€1 1 1
<D S IEBIF WS, aallfo, + D Q—QH[[WZ]H Y 2—61Hw,’;\|%j-
e=1 i=1 j=1
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Applying the trace inequality (A.39), followed by the properties of Sobolev
norms in (6.59), we conclude that

Nel Nq

&1 1
zjgll(Efg2 mllage+2—|| ST, + ZQ—QIIW,}LIIE
e=1 j=1

X Z C 1| E[g ),xﬁ,Qe + he|(E192w,};:w),x‘g,Qe)

N,
1 B2 1 b2

il - 6.60

+ ;:1 o [[w? ][5, + jEZI 9, Hw,zHrj ( )

7

Nel
€1 _
<) 5 C (he NI, L g, + Rell(BIg*wh,) 2l 130,)
e=1
N
+2
i=1

Nq
AR+ S w2,
Z i =t 251 »T L

Hence, making use of inverse estimate (A.37), (6.60) gives

Nel

g _

L BTG ) ol g, + hll(ETG ) 2l B, )
e=1

) N,

+§iMMM+ZiWM%

P 2eq o ¢ g 2eq AT

Nel

€1

<3 O (AN EIG ) s, + heChh (BT wl,) o],

e=1

Ni Nq
1 h 2 1 h (|2
+Z:2_€1||[[w,x]]||f‘i +;2—51||w,x||rj

N
8101E[g N1 : 1

< EI /2(,,,h 2 1/21,,,h 7112

232 (G ERREES v Al

h3 , LT /)T

1 1/2, h |2
+225lﬁq||ﬁq w,z“l—‘j?
J=1
(6.61)
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where C) = C max{C%,C?%}. We denote by C;, Cy; the constants resulting
from an inverse estinate.

Therefore, from (6.58) — (6.61), we reach the conclusion that the terms
into the first bracket, on the right-hand side of (6.57), can be bounded as
follows

<(E192 " )acav>[[w,h]]~ ‘I'(EIQQ " )mwh 'n|Fq

5101E]9 1/2 1/2
\Z BT 2w, mzwuﬁ [

(6.62)
a 1 1/2,,h (|2
+;2€1Bq||/ﬁq w,xHF]"

Moreover, we shall follow the above procedure in a similar manner to es-
timate the terms respectively enclosed into the second and the third paren-
thesis on the right-hand side of (6.57).

As a consequence, we deduce

|<(E192 wa) ) [Who o] + [(BIg*w, ) o - nwly, Ir,

N.
8202E1g 1 d 1
< C2MIHT E[ /2 + ,.)/1/2 2.
; . (E1g%)"?(wl,), 2257" [w’ IR, (6.63)
Ny
+Z 1 H 1/2 h 2
2897 T Te?
s=1

and

{(E]wh w" 5| + | ETw " -n|pq}

5303EI
\Z H(E] 1/2 D) +228 | 1/2 ]H

Z'CE

(6.64)
1 1
/24,h
*;253(1 [log 2w [IF,

We denote by N, the number of exterior curvature boundary segments
I, Cr,.
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Thereafter, inserting the inequalities (6.62) — (6.64) on the right-hand
side of (6.57), we have

Bg(w",w") > ZH(EIQ )2 (Wha) ol +ZH (BNl I,

- (i““%wm 22 (wh) ol

e=1

Z 118w z]]\lr+z H@l/thlr)

el 2y Cy BT g2
- (X e P wh,) )
e=1 €

N; Ny

|
+Z Hvl”[[ AR+ — > 17/ 2w,

s=1

Jel oy Cy BT
- (2= liEn i,

Qe

2
Qe

2
I

e=1
No o
—i—Z || V2] H|%i+zs3o¢ [Ee hHF)
.71 q

+Z|W +Z|I61/2 "R
+ZHW2 IR +ZHW2 h

+Z||al/2

+Z||a1/2 "R (6.65)

Also, with the aid of factorization on the right-hand side of (6.65),
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it follows that

Nel 2 2
EClE]g 6202Elg
Bo(u',uh) > 2(1— : - (EIR) 2w, 3

h3 h,
e=1 €
Nel
6303E[
#Y(1- 25 )||<Ef>1/2 I3,
e=1
N;
+ <1 L) B1/2
=1 ﬁ
Ny 1
' (1 : ) 18212,
j=1 1P
N; 1
+ 1—-— V2[wh 7112
> (1 27 I Tl
N, 1
+3 (1) Ihpetl,
o—1 52/77"
N; 1
o /271, 712
+ ; <1 €30é) HOé [[w,x]]l T
g 1
+ <1— )||a1/2 h||F (6.66)
— EgOéq
7=1

Then, by the use of definition of energy seminorm, (6.26), on the right-hand
side of (6.66), we arrive at

Bsb(wh7w ) 0|||wh|||sb7

which is the desired result. We denote by the constant # the minimum of the
terms enclosed into the parentheses on the right-hand side of (6.66).

In particular, assuming that 8 = §,, v = 7, as well as a« = a4, we can
prove (6.56) for § = 1 if we choose

h3 he he

T oI T qgpre ™ Sl = om
in which case we obtain

8C, E1g? SCyLEIg? 4C3ET
==y T=m =g wd a=a =,

€1
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as well. ]

Let us now examine the coercivity of the bilinear form, By(-,-), for the
hp-version continuous interior penalty finite element method, on the finite-
dimensional space W"?.

Proposition 6.4.1.3. The hp-version continuous interior penalty finite el-
ement method (6.54) is stable in the energy seminorm (6.26), that is, there
exists a positive constant 0 such that

Bg(w,w) = 6|||w]||?, Yw e W, (6.67)

Proof. Similar to the series of steps of the previous proof, substituting w for
uw in (6.23), applying the inner products (3.7) and (3.8) as well as the
triangle inequality, we obtain

Bu(w,w) > (EIG) 2(we)all} + (BT 20 0
4 2(((B1P000) o) ] + (BIG0 02) ot -,
- 2(|<(E192w,xm),z> [[w,xx]]f‘l + ‘(E]gzw,xa:)7m . nw,th‘r
— 2(|<E[w,m>[[w7x]]f‘ + !Elw,mwyx . n|pq‘>

+ 182w |12 + [V [waa] 1R + o2 [w ]2
182w |17, + 170 w,aal B, + [y *w | IF, (6.68)

)

To complete the proof, it only remains to estimate the terms enclosed into
the parentheses on the right-hand side of (6.68).

As in h-version, we can write the terms into the first parenthesis, by using
the Cauchy-Schwarz inequality (A.12), the Young inequality (A.17) as well
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as the mean value inequality (A.19)

<(E]g2w,xx),a:ac>[[w,ac]]f + (EI.QZw,:Cx),;m:w,x : n|Fq

N;
&1 -
€35 (IBIF W) ol + T e )

Ng

1
+Z (EIg*w a0) aaI7, +Z—|l LAl +22—Ell|wwll%j
j=1
ol e (6.69)
1 .
<Y S (IBIPw) wlBo, + (BIP000) sl )
e/, e=1:(00,,00.CQ)
Nel c Nz 1
1
+ Z 5||(E192w,1}z),xm||?)(}e _{_Z:£||[[u]7$]]||12—‘Z
=1:(89eNTy): (9 CT) i=1 1

Ny 1
+ZQ—81HU&x||%j,
7=1

where N, denotes the number of exterior slope boundary segments I'; C I',.
The terms into the first two sums can be bounded by invoking the inverse
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inequality (A.21) in (6.69), then we deduce

Nel
€1
S (MBI mal B, + B 000) e, )
e’ ,e=1:(09,/,00.C0N)
Nel € N; 1
1
Y B ea)mlBe + Y 5wl
e=1:(0QeNTy):(8QCT) i=1 “°1

Ny 1
2
+22—€1Hw,zHrj
J=1

Nel
€1
<Y (e, e B, )
e’,e=1:(08,/,00.CN)
Nel c Ni 1
1
N SRR [T 72T IS pFL | R

e=1:(0QeNly):(02:CT) i=1

Ny 1
2
+22—€1Hw,x||rj

N Yoo
\z—cl—u Bl wa)alls, + 3 g llwallf, + Y 5ol
i=1 j=1

2
r;

= Z —clEIgzpe (EIg?)2(w ),

N.
< 1
2 2 : 1/2
Qe + — 2615H/B [[w,w]]l

1 1
/2
+ 3 g g 1wl

"~ (6.70)

where the constant ¢; is independent of h., p. and w.

In consequence, from (6.69) — (6.70), we arrive to the conclusion that
the terms into the first bracket, on the right-hand side of (6.68), can be
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estimated as follows

<(Efg2w,m),m>[[w 2]+ (E[92w,m) zaWyg n|Fq

Ney
9 pe
<Z—IC1E192 H(Efg )2 (W 02) oI +ZQ 5||51/2[[ lIr

2
e=1

N,
~ 1 1/2 2

2

a (6.71)

Furthermore, we shall analogously estimate the terms appearing into the
second and the third parenthesis on the right-hand side of (6.68). As a
result, we arrive at

‘<(E]g2w zx) a;>[[w T f‘ + ’(EIQ%U#W)J . nw,mh“r

Ny N;
pe 2\1/2 2 1 1/2 2
<Y —eFEI><||(Elg W) ol + ) =—|ly .
;2 r I Pwsalle, + 3 ol P ol (o
N
3 b st
and
(BIw o) [wale| + [ ETwzzw - nlr,|
N c p2 N; 1
3 e 1/2 2 1/2 2
< —csEI=—=||(ET1 — )T
; 5 €3 heH( )W el g, +;253a“a [w.]lIF, (6.73)

E 1 1
- /2 2

We denote by N, the number of exterior curvature boundary segments
I, Cr,.

After those series of steps, we gather the inequalities (6.71) — (6.73) and
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insert them into the right-hand side of (6.68). Hence, we get

N Ney
Ba(w,w) > Y IBIg) (wen)allo, + D IED w3,
e=1 e=1
(Zelclmg I(BIg) 2 (w).l 3,

Z 18" ||F+Z ||51/2 «IE)

Nei
De

- (ZszCzEfgzh—H(Efg%l/?(w,m),

e=1 ¢
"’Z_H’Ylﬂ r, T Z ||71/2wm‘

i—1 °27

Nei
(B Pl
" Z L 02w,
" Z 182[w.]
+ Z ||’71/2 [wes ||F + Z ||’71/2w m||12“]

+Z o2 [w
=1

2
I

oy 2u,|2, )

Nq
rt Z 18y wlIF,

P+ Z oy *w [, (6.74)
j=1

Now, with the aid of factorization on the right-hand side of (6.74),



6.4 CIP finite element method 185

it is clear that
Nel

6 2
Py pe
Bg(w,w) > Z (1 — &tlclEIgZF - 5202E1g2h—) (EIgH) (W 00) 2[5,
e=1 € ¢
N¢; pz
+ (1 - 5303Elh—e) (ED)Yw .. ||3,
e=1 €
N; 1
> (1 - m) 18"2 w112,
i=1 1
Ny 1
+3 (1- o) I,
2\t ag ) el
N; 1
+ 1 - _) 1/2 Wz 2-
> (127 ) I el
Ny 1
#3 (1- o) Il
s—1 27r
N; 1
1— — 1/2 Bk
#3201 g ) ¥ hel
Ny 1
+ (1 - 53%) /2w |2, (6.75)
j=1

So, by the use of definition of energy seminorm, (6.26), on the right-hand
side of (6.75), we reach to

Bay(w, w) = 0] |wl|[3,

which is the desired result. We denote by the constant 6 the minimum of the
terms enclosed into the parentheses on the right-hand side of (6.75).

In particular, assuming that 8 = §,, v = 7, as well as o = a4, we can
prove (6.67) for § = 1 if we choose

B h, h,
crle. = de1 ETg?p8’ =29 = 4ea ETg%p? and  eglo, = 2c3E1p?’
in which case we obtain
8ci E1g*p? 8co E1g*p? 4es ETp?
5:5q:h—2, 7:%:h—e and a:aq:h—ea
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too. O

Wherefore, Bg(-,-) is a coercive bilinear form on the finite-dimensional
space W and ergo the problem (6.54) (respectively for the finite-dimensional
spaces U and W"P) has a unique solution.

6.4.2 Continuity of Bilinear Form

With the definition of the energy seminorm, (6.26), we have the following
continuity result for the bilinear form (6.23), based on the Cauchy-Schwarz
inequalities (A.12) and (A.13).

Proposition 6.4.2.1. Let Bgy(-,-) be the bilinear form defined in (6.23) with
B, Bg, Vs Vrs s 0g = 0. Then, there exists a constant 0 < C' < oo, such that

Byy(v", w") < O ["[[|sol[[w"][|sp V0", w" € W", (6.76)

where C is independent of h.

Proof. We can obtain (6.76) by applying at first the triangle inequality in
the bilinear form

((BIg*0h,) w0 (wh,) 2)a| + [(BIV), 0l )g)

+ [(BIg*V),) >[[w’;]] A I[[v,$]]<(EIg wh) )|

+((BIg*],) o) [wh, e, | + 1[5 I((BIg*w,,) o),

+ (BT, ) [wh]g, | + [v ’";H(Elw o)y

+ B[ Ie, |+ Y[k Il e, | + lafol ] Tw ]z, |
(6.77)

and then the Cauchy-Schwarz inequality (A.12) on the right-hand side of
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(6.77). As a consequence, we get

By(v",w") < (E1g)? (V) allall(B1g%) 2 (w!y,) allg
+ (B2, : HQH(EI)”2 el
+H5’”2<(Efg )m>|\p1!|51/2[[ =z,
+ 187w x]]HrlHﬁ VH(BIgw,) wo)lr,
+ly V(B ,xx),x>”f‘2”71/2[[ ’;x]HIrQ
+ 2 llz, [P (BIg* ) o),
+la” BTV g, a2 [ ]]||f1

+ a2 [l o~ 1/2<Ehvm>llr1

+ 184w x]]||p1\|ﬁl/2[[ =,

+ 2[5l I 2 [whadllz,

+ [l 2], ot 2 [ Dl - (6.78)

Using the Cauchy-Schwarz discrete inequality (A.13) on the right-hand
side of (6.78), we have

Bo(whut) < (II(E1g)2 ()l + (ED Y 1
IS AE ) b2, + I BTG ) DI,
+lla (BRI, + 2018 2[5, + 2l 2 Tn,
+ 202! unn)” (= )t I
FIED 2l 1+ 1872 (Blgl,) ),

P (B R, + o BT )R,

1/2
+2[|8 2 [w 112, + 21wl IR, + ||O‘1/2[[w,x]]||f1) :
(6.79)

]]

Thus, to complete the proof, it only remains to estimate each of the mean
value terms that enter into the parentheses on the right-hand side of (6.79).

Hence, by using the mean value inequality (A.19), we can write the first
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mean value term, appearing into the first parenthesis, as

1872 ((BIg*V ) a7,
= 187VAH(BLg*0) e} + 118, 2 (EIg*V),) aal IR,

N;
= I VH(EL,

i=1

Nq
j=1
< Z 18~V (EIg20") ol 2, + (187 Y2(EIg0"S) aal 12.) (6.80)
+ Z 18, 2 (BTG, ) aul 2
j=1

Ney
<D NBTVAEIFE,) w30,

where N, denotes the number of exterior slope boundary segments I'; C I',.
Then, by applying the trace inequality (A.39) as well as the properties of
Sobolev norms in (6.80), we conclude that

Nei
Z 1871 2(B1g*0),) ol B0,
ZC BTABIP) o, + el BT (EIGV],) 0,

< Z C (h B (ELGS,) ol [f g, + hellB V2 (BIg*Y,) all30,)

(6.81)
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So, making use of inverse estimate (A.37), (6.81) gives
el
DO (hMBTEIP) alli g, + hellB7(BIg*),) oll3 0,)
e=1

Nei
<D C (W' Crh |57 A (B, o, + heCrih |57 (BTGP, o|15,)
=1

Nel
< SO B VAEIP,) LR,
e=1

2
Qe

Nel C
=D 3B EIG(BIg) () o
e=1 €

N,
el C]_ h3 s
= hdc{ Elg ||(EIg ) / ( )$||Qe

< ZH(EL@ )2(0h,),

(6.82)
with C; = Cmax{C?% C?} and by C;, C; the constants resulting from an
inverse estinate. We denote by Cjs the stabilization constant of the stabiliza-
tion parameter § = 0553[92 and we have chosen that g—; < 1 without loss of
generality. e

Wherefore, from (6.80) — (6.82), we reach the conclusion that the first
mean value term, enclosed into the first bracket on the right-hand side of
(6.79), can be bounded as follows

1872 ((BIg*V ) ao) 7, < II(B1g%)'2(V)) a3 (6.83)

In addition, we shall follow the above series of steps in the same way to
bound the remaining mean value terms, enclosed into the first parenthesis
on the right-hand side of (6.79).

Ergo, we arrive to the conclusion that these factors can subsequently be
bounded as

P BIg*V)) < I(E1g*)2(Vh,) 413, (6.84)

and
o HEIE)1E < |[(EDY20! I3 (6.85)
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What is more, we shall use similar arguments to bound the mean value
terms of w”, enclosed into the second parenthesis on the right-hand side of
(6.79). In consequence, we deduce

187 (EIgwh,) w2, < [(E1g)2(wh,) (3,
Iy~ (EIg*wh,) )12, < I(ETg?)2(wh,) .12, (6.86)
o™ 1/2<E1w IE, < EDY W3-

To boot, inserting the inequalities (6.83) — (6.85), as well as (6.86) into
the brackets on the right-hand side of (6.79), it yields

Ba(",w") < (3I(BIg) 2, ally + 20 (BD200 |3 + 211824112,
1/2
F2AR IR, + 2l 2R )
x (I(BLg%) 2 (wh,) ol 3 + 20 (BD 2l | 2
1/21, b2 1/21,, h 2 1/21, h (2 1/2
+ 2|82 [l IR, + 2 2R I, + 2la 2 wh]IE )
(6.87)

Also, by the use of definition of energy seminorm, (6.26), on the right-hand
side of (6.87), we arrive at

By (v, w") < O||[v"[[[so|lw"[[] 6,
where C' is independent of h,. O

Thereafter, let us examine the continuity of the bilinear form, Bg(-, ) for
the hp-version continuous interior penalty finite element method.

Proposition 6.4.2.2. Let Bgy(-,-) be the bilinear form defined in (6.23) with
B, Bgs Vs Vrs s 0y = 0. Then, there exists a constant 0 < C' < oo, such that

Bgy(v,w) < Cl[vll]sll[w]llsp Vo, w € W, (6.88)
where C' s independent of both h. and p., for the hp-version.

Proof. Similar to the approach to the previous proof, we can obtain (6.88),
by using at first the triangle inequality, then the Cauchy-Schwarz inequality
(A.12) and next the Cauchy-Schwarz discrete inequality (A.13).
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As a consequence, we end up at the same result presented in mathematical
expression (6.79). Up to this point

Ba(v,w) < (II(BIg)2(000) al 3 + 1(ED 200l

1187 HBLg000) a2, + 10 (BIg000)0) 1,

1l VB Lo 2, + 218 [l 2, + 20l oI,
1/2 2 1/2 2\1/2 2

202 [wll2, ) x (I1(B16%) 2 (w,0).al

FED 20,00l + 11872 (BLg0 00) a2,

1Y EIGw ) ) B, + [l (B Tw ) 12,
1/2 2 1/2 2 1/2 1/2

+ 2182w, 1|12, + 201y 2wl + [l fwallr, )

(6.89)

Thereby, to complete the proof, it only remains to estimate the mean value
terms appearing into the parentheses on the right-hand side of (6.89).

Hence, by applying the mean value inequality (A.19), we can write the
first mean value term, enclosed into the first parenthesis, as

1872 ((BI16%0 20) ) IF,
= ||B_1/2<(E192U,zz),m>||% + ||/6(1_1/2(EIQ2U,$w>,zw||l2“q

Ni Nq
= Z "B_l/2<(E192U,M),M>H%i + Z Hﬁq_l/Q(E[gQU,m),xle%j
i=1 j=1

N;
<Y (IB7VEIGE,) 2l IF, + 1187 (BTGP0, aall)
=1

Nq
+ Z \\5{1/2(E[920,m)m“%j
j=1
Nei
< Z (’1571/2(E192U,xx),xz"gﬂc/ + "Bil/Q(EIQQU,xx),M"?)Qe>
e’',e=1:(09Q,/,00.CN)
Nei
+ > 18,2 (B19%0,00) el 30,

e=1:(0QeNCq): (02 CT) ( )
6.90
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where N, denotes the number of exterior slope boundary segments I'; C I',.
These terms can be bounded by invoking the inverse inequality (A.21) in
(6.90), then we deduce

Nel
S (BB ) el B, + 1B B  00) el )
e’,e=1:(0,/,00:CN)
Nel
+ Z ||6¢]_1/2(E192U,w),m|%Qe
e=1:(00eNTq): (002 CT)
Ney p6
< Z (Clh_§|’61/2(EIg2U,m) ||Q/+ 1 HB 1/2(E[g Voz) ||?28)
e/ e=1:(09,/,00.CQ) e
Ney

6
p _
T DR <[l N

e—1-(aQ NTq):(0QCT) €

\ch Hﬁ 1/2 EIQ Uz‘x) ||5215

6
Pe
:Zc hgﬁ 'EIG|(B1g%)" " (000) 2[5,
e=1
Nel 3
- pe h 1/2
—; hngfg ||(E]9) (Vez),
Nel
< Z ||(Elg2)1/2(v,m),x||gzev
e=1
(6.91)
where the constant ¢; is independent of h., p. and v. We denote by Cjs the
stabilization constant of the stabilization parameter g = Cﬁ%;ﬁpg and we

have chosen that é—; < 1 without loss of generality.

Therefore, from (6.90) — (6.91), we easily conclude that the first mean
value term, enclosed into the first parenthesis on the right-hand side of (6.89),
can subsequently be bounded as

Ng;

187 (B9 00) a0 |IE, < ZH EIg*)"*(00) [, (6.92)

e=1
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Furthermore, by following the above procedure step by step, we shall
estimate the rest of the mean value terms, enclosed into the first parenthesis
on the right-hand side of (6.89).

Accordingly, we reach the conclusion that the corresponding mean value
terms can be bounded as follows

I {(BIg*000) )R, < I(EL)Y (V0) ol (6.93)

and
o™ (ETvg) |12 < (B0 003 (6.94)

Moreover, we shall use the same arguments to bound the mean value
terms of w, enclosed into the second parenthesis on the right-hand side of
(6.89). As a result, we obtain

1872 U BTG 00) s |2, < |[(BIgA) Y (w,00) 3,
7 H(BIg wae) o) 3, < [(BIg%)Y*(w,ee) all3s (6.95)
o™ (BIw )[R < [[(BDY w3,

After that procedure, we gather the inequalities (6.92) — (6.95) and insert
them into the brackets on the right-hand side of (6.89). That produces

Bafv,w) < (3I(EI6) 2 (0an)al 3 + 2(ED 2003 + 2018 Toall 2,
1/2 2 1/2 2 1/2
+ 2172 [z 12, + 2l 2 [oall2,)

X (BB 2 (war) oI} + 2 (BD) 2w 3

1/2
+ 20|52 [wall B, + 2 [ e I, + 20 [wall2)
(6.96)

So, by the use of definition of energy seminorm, (6.26), on the right-hand
side of (6.96), we reach to

Ba(v, w) < O[]l sl [wl]]se,

where C'is independent of both h. and p.. O
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6.5 Error Analysis

In this section, we aim to conduct an error analysis for continuous interior
penalty finite element method (6.54). Specifically, our objective is to prove
h and hp-version, as well, a priori error estimates in the seminorm, ||| - |||,
for the method introduced above. For this purpose, we have covered the
usual ground of consistency and stability of the method in the preceding
sections. With the results from both consistency and stability, we can prove
convergence of the method. Let us assume for simplicity that both ETg? and
E1T are continuous on ().

6.5.1 Error Estimates in the Energy Seminorm

Convergence 6.5.1.1. Let " denote any interpolant of u from H3(Q, P())
onto the finite-dimensional space U". Let us specify the interpolation error
by n = u—u". Thereby, we can decompose the global error u —u" as follows

u—u" = (u—a")+ (@ —u")=n+e (6.97)
So, using the triangle inequality, we have

1w =[] < [l + [1e" l]o, (6.98)

h h h

where e = u" — u" is the part of the error in the finite element space, i.e.,

el e Wh.

Our error analysis below will provide a bound on [|[e"|||s in terms of
suitable norms of 7. As a consequence, we shall obtain a bound on |||u—u"||| s
with respect to various norms of 7. Hence, to complete the error analysis,
we shall need to quantify norms of 7 in terms of the discretization parameter
and Sobolev seminorms of the analytical solution wu.

Theorem 6.5.1.2. Assume that the consistency condition (6.55) and sta-
bility condition (6.56) (see Proposition 6.4.1.2) of the method hold. For
each face, we define positive, real, piecewise constant functions 3, By, v, Vr,
a and o by

. CgEIgz

B8, = CsET

he

o C,EIg*
hg) 9 ’Y - ’77‘ - he

and o= o4 =
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Given that the conditions are satisfied for the interpolation estimates (A.30),
(A.31) and the trace inequalities (A.38), (A.39) hold, the error estimate for

the continuous interior penalty method (6.54) can be written as

Nel
[l —u[[2, < CD R Duff, g (6.99)
e=1

where C' is a constant dependent only on the space dimension and on k, and
| [ks1.0. denotes the H M -seminorm on Q..

Proof. To begin with, we shall estimate e”. For that purpose, we take ad-
vantage of the coercivity (6.56), the decomposition of the error (6.97) and
the Galerkin orthogonality (6.55) yielding

Ollle"][1% < Ba(e",e")

Bg(u —u —n,e")

Bg(u —u", e") — By(n, ")

= _Bsb(naeh)

| Bay(n, €™)]. (6.100)

N

We continue by using the triangle inequality on the right-hand side of
(6.100). Then, we obtain

Ol < 1(BIg*an)wr () a)al + (BTN o0, gl

+ ((B1g*N20) ) [€% )5, | + 1[02]((E1g%€",,) aa )z, |

+ (19" 20) o) ], | + 1020l ((ETg%e),) )7, |

+ (EInza) e ]r, | + [[nd(ELeh, )5, |

+18[n20le]r, | + neallelols, | + lalnadlel]s, |-
(6.101)

To bound the terms on the right-hand side of (6.101), we apply the
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Cauchy-Schwarz inequality (A.12) giving

1"z, < [1(EIg*)2(nas) llal|(EIg*) /2 (eh,) 2lla
+(EDnallall(BD)?e!, g
+B72(EIg* ) m>\|pllwl/2[[e Mg,
+ 18 lls, 1187 *((EIg%e",) w5,
+ (BTG 2e), >HF2HW2[[ e Iz,
+ V2 el V2 (EIgPeh,) )i,
+ o EIn )5, a2 [eh ]z,

+ 12 [nadlls, o2 (BTl ) g,

+ 11825, 18215,

+ |y m]]ilpzrw”?[[ e I,

+ 12 llg, e e, - (6.102)

As before in this chapter, we shall make use of Young inequality (A.17)
on each term on the right-hand side of (6.102). For that reason, we deduce

e < o (B2 0me) ally + 1ED 0l
167 (BTG 0) )2, + 20180112,
+ (BTN 20) )2, + 210 022D 1F,
Nl X Bl 2, + 2lla [l )

+ = (IIB1g) (el a3 + 1(ED M2 1
+ 2B, + 118 (Blg% ) w2,
2 LTI, + 1B L) ) I,
20l 2T, + lla” B2 ). (6.103)

Thus, to proceed with the estimate of e”, one of the steps remaining is to
bound each of the mean value terms which are enclosed into the second
parenthesis, on the right-hand side of (6.103).

To achieve that, we shall follow exactly the same series of steps presented
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in mathematical formulas (6.80) — (6.85). As a result, we get

1871 2(BIg%",) a2, < I(ETg%) (el ol 2,
I H(BIgeh,) I, < (BIg)(ehy) o I3, (6.104)
o~ 1/2(E[e R < (EDYel |2

To boot, by inserting the inequalities, (6.104), into the second bracket
on the right-hand side of (6.103), we have

M < 5 (1ETR) ) ol + 1D .l
+ 1187 ((BIg00) ) |12, + 2118 [0 a] |2,
+ YA (BLg* 0 20) )R, + 2017 P[0 sl |13,
o™ (B2, + 22011, )
+ = (BIBIg) (e ) IR + 201 (BD 21
+ 20|82, + 21 LTI, + 200 2[RI, ).
(6.105)

Now, by the use of the definition of energy seminorm, (6.26), in second
parenthesis on the right-hand side of (6.105), derives

1

Ol < o (NCBTGD) 2 ae) aly + NED 1l
BB 0) o) 12, + 20187 In I,
VBT B, + 20 eI,

+ Hofl/2<EI77,m>H12;1 + 2Ho¢1/2[[777x]”|12;1)

5 M2

+llle (6.106)

Afterwards, by choosing an appropriate value for £ in (6.106) derives a
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"Ml

bound on [||€"|||, in terms of suitable norms of 7, being

0 Elg EI
(E1g*)? -
{2 e 1R

CsEIg*
I IR, |

Ll e, |

oI T ) )R,

P ol
o)1, |

DA, |

I8 En.11%, |

bR,

o fa.dlE, }- (6.107)

+

+

=

~
Q

+
Q

Q
~

+ o+ 4+

+

+
—— —— = A= A A A
SIS
e

D= D= D

We simultaneously note that the inverse estimates (see Theorem A.4.1 and
Remarks A.4.2) do not hold for the interpolation error, since n ¢ Wh.

Therefore to complete the estimate of e”, a subsequent step is to bound
the terms enclosed into the brackets on the right-hand side of (6.107).

Hence, by invoking the mean value inequality (A.19), we can write the
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factors enclosed into the first bracket on the right-hand side of (6.107) as

EIT 5172, ),

<E’~‘” IR g2 (,) ol + B

Hﬁ_l/Q(n x:c),m,llz“q
)2 Nq

EIg Elg
ZHﬁ Y21 ) ) |2 Z\Iﬁ Y20 ) aal [},

EBIg?)? &
< BT S (1570,

i—1
2Nq

E
L ELg) ZHB V20 00) el

2 Nel

ZHB Y2 (10) ol B,

L1872 (n5,),

r.)

S —F (E

(6.108)

where N, denotes the number of exterior slope boundary segments I'; C I',.

Next, by applying the trace inequality (A.39) as well as the properties of
Sobolev norms in (6.108), we conclude that

Nel
(Efg )’
Z 18~ 1/2 (22 mHaQe
2 Nel
ZC 1|5 1/2 nm),xﬁ,ﬂe + he|5_1/2(77,xx),x|g,ﬂe)
2 Nel
ZC BT (Maw) ol 0, + hell B2 (N02) 2360,
2 Nd (6.109)
Z CB™ (h | (Naw) 2l a0, + el (Nax) 2ll30.)
2 Nel

EIg h? _
( ) ZOC Elg 2( e1||(77,m),ﬂc||i(ze+he||(77,m),ac||g,96)

_ OZhS N we) 2lfa, + el (a2) ol30,) -
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In consequence, from (6.108) — (6.109), we reach the conclusion that the
factors enclosed into the first bracket, on the right-hand side of (6.107), can
be bounded as follows

(E1g%)?
le 1/2<(77m ax H CZhS I (M,22), HiQe + he“(n,m),xugﬂe) :
(6.110)
Moreover, we shall follow the above procedure in a similar manner to
bound the terms enclosed into the third and the fifth bracket respectively,
on the right-hand side of (6.107). As a consequence, we get

(Elg*)?

7 172 (M) ) [Z, < CZh N (aa) 2lE, + hell(Naz) aclld,) -
(6.111)
and
(Ef) 12 S e )
|| < zx)“p <CZh ||777x1:||(26+he||(77,zx),x||Qe)' (6-112)
e=1

Additionally, we shall analogously estimate the factors enclosed into the
second bracket on the right-hand side of (6.107). By recalling the jump
inequality (A.18), we obtain

CgE[g
Hh I,

27+ Hh o lf?,

CgE]g _
%i + T Z ||he 3/277,96”%‘]'

J=1

N,
CsEIg? <=~ _
R+ I g,
j=1

C’ﬁE]g _3
e h3/2 N
; }i:13||e [1.]

L [h

CsBIf? &
<=2 (lhe
i=1

2 Nel

Z || 3/277 ||8Qe

CﬁE]g

(6.113)
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We employ the trace inequality (A.38) and next the properties of Sobolev
norms in (6.113), so we deduce

2 Nel

C EIg
s ZHh 3/277 ||aQe

Nel

C’ EI 2
e ZO IR P08, + hel WP

) (6.114)

2.)

=C Z h.?
e=1

Ergo, from (6.113) — (6.114), we arrive to the conclusion that the factors
enclosed into the second bracket, on the right-hand side of (6.107), can be
estimated as follows

C EIg
T 2.+ hellnasll3) . (6.115)

[ S [[EAES CZh

Furthermore, we shall follow the above series of steps in the same way to
estimate the terms enclosed into the fourth and the sixth bracket respectively
on the right-hand side of (6.107). For thar reason, we have

C,Elg*
—Hh 1/2 [7,22] ||2 CZh 1||77,m|

6.)

(6.116)

?25 + he | | (n,xw),m
and

CoET
s (B[} czh

?25 + heHn,z:JcH?le) . (6.117)

What is more, we shall use similar arguments to bound the factors that
enclosed into the seventh bracket on the right-hand side of (6.107). By
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applying the jump inequality (A.18), we deduce

1
1182111,

1 1/2 2 1 1/2 2
= I8 lnallI2 + 1182,

N; N,
1 1
:52\\51/2[[77 JIIE +§Z!|ﬁq1/277,x|\%j

< p=

N,

1 q

022 [ )+ 5D 118, nall?,
j=1

2 el
<23 1182l ..
e=1

Afterwards, in (6.118), we invoke the trace inequality (A.38) and the prop-
erties of Sobolev norms giving

2 NEZ
=3 118" n.li3a,
e=1

(6.118)

L+ 1820,

Nel
2 _
<53 C (B nallh, + hel 18012,
e=1
2 Nel
= 5205 (he B+ hel|n2al18,) (6.119)

C E[g
Q ZO g 1||77,x||?ze + he||77,m||?le)

= Czhe_?’ (e Hlmalf6, + Pellnaal3,) -

Wherefore, from (6.118) — (6.119), we reach the conclusion that the terms
enclosed into the seventh bracket, on the right-hand side of (6.107), can be
bounded as follows

1
SIB Tl < czh

) (6.120)
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Also, by following the previous procedure step by step, we shall estimate
the terms enclosed into the eighth and the ninth bracket respectively on the
right-hand side of (6.107). Therefore, we arrive at

1/2

[, || CZh 1||77,:v:z:||522e + hel[(N22), ?ze) ) (6.121)

1||
0 v
and

1/2

a.) - (6.122)

[nalllF, < Czh

After that, gathering the inequalities (6.110) — (6.112), (6.115) — (6.117),
(6.120) — (6.122) and inserting them on the right-hand side of (6.107), we
obtain

L
9 o

2

9 Nei
el < Y All(20) 0]
=1

+ 1 (he I (aa) all1 g, + hell(1a2) o[5.0,)

+he? (hy )

+ he (B 1M a2) 2l [, + hell(.22) 2216, )

+ht (he B+ el (22) 2115,

+he (he b+ hel|(7.02) 2112, )

+hot (b M nel[8, + hellnall,) }- (6.123)

Application of interpolation estimates, (A.30), (A.31), yields for the
terms on the right-hand side of (6.123)

| | (n,wac)@

< naellio. < lllso. < ChEluliiag,  Yu € HH(Q,),
(6.124)

1naelle. < lInelluo. < lnllag, < Che™ fulkig, Yo € HH(Qe), (6.125)

1(naa)llree < [nllag. < Che ™ lulkirn, Yu€ H Q). (6.126)
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1(n00) allz. < lnlls.0. < Che™ ulesio, Vo€ HH(Q),  (6.127)

1nalle. < [llluo. < Cheluliige,  Yu € HHQ).

(6.128)
Substitution of (6.124) — (6.128) on the right-hand side of (6.123) leads
to
9 Ne;
sl < CYy (D +RED) Juffy g,
e=1
Nei
< C hi(H)\UIiH@e-
e=1

Then, multiplying by % both sides of the above inequality, we reach to
the conclusion that e can be estimated as

N,

el
e 112 < D h2* D ul g, (6.129)
e=1

To go on, we shall estimate n by using similar arguments as in the case
of e". By the definition of energy seminorm, (6.26), we get
% = 1(B1g*) 2 () allf + 1EDY 2000l [§ + 18 [na] I3,
+ 2 a2, + e[, -

Next, by employing the inequalities (6.120) — (6.122), having ignored the

coefficient %, we can bound the terms on the right-hand side of the seminorm
as

Nel
2 < CY {ll(nee)el
e=1

+het (h el 1, + Pell(02) 2118,
+ he_l (he_1||77,x||£2)e + he||77,xw||?2€) }

?26 + Hn,xx|

b, +ho? (b0l

5225 + he,'n,m|

2.)

(6.130)
Afterwards, insertion of the mathematical expressions (6.124), (6.125),
(6.128) into the right-hand side of (6.130) yields
Nel
Hnlllz < €0 (R + hZ™ ) Juliy g,
e=1
N,

el
< CZ hg(k_2)‘u|i+1,ﬂe-

e=1
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As a result, we conclude that 1 can be bounded as

Nei

Il < C ) e luli s g, (6.131)

e=1

Now, combining (6.98) with the inequalities (6.129) and (6.131), we
have

2
e ="l < (Hnllls + HHle"|lls)
< 2 (Ml + ™12

Nel
< C hg(k_2)|u|i+1@e.
e=1
Finally, it follows that
Nel
1w — P[], < CD B Dulfy g,
e=1
which is the desired result. O]

It is noteworthy that the resulting a priori error estimate is optimal in h.
Now, it is imperative that we pay our attention to a priori error estimate
of the hp-version of the method presented in this chapter.

Convergence 6.5.1.3. Let 11, denote any (linear) projection operator from
H3(Q,P(Q)) onto the finite element space U". We can then decompose the
global error u — u as follows:

u—u = (u—Tyu) + (Hyu —u") =n + £ (6.132)
So, using the triangle inequality, we get
1 =" [[ls5 < [l1nlllss + €05 (6.133)

where § = Ilu — u is the part of the error in the finite element space, i.e.,

£ewhr,

Our error analysis below will provide a bound on |[|¢|||s in terms of
suitable norms of 1. Thus, we shall obtain a bound on |||u — u"|||s with
respect to various norms of 7. Ergo, to complete the error analysis, we shall
need to quantify norms of 7 in terms of the discretization parameters and
Sobolev seminorms of the analytical solution wu.
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Theorem 6.5.1.4. Suppose that 2 is a bounded domain in R and that P(S2)
is a reqular partition of Q into elements Q.. Letp = (p. : Qe € P(Q),pe € N,
pe = 4) be any polynomial degree vector of bounded local variation. For each
face, we define positive, real, piecewise constant functions B, By, v, Vr, @ and
oy by

CsETg*p} _ G, Elg°p? _ C.EIp?

Bzﬁq: hg y V=Y = he and Oé:Oéq— he

where the stabilization constants Cg, C, and C, are arbitrary positive real
numbers. If the analytical solution u to the problem (6.25) belongs to the
broken Sobolev space H*(Q, P(Q)), t = (t. : Qe € P(Q),t. = 6), then the
solution u"" € U of the problem (6.54) satisfies the following error bound

h25€—6

llw = a"|lI%, CZ D g llu

where 3 < s, < min(p. + 1,t.), and C is a constant dependent only on the
space dimension and on t = maxq,cp(Q) te-

te Qo> (6.134)

Proof. To begin with, we shall estimate £. For that purpose, we take advan-
tage of the coercivity (6.67), the decomposition of the error (6.132) and the
Galerkin orthogonality (6.55) yielding

1IEl% < Baw(€,€)
= Ba(u—u"" —n,¢)
= Bg(u—u", &) — By(n,§)
= —Ba(n,¢€)
< [Ba(n,8)]. (6.135)

We continue by using the triangle inequality on the right-hand side of
(6.135). Then, we obtain

e < [(BIgNer) s (Ea)w)al + (BTN 00, €ax)a]
+(BI9 N00) ) [, | + | [0]{(B19°E ) o), |
+ \((Efgzﬁ,m) >[[ M]]f2| + |[[77,:c:6]]<(E192£,m),x>f2’
+ KEINaw) [Salr, | + |02l (EIE 2a)z, |
+1811E oI5, | + W02l € welr, | + laln ]IS 15, |
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or by applying inner products (3.7), (3.8)

OlIENS < [(BIg"n0s) e, (Ean)a)arl
+ [((BI19%N,02) wa) [€ ] [[%]]((E[g € aa) wx) Pl
+ [{(E19*020) ) [€ well] + 1 [022) (BTG 2) )7
+ (BN ze) [Ealpl + 0] (BT oo )p]
+ 18]I o] + [V[n2e][€ zalp] + lalne]E 2]z
+ (EI19°002) aln - ey | + (00 - n(E1G°E 42) walr, |
H(BIg°N0z) 2 - € alr,| + 1022(B1G°€ 22) o - M1, |
+ | EIN el e - nlr,| + 0o - nETE polr,|
+ 840 - n€a - nlr | + Vel walr, | + lgne - n€a - n|p,|.
(6.136)

)

Thereby, to provide a bound on |||£]||s in terms of suitable norms of 7, it only
remains to estimate the inner products on the right-hand side of (6.136).

With the aim of bounding the first inner product on the right-hand side
of (6.136), we initially apply the triangle inequality yielding

Nei

(B8 00) 00 Eaa) )l = | D N(BIGN00) s (Ene) o),

e=1

Nei
Z |((Elg277,xm),:m (€ax) )| (6.137)
e=1

Then, by recalling the Cauchy-Schwarz inequality (A.12) and next the
Cauchy-Schwarz discrete inequality (A.13) in (6.137), we have

((EIQQU,m)m (5,%):8)98

>
>

1(B1g%)" 2 (nae) o N(EL9%) (€ a) o

(6.138)

1/2
)

e=1
Nel 1/2 Nel
<D IEI) Y (nas) Q) (Z 1(ELg2) 2 (€ 10) o
e=1 e=1

— (BT (nae) 212) " (I(E187) *(€) 2l12)*
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By making use of the definition of energy seminorm, (6.26), in (6.138), we
get

1/2

(BTG Y2 (0 2a) 112)" (BTG (€ ae) ol 2) "2 < mllLaol1€] o
(6.139)

Therefore, from (6.137) — (6.139), we reach the conclusion that the first
inner product, on the right-hand side of (6.136), can be bounded as follows

((EIg*N00) 0 (Eaa) )l < |lnlllsoll1€]]]s- (6.140)

Also, the second inner product, on the right-hand side of (6.136), can
analogously be bounded as

[(E1 2z, & xa)al < [0l €] s5- (6.141)

We shall additionally follow similar series of steps to estimate the sta-
bilizing terms on the right-hand side of (6.136). Employing the triangle
inequality, we deduce

Bna]lEalr]l =
<

N;

Z Bln]lE1r,
i=1

N;

i=1

After that, by invoking the Cauchy-Schwarz inequality (A.12) and the
Cauchy-Schwarz discrete inequality (A.13) in (6.142), we conclude

S 180 dlE v,

N;

< 1/2 Al 1/2 2l
;HB [0 18721 2] e 6143

N 12 4 N, 1/2
< (Z 18" [n.]| %) (Z 182,21 %)
i=1 i=1

1/2

1/2
= (18"2[na1117) " (18" 2IelE)
Using the defintion of energy seminorm, (6.26), in (6.143), it derives

(182In1112) " (18 [€.1112)

1/2
< Ml sl €] sb- (6.144)
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Ergo, from (6.142) — (6.144), we arrive to the conclusion that the first
stabilizing term, on right-hand side of (6.136), can be estimated as follows

BInall€15] < lnllls /11115 (6.145)

Moreover, the rest of stabilizing terms on the right hand side of (6.136)
can correspondingly be bounded as follows

Y [02]l€aalp] < (10l ]sol €],
[0 o]1€10] < [1nlllsell€]1]se,
|Bga - € - nle, | < [lnll]sell1€]]] b, (6.146)
Ve aad aalr, | < [lnlllsol[[€]]]s,
|gn e - 18 - nlry | <0l |ssl1€]]]se-

It’s about time for us to estimate inner products, containing the mean
value operator of 1 and the jump operator of £, on the right-hand side of
(6.136). We use at first the triagle inequality and as a result we get

Z

’<<E[g277,m),m> [§pl = <(E[9277,m),m> [€ 2],

1

25

i=1

Afterwards, applying the Cauchy-Schwarz inequality (A.12) and then the
Cauchy-Schwarz discrete inequality (A.13) in (6.147), we have

2 |<(E].9277,:v:v),:c;t> [[g,x]]F,- |

N;

< Z | |B71/2<<E19277,rm),m>
=1

N; 1/2 1/2
<<ZHﬁ_l/z((E[gQU,m),mH|%i) (ZHB”Q HQ)

i=1

Ty 61/2 [[f,xﬂ‘ r;

(6.148)

N, 1/2
= (Z||/3—1/2<<E192n,m>,m> ) (18“21E012) "
i=1
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Invoking the definition of energy seminorm, (6.26), in (6.148), we obtain

1/2
) (11821E012)

1/2
%) 1€l sb-

In consequence, from (6.147) — (6.149), we conclude that this type of
inner product, on the right-hand side of (6.136), can be bounded as follows

<Z 1872 ((E1g* N 20) )]
- (6.149)

Ny
< (Z 1872 ((B19%,00) 22)]

i=1

N, 1/2
|<<E19277,M),m> [[é,z]]f“’ < <Z "6_1/2<(E19277,M),M>| i) |H£|||sb (6'150)

=1

Furthermore, we shall use similar arguments to estimate the remaining
inner products of the corresponding form, on the right-hand side of (6.136).

Thus, we deduce
1/2
%) €155

1/2
%) 11€ll]s5,

1/2

Nq
|(Ejg277,m),$:c§,$ : n|Fq| < (Z ||B;1/2(E]9277,m),m||12“j> 1€ ][5
j=1

1/2
%) €],

1/2

Ny
[EIN 228 - nlr,| < (ZHﬁq”QEIn,mH%j) 1€M]ss.

Jj=1

|<(E[g277,m),w> [§2a]p] < (2 ||’Y_1/2<(E19277,m),w>|

i=1

N;
(BN ee)[€a]p] < (Z o™ 2(ETn.)]

i=1

Ny
|(E19277,xz>,x N galr,| < (Z H’Vr_l/Q(E[an,m),ﬂ

s=1

(6.151)
where N, denotes the number of exterior slope boundary segments I'; C I’
and N, denotes the number of exterior curvature boundary segments I'y C T',.,
as well.
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A last step, for bounding |||¢]||s in terms of norms of 7, is to estimate the
rest of inner products, which contain the jump operator of n and the mean
value operator of £, in (6.136). As in the latter case, employing the triangle
inequality produces

Z

25

< |[[77,:6]]<<E]g2§,m),m>1“¢|' (6.152)

1

.
I

Thereafter, by recalling the Cauchy-Schwarz inequality (A.12) and the Cauchy-
Schwarz discrete inequality (A.13) in (6.152), we conclude

N;

Z [7.2] <(EIg2€,II)7$x>Fi‘

i=1
Ny

< 118V [

= 1NZ " N

(ZHBW ) (Z||6—1/2<<E1925,m>,m>|
=1

=1

BV2(EIPE us) u)

(6.153)

1/2
2 )
T; N
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By invoking the mean value inequality (A.19) in (6.153), we now have

N; 1/2 N;
<ZHB”QHU ) ) (Z\|ﬁ-1/2<<Engs,m>,m>\|%z.)

N, 1/2
=1

]; 1/2
(1872 (E1g ),mH%ﬁHﬁ1/2(E1925m>,m”%)>

1/2

-

IS

=1

(e
(2 1 184 ] )
(L2

=

1/2

(187 4(BIg* ua) walla,, + 1182 (B9 € 00) 0l l30,)
e’,e=1:(09,/,00:CN)

(6.154)
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Also, in (6.154), since & € W" we can apply the inverse inequality
(A.21), so we obtain

N, 1/2
(ZWWHU I %)

1/2
Nel
x > (187 2(BI19%€ 40) aallpa,, + 1187 (BIG*E 22) sl l5s2,)
e’,e=1:(09,/,00Q.CN)
N 1/2
( )
=1
p_g’ -1/2 E] 2 2
€1 73 ||ﬁ ( 9 f,xx),acHQe/
eel@QzaﬁcQ) e
o0 1/2
el IR R, )
N 12 /N, 1/2
< (i) (Ssalkirene. i)
= e=1 e
/2 /N, 1/2
C1
(ZHW ||F> ( C—||<E192>1/2<s,m>,$||ée> ,
—1 B
(6.155)

where the constant ¢; is independent of h., p. and . In (6.155), we choose
é—; < 1 without loss of generality. Thereby, we deduce

N 12 /N, 1/2
(ZIW”% ] %) (Z é—;\I(EIQQ)”Q(E,m),x! ?z)
i=1

e=1
N, 2/ N 1/2 (6.156)
< (ZHBW[[ %) <Z||(E]92>1/2(§,m>,x Q)
=1 =

— (1182 na0112) " (1(ET1g?) (€ an) ol 2)

In (6.156), by making use of the definition of energy seminorm, (6.26), we
conclude

(182 Ina1112) " (BT (€ aa) ol 2) 2 < Ml 36 (6.157)
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Wherefore, from (6.152) — (6.157), we arrive to the conclusion that this
type of inner product, on the right-hand side of (6.136), can be bounded as
follows

120 ((EI9%E wa) wx) | < HInlllsollIE]]]sp- (6.158)

What is more, by following the above procedure in a similar manner, we
shall achieve to estimate the rest of inner products of the corresponding form,
on the right-hand side of (6.136). As a consequence, we have

[0,02J(ET9%E ) )7 < [l [1E] st

(BT wa )zl < M Imllsoll €] st
Nz - n(E19251x> x| rg L I sel11€ 1], (6.159)
M22(E16%€ 22) 2 - nlr, | < Hnlllsoll1€]]|sb,

e - BT aalr, | < (lnll]solI€]]|s5-

At this point, we gather the inequalities (6.140) — (6.141), (6.145) —
(6.146), (6.150) — (6.151), (6.158) — (6.159) and insert them on the right-
hand side of (6.136). So, it derives

Ni 1/2
Alels, < c{lllmll+ (187 (Bl g ner) o))

+

ZHB VA BLg ) elR,)

Nz
_I_

(
(
i
(
(

—1/2 5 \/?
B LgPn) 2ME )

i

>l i)

q

" gyawmmmm) el

2
E:

|
1/2

;2B 00) 0l 2,

|

|



6.5 Error Analysis 215

which implies that

el < C{'”””'Sb*&"ﬂ‘”2<<n,m>,m>||%i)”2
G ()
+(;Hﬁq”2<nm>,m||%j) +(Z||¢1/2 )"
+ (i oy nl) ) 6160

By combining at once the mathematical expression (6.133) with (6.160),
we get

1/2
:)

N;
lhe = ™[]l < c{|||n|||sb+(Z||ﬂ—1/2<<n,m>,m>

Nl 1/2
ZW nee) )
>l i )"}
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or by successive use of (A.14), we have

=™, < 0{|||n|||§b

_'_ZHB 1/2 nxw m

+Z‘|ﬁ 1/2 77:10:1:) MHF

I

b3 I {1200,

N;
+ Z Hail/Q (M)
=1

2+ Z 172 (.00 |2
s=1

Nq
S Haqfl/zn,mlﬁj}. (6.161)
=1

Therefore, we have obtained a bound on |||u — u"?||| in terms of various
norms of 77. Thereby, to complete the proof, it only remains to estimate the
terms appearing on the right-hand side of (6.161). We note that n ¢ YWh».

To estimate the first term, we shall make use of the definition of energy
seminorm, (6.26), yielding

Hnlll% <

o) 1182 naIR,

+ V2 InaalllF, + Nl 2] 1R, - (6.162)

We shall additionally bound the factors on the right-hand side of (6.162).
By recalling (A.32) for the first two norms, we obtain

hs e—3
H(n,mm>7x| Qe < ||77,$33||1,Qe < ||,’7’|37Q€ < Cpt ||u te,Qe (6163)
and
hs e—2
< nallie. < lnllzq. < Cpt — lullic - (6.164)

Subsequently, we shall pay particular attention to estimate the term,
containing the stabilization parameter 3, on the right-hand side of (6.162).
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By applying the jump inequality (A.18), we deduce that

182 [na1llz,
= 182 [nall? + 118, nalIF,

Ni Nq
=D B InalllR, + D118, nallt,
i=1 j=1

(6.165)
Nl‘ Nq
<Y 2 (182 IR, + 118 0Ll + > 18 1.l
i=1 j=1
Nel
<2 118,13,
e=1
Afterwards, in (6.165), we get
Nel Nel p6
2318 0l = €3 Ll (6.160)
e=1 e=1 €
Now, by invoking (A.33) in (6.166), we have
Nel p6
> e,
e=1 ¢
Nei 6 725.—3
De he © 2
< 2 h—ngthe,Qe (6.167)
Nei J25e—6 )
- C’Z p;tefg ||u b0
e=1 ~ €

Hence, from (6.165) — (6.167), we conclude that the factor, including the
stabilization parameter  on the right hand side of (6.162), can be bounded

as follows
Ney h2se —6

18" [nalE, <C Y pgte,g |ull? q.- (6.168)
e=1 *¢

We analogously deduce that the remaining terms, containing the stabi-
lization parameters v and « on the right hand side of (6.162), can be bounded
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as follows
1/2 2 ol hZse=0
[Ra [7.2:][17, < CZwH |
e=1 e (6.169)
2] 2 h288_4
la[n I, < OZ L.

Thereafter, insertion of the mathematical inequalities (6.163) — (6.164)
and (6.168) — (6.169) into the right-hand side of (6.162) yields

hQSe—G hQSe—G hQSe—G
i < o (B + e )
€ €

teyge
Ne;
el h255—4 h255—4
+C Z ( c ) I

2te—4 2tp—5 te, e
e=1
h25 —4 hzsefﬁ
S CZ( 2te—5 2t€—9> H te, e
h2$€f6
< O Z 2t thQP
As a result, we conclude that 1 can be bounded as
h23p—6
1l CZ e —igllulli o, (6.170)

Into the bargain, we shall estimate the remaining factors on the right-
hand side of (6.161). By using the mean value inequality (A.19), we can
configure the terms including the stabilization parameters as

ZHﬁ 1/2 nxw m

+ZH5 1/2 77:)::v) MHF

'MZ

(Hﬁ 20k sl IF, + 11872 (0

+ Z ||5 1/2 77969:) MHF

=1

Mz

||ﬁ 1/2(77 mz) m‘ |8Qe
1

o
Il

(6.171)
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Next, in (6.171), we get

Now, using (A.33) in (6.172), we have

CZ e|| Nax m||a§2

h3 h2se—9
<C Z e lull? o, (6.173)

elpe €

hQSe—G

—CZ gl

te e

Ergo, from (6.171) — (6.173), we arrive to the conclusion that the terms,
including the stabilization parameters 3 and (3, on the right-hand side of
(6.161), can be bounded as follows

Nei h2se—6

Ni Nq
Z ||/6_1/2<(n,xa:),a:w>||%‘1 + Z ||6¢1_1/2(77,zx),a:m||1%3 < Z FH ||te Qe
i=1 j=1 e=1 e

(6.174)
By following arguments in a same way, we deduce that the rest of the

terms, containing the stabilization parameters v and 7, as well as o and ¢
on the right of (6.161), can be estimated as

- - Ney h2sg—6
va V(1) )2, +Z||v A aa)allf, <O 5=l o
e=1 *°¢
N; s ) Ng s ) h23674
D lla™ 2R, + Y g naal i, \GZ sl .
i=1 J=1

(6.175)
Inserting the inequalities (6.170), (6.174) and (6.175), into the right-
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hand side of (6.161) and just by combining with each other, gives

Net 3 95,4
hze
llu =il < €3 “ellull o,
e=1 ©'¢€
Net 25.—6 25.—6 25.—6
J)2se J)2se h .
+cz( i+ s+ o) Il
e=1 €
h2$e —4 hQSe*6
< OZ < Uto— 2t — ) || te,Qe
e
hZSP_ﬁ

< cz eIl o
(i

So, we conclude that

h2se 6

e =" lI5, CZ D2 o llu

which is the desired result. O

thge

It is worth noting that the resulting a priori error estimate is optimal in
h but is p-suboptimal by % orders of p.

6.6 Conclusions

The objective of this chapter is to establish an alternative approach for the
one-dimensional Toupin-Mindlin strain gradient beam in bending. The con-
tinuous interior penalty finite element method that we have introduced for
this purpose exhibits the subsequent features:

1. It is formulated only in the primary variable.
2. Only piecewise continuous polynomials are employed.
3. Continuity requirements, for the derivatives, are satisfied weakly.

4. The method is consistent, stable and convergent.
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Chapter 7

IPDGFEMs for a Bending
Plate Model

7.1 Preliminaries

Suppose that Q is a bounded, open, convex domain in 2 with boundary
['yq. Let T be a subdivision of €2 into disjoint open convex elements domains
K = Kj such that

o= |J K

KeT
KiNK;=0 fori#j

and the intersection K; N K; is either empty, a vertex or an edge. We define
a piecewise constant mesh function hy by

hy(x) = hg = diam(K), xze€ K, KeT

and put

h = max hg.
KeT

Let K be a fixed reference element in R2. We shall further assume that each
K € T is an affine image of the reference element K

~

K =Fy(K), KeT.

Let &£ be the set of all open one-dimensional element faces, associated with
the subdivision 7. We also define a piecewise constant face-function on £

he(x) = he = diam(e), xz€e, e€ €.

223
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Let us assume that the subdivision 7 is shape-regular (see either p. 124
in [55] or Remark 2.2, p. 114 in [31] or Definition A.1.7). We note that for a
shape-regular family there exists a positive constant ¢ (the shape-regularity
constant), independent of h, such that

CthheghK, VKGT, V@E@K,

hence, for any element K € T, hx and h, are equal to within a constant.

To each K € T we assign a non-negative integer px (the local polynomial
degree) and a non-negative integer sk (the local Sobolev space index). Then,
we collect the pg, sg and Fi in the vectors

p=(prk:KeT), s=(sk:KeT)and F=(Fx:KeT).

We now return to the set £. We also assume that £ is decomposed into
two subsets, namely &, and &y, which contain the set of all elements of £
that are not subsets of I'yy, i.e.,

Cnt ={ee&:eCQ}
and the set of all elements of £ that are subsets of I'yy, i.e.,
Sa:{eegzeCde}.

The subset & is further decomposed either into &, and &g or into &, and
5M7 i.e.,

gazchgQ or gazgquMEgal.

For an integer m we define

m m D + D
<p >8($):<p >e:%v T Ee, eeginta

where the elements K and K’ share the face e, as well as
(PMe(x) = (P")e =g, T E€e, €€ &,

where e C 0K.
What is more, we define the set I' as

F::Ue

eef
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and the sets I'iy, I'c, I'g, I'ys together with I'g as

Fint::Ue, FC::Ue, Fq::Ue, FM::Ue, FQ::Ue,

e€&int e€é. e€&y e€én ec€y
all with the obvious meanings respectively. We note that either
=T Ulyg =T Ul U PQ»

or
I'= Fint U de = Fint UFq U FM = FI.

Let Iy = Iy UT. and T'y = Ty UT,. We define for u,w € L*(Ty) and
for u,w € L*(T;), the inner products

/uwdr:/ uwdr—i—/ uwdr (7.1)
To Ding e
/uwdr:/ uwdr+/ uwdr (7.2)
Fl Fint F

q

with associated norms || - ||r, and || - ||r,. So, it will hold as well

lullt, = [ullf,,, + [ullf, (7.3)

or

DollullE= Y0 Ml + ) a2 (7.4)

e€&y e€Eint ecé.
and
[lullf, = llullf,,, +[lullf,- (7.5)
or
Do llZ= D7 MulZ 4+ [ull2. (7.6)
ey e€Eins €€y

7.2 Kirchhoff-Love Plate Model Problem

Let us consider a thin plate, the medium surface of which is denoted by (2,
the boundary by I,y and the thickness being 2¢. The mechanical framework
that we consider is linear elasticity. The material constituting the structure
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is assumed to be homogeneous and isotropic (this is not a restriction, but
just a simplification), see [80].

A transverse loading is applied, the force density of which is represented
by the function f3. In addition, the lateral boundary is clamped on a part
0, simply supported on another one, say v; and free on a last one, denoted
~9. Then, the Kirchhoff-Love plate model consists in finding an element ug
which represents the deflection of the plate.

We consider the equation:

2F&3

_— 2 pu—
30— 1/2)A us = f3 on €, (7.7)

where f3 € L*(€2). We denote by E and by v the Young modulus and the
Poisson ratio, respectively. Let us recall that £ >0 and 0 < v < %
We supplement the equation with the following boundary conditions

uz =0 on vy U,

Ous

b
Magbabsg =0 on vy Uns,

=0 on 7, (7.8)

Os (Mapaabs) + Oamagbs =0 on 7o,

where {b, } are the components of the unit outwards normal along the bound-
ary of 2 and {a,} are the components of the unit tangent to the boundary
of 2. We denote by m,s the bending moments being

2F¢
1—v2

Mag = — {(1 — 1/)3&5113 + VAUg(SaB} . (79)

where d,5 is the Kronecker symbol.

Let us recall once for all that % = O, usb, is the normal derivative and
3.

0s(-) = 0a(-)aq = 5 is the derivative along the boundary. Moreover, for the

local basis ({aq}, {ba}), it holds
b1 = —Aa2 and bg =dai.

We can rewrite the boundary conditions (7.8) with (7.9), so the boundary
value problem is formulated as:

2F&3

_— 2 pu—
3(1 — V2)A us f3 on Q, (710)
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uz =0 on I,

3u3
E =0 on Fq, ( )
Pus  (1—v)ous 7.11
Aug — (1 —v) 52 R 9 =0 onlIy
0 Puy
%<AU3) +(1— V>8828b =0 on g,

where I'. = (voUm), I'y =70, I'ne = (11 Ue) and I'g = v». In the above, R
denotes the radius of curvature of the boundary I'y; of Q (counted positively
along the unit outwards normal). Hence R < 0 if the domain is locally
concave and R > 0 if it is locally convex.

We mention that the first two boundary conditions are called essential
and the other two are called natural, respectively.

Furthermore, the third boundary condition derives from the combination
of mathematical expression

62U3 82U3 1 6u3

Aug = — + — + =——. 12
BT e T e TR (7.12)
with (7.9).
What is more, note that we have the relationships
I.Ulg =Ty,
I'.NTg =10,
e @ (7.13)
FoUT )y =Ty,
L,NTy =0,

between the different parts of the boundary. Let 'y signify the union of one-
dimensional open edges of €2. Also notice that by construction I'yy differs
from I'y on a set of one-dimensional measure zero which contains the vertices
of the (polygonal) boundary of 2.

7.3 Weak Formulation

We are ready to derive the weak formulation for the problem (7.10) — (7.11),
which will lead to the discontinuous Galerkin finite element method. We shall
assume for the moment that the solution uz of the problem is a sufficiently
smooth function.
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For each face e € &, let ¢ and j be such indices that ¢ > j and the
elements K := K; and K’ := K share the face e. Let us define the jump
across e and the mean value on e of uz € H*(2,T) by

1
[[u3]]e = u3|8Kﬁe - u3|8K’ﬁe and <u3>e = 5 <u3|8Kﬂe + u3|8K’ﬂe) ,

respectively.
For the sake of convenience, we extend the definitions of the jump and of
the mean value to faces e € & by letting:

[[U:a]]e = U3|e and <U3>e = U3|e-

In the above definitions, the subscript e will be supressed when no confu-
sion is likely to occur. With each face e € &, we associate the unit normal
vector b = bk, to e, pointing from element K; to K; when ¢ > j, and with
each e € & we associate the external unit normal vector b = by, where
e C OK.

Since the method will be non-conforming, we shall use the broken Sobolev
space H*(Q,T) as trial space. We multiply the equation, (7.10), by a test
function wz € H*(Q, T) and integrate over (2

2F¢e3
— T A?uzwsdv :/ wsdv.
/93(1—y2) 3W3 Qfg 3

Afterwards, we split the integrals

Z/LsgA%wdv—Z fswsdv (7.14)
FETTE K€7K33 : :

KeT

In addition, it holds

2E&3 g2
—A2 — — 5 Va afs
31— p2) " BT T3 Yesas

so by applying the "double” Stokes formula for plates (B.5) on every ele-
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mental integral in (7.14) together with the aid of (7.9) and (7.12), we get

2F¢3 2E3y
Z/ a5u38a5w3d1)+2/ mAUgAUJgdU

KeT VK
+Z/ a(AUg,) +(1-v) i wsdr
= 1 —1v2) \ db 0s20b
O*us (1 —v)0us\ Jws
_;;/am 1—12) (A“?’_(l_”)asz TR 8b> b o
= Z/ fawsdv,
KeT

where b denotes the outward normal to each element edge.

Now, we split the boundary terms as follows

2E¢3 2Ee%y
Z / agugﬁagwgdv + Z / 50— 17 AugAwgdv

KeT
2E53 0 83U3
" KzeT/aK\Fa m (6b<Au3) (1 ’/)m> wsdr

3
AU3 M) wsdr

OKNT. 3 1_V2

0 Pug
2
/E)KQFQ 3(1— yz (ab us) + (1 =) 85286) wsdr

Avin — (1 — 82u3 B (1 —v)dusz '\ Jws
or\r, 3(1 — 12) ’ ) 552 R 9b ) ab

o 0%us B (1 —v)duz '\ Jws
/azmrq 3(1 - V2 <AU3 882 R 0b ) b dr
Puz (1 —v)duz\ Ows
Z /8Km1“M 3(1 - V2) (Aug 1-v) 0s? R 0b ) ob

KET

dr

dr
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and hence we have

2Ee3y
Z/ 1+ a5u3aaﬁw3dv+ Z/ 1_ 1/2 AU3A’U}3dU

KeT
2E53

+2 / 2 (auy)+ 1 V)—83u3 wsdr
b= Jorr, 3(1 —v?) \9b ’ 9s20b) °
* /F 3(1—1?) (ab(A“3) (1-v) 052(%) wsdr

* /r 3(1—1?) (ab(A“?’) (1 ”)632(%) wsdr
Duz (1 —v)0duz\ Ows

- Aus — (1 - _
2 /aK\Fa 3(1— u2 ( us = (1 =155 R 86) b

KeT

2Fe3 0uz (1 —v)duz\ Ows
_/Fq3(1—u2) (A“?’_(l_”) 02 R ab) o

2E¢3 Duz (1 —v)duz\ Ows
_ 27 (Age— (1 — _
/FM 31— 12) ( us = (L= v) 55 R 8b) o

= Z/ fawsdv.

KeT

dr

(7.15)
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Using the natural boundary conditions, (7.11), on the fifth and on the
eighth term respectively, on the left-hand side of (7.15) and moving it to the
right-hand side, we obtain

2F¢e3 2Ee3y
Z / aﬁUgaagwgdU + Z / 30 =07 ———— AugAwsdv

KeT KeT
0 DPus
2 / . 1—1/2 <3b<A“3) (1 ”)082(%) wadr
KeT 2

2E¢e3 0 Pus
i /F 31— 17 (ab<A“3) (1 ”)aszab) wydr

2E¢3 Puz (1 —v)0us Ows
_;;T/am s (B =105 - S0 ) G

2F¢e3 DPuz (1 —v)duz\ Ows
_/Fq3(1—y2) (A“?’_(l_”) 92 R (%) b o

= Z/ fawsdv.

KeT

(7.16)

The third and the fifth term respectively on the left-hand side of (7.16)

contain the boundary integrals over the interior element edges, i.e. the edges

e € I'y. Consequently, in this sum of boundary integrals, we have two
integrals over every interior edge.

Remark 7.3.0.1. Let us note that, for a given face e € &,y shared by two
adjacent elements K; and K; (i > j), we can write

w3|K- + w3|K- = w3|K- - aU3|Kj w3|K--
Obg, ! abKj J 0b ! ob J

Hence, by analogy with the formula

ac—bd:%(a+b)(c—d)+%(a—b)(0+d) Va,b,c,d € R,

we get

K; us|r; _/Oug Ous .
abKi w3 |k, + (%Kj ’LU3‘K]. = % [[11)3]] + % <U)3> Yus, ws € H (Q, 7-)
(7.17)
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In order to evaluate these integrals, we always use the interior trace of
the test function wz. Taking into account the Remark 7.3.0.1 (together with
the orientation convention that we have adopted) and applying (7.17), we
can see that the third and the fifth term respectively, on the left-hand side
of (7.16), can be rewritten as follows

2E%y
Z / 30+ Oupt30apwsdv + Z / ) ———— AuzAwsdv

KeT KeT

<3(% () + @ =) ) sl

+

+

J.
J

int

+

)
/ 3 2
{2 (o o,
)

I
I
|
i
[ 5 (-0 - 520 (2

2Fe? 0?uz (1 —v)duz\ Ows
_/qu(l—ﬂ) (A“?’_(l_”) 02 R (%) o

int

(7.18)
By noting that the fluxes

2E¢e3 0 PBug
3(1— 12) (ab(A“?’) - )832(%)

and

2F¢&3 Puz (1 —v)0dus
31— 12) (A“?’_ 1-V%e ~ & 86)

are continuous across the element faces e € & (e.g., when the exact solution
u € H*(Q)), we have

| o (S + 0w ) | o
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2F¢3 Puz (1 —v)0us Ows B
/F [3(1-%) (A”?’_(l_”) 92 R b ﬂ < ab >d“0’
Vw e HY(Q,T).

Then, (7.18) reduces to

2F¢&3 2Ee%y
Z / OupUzOnpwsdv + Z / ) ———— AuzAwsdv

KeT KeT

2EE 0 83U3

- /F <3(1 ) ((%(Au?’) (1 ”)aszab)> [waldr
2E€3 0 63163

* /F 31— 1?) (ab(A“?’) (1 ”)aszab> wsdr

2E¢e3 OPuz (1 —v)0dus Ows
-/ (g (w02 -CF2%) ) @

3 2 _
_/ 2F¢ (Aug —a- V)a us (1-v) 8u3) 8w3dr
Lq

3(1—v?)

= Z/ fawsdv.

KeT
(7.19)
Next, we multiply the boundary condition uz = 0, on I, by

2E€3 0 03103
e (8b(Aw3) (1 ”>as2ab) +%ets.

Then, integrating over I'., we get

2E¢? 0 Pws
_ o A 1—v)—— =
/Fc 03(1 —7 (86( ws) + (1 —v) 85286> usdr + /Fc Yeuzwzdr = 0,

(7.20)
where 6 is the symmetrization parameter. We restrict ourselves to the case
0 € {—1,1}. The non-negative piecewise continuous function ., defined on
I, is referred to as the stabilization parameter.

Furthermore, uz is continuous on €. So, the jump [us] vanishes, i.e.
[us] = 0. If we choose

_9 <35L_5;) (gb(Awg) (1-v) gj%?’b» + 7[ws]
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as test function and integrate over I'y,, we shall deduce

i (G-

T / Yus] fwsldr = 0,

int

(7.21)

where 7 is a non-negative piecewise continuous function, defined on I'jy,
which is referred to as stabilization parameter.
Moreover, from the boundary condition 8“3 =0, on I'j, upon multiplying

by
2F¢&3 Pws (1 —v)ows Ows
a0 (Aw?’ “0=V%2 TR @ ) 6

and integrating over I';, we have

2E¢3 Pws (1 —v)ows\ Ous
qus(l— )(Aw3_(1_”) 92 R ab) o 0
s 8() '

The non-negative piecewise continuous function (,, defined on I'y, is referred
to as the stabilization parameter.
ous

In addition, 2% is continuous on €. In that case the jump [—} vanishes,

) "9b
le. [%} = (. If we choose

2E¢3 Pws (1 —v)Ows Ows
9<3(1—V2) <Aw3—(1—1/) 02 R 3b>>+<[ﬁ}
as test function and integrate over I'yy, it will yield
2F¢3 Pws (1 —v)ws Ous
7 Awa— (1 — _ 773
f s e (-0 G - 55050 ) ) [ o
8u3 811)3 .
o<l G e
(7.23)

where ( is a non-negative continuous function, defined on I';,;, which is re-
ferred to as the stabilization parameter.
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At this point, adding (7.19) — (7.23), we get the discontinuous Galerkin
weak formulation of the problem

2F¢3 2E3y
Z / a5u38agw3dv + Z / 1= ————— AugAwsdv

KeT KeT

T e
o (- D ],

8’&3 awg
t’yug W3 dr+/FimC[ab] [8()16”

-
-
<
# [ ol
+ ) Eggg)
-t
o
|

2 0 83U3
3112 (ab<A“3> . ”>as2ab) wsdr
3

g 83w3

2F3 0%us (1 —v) Oug '\ Ows
Fq31-y2 (A“?’_( e TR (%) b
OPwz (1 —v)ows\ dug
T 1—1/2 (Aw?’ O S TR ) o "

q

Ous 0w
—1—/11 ugwgdr—i-/ Cq 8(73 abng_ Z/ Jawszdv.

(7.24)
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Using the inner products (7.1) and (7.2), (7.24) can alternatively be
rewritten in a more compressed form as

2F¢&3 2Ee3y
—Dhu3 thgdv + | ——————ApusAjwsdv
Q3(1+v) Q3(1—1v?)

+/<% (aab(A“?’) < ”)§Z?b)>HW3ﬂdr

- /%% () + -0 ) ) ful

S i (om0 - B ) [
o onmai-z) a)
+ /F Ov[[u:aﬂ[[wg]]dw /F 1C {%} Pw?’] dr = / fawsdv, .

where D? defines the broken Hessian matrix and A, defines the broken Lapla-

cian with respect to the subdivision T, respectively.
The bilinear form By(-,-) is defined as

2F¢&3 2Ee%y
Bpi(ug, ws) ::/QmeLm : Diw;;dv%—/ mAhUgA}ﬂUgdU

(220 (G 0 o

-J (§b<Aw3> ~gap;) el

[ e oo -2
UKC= (Awg—“—waéi‘”’ ) B
+/Foy[[u3]][[w3]]dr+/ng {%} [65‘;3} dr.

We introduce the linear functional Ly(-) on H*(Q,T)

L(ws) = /Q Fawsdo. (7.27)

(7.26)
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The stabilization parameters, 7, (, depend on the discretization parameters
h and p for the hp-method, in a manner that will be specified later in the
text.

Then the broken weak formulation of the problem (7.10) — (7.11) reads
as follows:

Find uz € bSs such that By(us, ws) = Ly(ws) Yws € HY(Q,T), (7.28)

where by bS's we denote the following function space

8u3

bSs — {u€H4(Q,T):u, S

2F¢&? Puz (1 —v)0dus
_ = A — (1 — —
31— 12) ( us = (L= v) 55 R 86)
2E€3 0 83163
— A
31— 12) (8b( ug) + (1 ”)63265)
are continuous across e € €im}.
Note that for § = —1 the bilinear form By(-,-) is symmetric, whereas for

6 = 1 it is not symmetric.
We shall associate with the bilinear form Bj(-,-) the energy seminorm,

1] - [|]pt, defined by
2 2
2E¢3 12 ) 2Fe3y 1/2
vt = (| 555) " 20+ (55) e
5 5 \ 1/2
+ I s, + ‘41/2{5;3 ) L ue HY(Q,T).
I

(7.29)
Proposition 7.3.0.2. Ifv,( > 0, then ||| - ||| is a seminorm on H*(Q,T).

We note in passing that since H*(Q, 7)) C H*(Q,T), then ||| - |||, is also
a seminorm on H*(Q,T).
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7.4 Finite Element Spaces

In this section, we will consider the finite-dimensional subspace of the broken
Sobolev space H*(2, T) which is used in the finite element approximation of
the problem.

For a non-negative integer p, we denote by Qp(f( ) the set of all tensor
product polynomials on K of degree at most p in each coordinate direction if
K is the reference quadrilateral. We collect the hx and pg into the element-
wise constant functions

h,p Q= 8%, with h|K = hx and p|K = Pk, K e T,
respectively. We consider the finite element space
SP = SP(0,T,F) == {U € LX(Q) : vl o Fx € 9, (K), K € T} . (7.30)

We shall assume throughout that the mesh size function h and polynomial
degree function p, with px > 2 for each K € 7T, have bounded local variation
(see Remark A.3.5). What’s more, we will refer to the functions in S} as
test functions. We note that the test functions are discontinuous along the
edges of the mesh.

7.5 DG Finite Element Method

We are ready to present the numerical method whose analysis we shall in-
vestigate in this chapter. Making use of the weak formulation derived in
Section 7.3 and the finite element spaces constructed in the previous section,
we state the discontinuous Galerkin finite element method for the problem
(7.10) — (7.11):

Find ug.pc € S; such that By(us.pe,ws) = Ly(ws) Yws € Sy, (7.31)

where the functions v, ¢, contained in By(-, -), will be defined in the coercivity
property. We shall allude to the discontinuous Galerkin finite element method
with # = —1 as the symmetric interior penalty Galerkin (SIPG), whereas for
0 = 1 the discontinuous Galerkin finite element method will be referred to
as the non-symmetric interior penalty Galerkin (NIPG).

One can see from the definition of the bilinear form, (7.26), that the DG
method has non-local character. In addition to element contributions, we
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encounter terms on interior boundaries to the two elements adjacent to the
respective interfaces.

The approximation us.pg € S, to the solution will be generally discon-
tinuous since there is no continuity requirement in the finite element space.

Clearly, the number of degrees of freedom of S is greater than that of the
corresponding finite element space for a conforming hp-finite element method,
as continuity is imposed weakly by the method and not through the choice
of shared inter-element degrees of freedom as in a continuous finite element
space. Moreover, since typically all basis functions used in discontinuous
Galerkin finite element method have non zero-trace on the element interfaces,
no static condensation of degrees of freedom can be performed to reduce
degrees of freedom.

On the other hand, the weak imposition of inter-element continuity may
give rise to sparser linear systems, being easier to solve. Furthermore, dis-
continuous Galerkin finite element methods allow greater flexibility in the
choice of polynomial degree p on every element. Indeed, as no continuity
requirements are imposed across the element interfaces, in practice polyno-
mial degree may vary almost arbitrarily across adjacent elements (cf. also
the bounded local variation condition in Remark A.3.5). Thereby hp-
discontinuous Galerkin finite element method is a very attractive contender
in the context of hp-adaptivity [15, 188, 130, 112, 190, 114]. Considering also
that hp-adaptation is superior to h-adaptive mesh refinement techniques,
particularly when the approximating solutions admit high local regularity,
discontinuous Galerkin finite element method offers a very suitable frame-
work for adaptivity.

It is well established that in problems where steep gradients are present
in the analytical solution (for instance, the presence of boundary or interior
layers, etc.), standard conforming finite element methods produce oscilla-
tory approximations, when the degrees of freedom are insufficient to resolve
the rapid variation in the solution. In such instances, stabilization methods
(stramline-diffusion stabilization, bubble stabilization) are often employed
to counteract the undesirable oscillatory effects. However, it appears that
such stabilizations are unnecessary for the hp-discontinuous Galerkin method
[130], as numerical dissipation introduced by the discontinuities in the nu-
merical solution stabilises the numerical solution and reduces the oscillations.
This fact was indicated theoretically in [188, 130] as it was shown therein that
it is not necessary to include streamline-diffusion stabilization terms to prove
meaningful error bounds.
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7.5.1 Coercivity of Bilinear Form

Stability 7.5.1.1. A method is stable when its bilinear form induces a norm
which can be bounded from below.

The choice 6 = 1 gives rise to the non-symmetric interior penalty Galerkin
(NIPG) formulation. It is straightforward to show that the corresponding
bilinear form is coercive.

Proposition 7.5.1.2. Let 0 =1, v > 0, ( > 0, then the hp-version NIPG
method has a unique solution us.pc € Sy

Proof. As it is easy to see from the bilinear form (7.26), by substituting us
for ws and for # = 1, we have

Bpi(ug, ug) = [|Jus||], Vus € S). (7.32)
We showed earlier that ||| - |||,; is a seminorm on the space H*(Q, T), thus,
since 8¢ € H*(Q,T), we get that ||| - |||,; is also a seminorm on S?.

Wherefore, By(-,-) is a coercive bilinear form on the finite-dimensional
space Sy, and as a result the problem (7.31) has a unique solution in this
space. ]

Setting # = —1 yields the symmetric interior penalty Galerkin (SIPG)
formulation with a symmetric bilinear form. Unfortunately, this bilinear
form is non-coercive unless the stabilization parameters are chosen sufficiently
large.

Let us now examine the coercivity of the bilinear form, Bg(+,-), for the
hp-version SIPG finite element method.

Proposition 7.5.1.3. The hp-version SIPG method (7.31) is stable in the
energy seminorm (7.29), that is, there exists a positive constant m such that
By(us,ug) = ml||us|||Z, Vus € Sp. (7.33)

Proof. Substituting uz for ws in the bilinear form (7.26), for # = —1, and
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applying the triangle inequality, we obtain

2

Bpi(us,usz) > ‘ +

23 \'? i 2E3y \'?
(3(1+u>) Pus)| (3(1—u2>) Bt
2E53 0

2E€ 83U3 > [[ ]]d?“

Q

< 0s20b

2E5 Jug

3(1—1?) b

2E€3 82163 1 8U3 8u3
<3<1+,, ( +Rab)>{@}dr

ou
bl + [ [2] |

dr

(7.34)

Thus, to complete the proof, it only remains to estimate each of the integrals
apprearing on the right hand side of (7.34).

So we can write the first integral, by using the the Cauchy-Schwarz in-
equality (A.12), as well as the Young inequality (A.17)

i < Au3)> fus]dr
<||(3 f]f ()| bl
<2 (G au) ;+2—;|rﬂu3ﬂn%o Y

(- ma)|

S|
L 2
+2€1H[[U3]]He>-
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By employing the mean value inequality (A.19) in (7.35), we deduce

€1 2Ee? 9 S| )
Z(; <mab(AU3)> e+2—€1!|[[U3]]H6>

ecéy
2 2
€1 2Fe 2E¢&3 B
< A + [ A
23 O‘l—v? W+ s @)
6651 t e e
€ 2Ee3
+Zl———ﬁms+2—wmw
ec. e €&
€ 2F¢ 2 2 [Ee3 2
< Z -1 (H—VAU;), + H?)l—QVAU?) )
K’,KeT:@K’,BK\Fa ) oK' (1—2v2) oK
€1 2E€3 2 9
DI | 2N S S N[
KeT:dKNl. 2 [|3(1 = v?) 0K  ccg,

(7.36)
The sums of K can be bounded by recalling the inverse inequality (A.21)
in (7.36), then we conclude

2F¢e3 2 93 2
K/ ,KeT:0K',0K\T'y (1—=»?) oK' (1—v2) oK
&1 2E€3 2 9
— ||=7/——VA —
+ Z 2 ||3(1 — v2) u3 - +Z ||u3||
KeT:0KNT, et
6 2
€1 P 2E€
< Z B} (clT o Aug
K' KeT:0K' 9K\T'p 2 i 113(1 = v?) K’
6 3 2
Pr 2F¢
+eio5 || Aug
h3- ||3(1 —v?) K)
2
51 pK 2E¢? 1 9
_PE A L
) o |lsa ot K+§:2&Hhﬂm
KeT:0KNT, et
2E3p5, 9By \ V2 .
A /2 2
\KZETQ 31/1—V2)h3 ‘(3(1_y2) us +e€Zg ||7 HU ||

(7.37)
In consequence, from (7.35) — (7.37), we arrive to the conclusion that the
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first integral, on the right-hand side of (7.34), can be estimated as follows

o)t
+ Z IIW2 1.

Z 2Ee3pb. ( 2E&3y )1/2A
< us
2¢ F3u(1 —v2)hd ||\ 3(1 —1?) =
(7.38)

Furthermore, we shall analogously estimate the integrals entering on the
right-hand side of (7.34). As a result, we arrive at

/ 2B QBug [us]d
r \3(1+v)ds20b ) Y

2E3pS 2F=3 \'? .
\ D a_
Z2 31+ v)hd (3(1+y)) s +eezgo [ sl
(7.39)
2E€3 (9?,63
_2Tt A iz}
[ e S ]|
2
2Ee3p3. 263y \'?
< A
Z 2 U301 — 12)hg (3(1 - u2)> “l. (7.40)
8U3
e
ey 2€3< ob
and
/ 2E€3 82’&3 1 8U3 8u3
+ = — | dr
3(1+v) \ 0s> R 0b ob
2
es 2Bk ( 2B )1/2 )
< - Du 7.41
[;72 3(1+ v)hx || \3(1L+v) || (7.41)
1 1/2 au3
* %; 2e4C ' ¢ { ab

After those series of steps, we gather the inequalities (7.38) — (7.41) and
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insert them into the right-hand side of (7.34). Hence, we get

Bpl (U37 U3)

2
2Ee3pS 2Ee3p? 2E5
2 Z (1 —82C13—pK E4€ 0 K D2U,3

(1+v)h3 3(1+v hK

K
2

2E3p5, 2Ee°py, 28% '
- | 2By A
+ E ( €101 31/(1 — V2>h3 836031/(1 _ 1/2)hK) (3(1 — VQ)) Uus

+ Y (17 o - o) Il

K

e€éo e
1 1 Ju
1 — _ — 1/2 | 273
+€€Zgl( 10 €4C>‘C [%}

(7.42)
So, by the use of definition of energy seminorm, (7.29), on the right-hand
side of (7.42), we reach to

Byi(us, us) = ml||us]|[2, (7.43)

which is the desired result. We denote by the constant m the minimum of
the terms enclosed into the parentheses on the right-hand side of (7.42).
In particular, we can prove (7.33) for m = % if we choose

il = 3v(l — )h3 ol = 3(1+v)h3

8c1 Eedpl 8¢ Ee3pl,

g3k = Sv(l = v and  e4lg = S+ v)hk
8coEedp?, 8coEeps,

in which case we obtain
16 Ee*(—v? + v+ 1)pl
B 3v(1 —v?)h3

16coEe®(—v + v+ 1)p%
3v(l —v?)hg ’

and (=

as well. ]

Wherefore, By(+,-) is a coercive bilinear form on the finite-dimensional
space Sy, and ergo the problem (7.31) has a unique solution.

By knowing the form of the stabilization parameters v and (, on I'y and I'y
respectively, we can define the discontinuous Galerkin finite element method
by using lifting operators as well as deduce the stability of these operators.
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7.6 DGFEM with Lifting Operators

We would like to present the interior penalty discontinuous Galerkin method
by using appropriate lifting operators for the problem (7.10) — (7.11). We
shall employ the weak formulation which derives in Section 7.3 and the finite
element space Sp constructed in the Section 7.4.

Let us first introduce the following functional space

81}_

vy = H*(Q):v=0o0nT,, —
A {U|U€ (Q):v onTe, =

0 on Fq} : (7.44)

which is equipped with the norm induced by the Sobolev space H?((2), see
[80].

Next, we introduce the lifting operators £; : S := 8 + VP — S/ i=1,2
by

/Qﬁl(u)wdv = /FO[[U]KVw)dr—/ (W)[Vuldr Yw e 87, (7.45)

'

/Qﬁg(u)wdv = /FO [u]((w)e)dr + /Fl(w)[[Vu]]dr Yw € 7, (7.46)

where (-); denotes the tangential derivative along the edge e.

Now, we can rewrite the discontinuous Galerkin weak formulation, (7.25),
of the problem (7.10) — (7.11), by employing the lifting operators L;, as

2E¢3 2E¢3
/3—€D}2Lu3 : Diwgdv+/ iAhu;;Ahwgdv
Q Q

1+v) 3(1—12)
2F¢e3 2E&3
+/Q (mAhU&Cl(wB) - 03(1—_1/2)£1(U3)Ahw3) dv

(7.47)

2F¢&3 9 2F¢&3 9
+/Q (3(1—+V)Dhu3£2(w3) — 93(1—_|_U)£Q(U3)th3> dU

+ /FO Yus] ws]dr + /F1 C[Vus][Vws]dr = /Qf3w3dv-
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The bilinear form B, : § X § — R is defined as

2F¢&3 2F3y
B = ————Dius : Diwsd /—A Apwsd
o (Us, ws) /93(1+V) wita + Dywsdv + | 35755 AnuaBntsd

2F¢&3 2E¢e3
+/Q (mA;ﬂLgﬁl(wg) — Hmﬁl(u;),)Ahwg) dU

2F¢3 2F¢?
—f—/ﬂ (mDiU;},EQ(wg) — Qmﬁg(U:;)Dzw?,) dU

+ [ Alwlfudar+ [ Val[Tular (7.48)

for any us, w3 € S.
The linear form L, : § — R is given by

Lpl(w;),) Z:/Qf;gw;),d"(], (749)

for any w3 € S.
Then, the interior penalty discontinuous Galerkin method of the problem
(7.10), (7.11), reads as folllows:

Find Us:pg € SII“Z such that Bpl(u&Dg, U}3) = Lpl<w3) \V/wg c SIIZ (750)

We notice that this formulation is incosistent for trial and test functions
belonging either to the solution space S or to the solution space V3.

In practice, the right-hand side is approximated by the L? projection of
the source of the function f onto the finite element space S;. We denote the
L? projection of f onto SY by IIf.

We shall associate with the bilinear form By(-,-), (7.48), the energy

seminorm, ||| - |||, defined by
9 [e3 1/2
_ebev. A s
3(1—v?)

1/2

+ HVI/Q [us]IIF, + NIC2[Vus]I2,) ", w e H*(Q, T)(7.51)
Proposition 7.6.0.1. If v,( > 0, then ||| - |||, is a seminorm on H*(Q,T).

12 2

2F¢3
uslllp = Djus|| +
1 —|—V

Q

We note in passing that since H*(Q2,7) C H*(Q,T), then ||| - |||, is also
a seminorm on H*(Q,T).
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7.6.1 Stability Bounds of Lifting Operators

In this section, we aim to derive the stability of the trace liftings £, and L.

Lemma 7.6.1.1. Let Ly, Ly be the trace liftings defined in (7.45) and in
(7.46), respectively. Then, for u € S, the following bounds hold:

1L ()]l < Cle, B, v) (IV2Lulllz, + [1C2IVallIZ,) (7.52)
1L2(u)l[s < Cle, B, v) (IV2TullIf, + [1CV2IValll?,) | (7.53)

where ,
Cle, By) = —21=") (7.54)

B3 (=12 +v 1)

s a positive constant, that is independent of u and of discretization parame-
ters. We denote by v : Ty — R and ¢ : I’y — R piecewise constant functions,
defined by

and

with C., as well as C¢ sufficiently large positive constants depending only on
the mesh parameters.

Proof. We denote by IT : L*(Q) — S¥ the (orthogonal) L*-projection opera-
tor onto the finite element SY. By invoking the definition of the L*-norm, the
orthogonality of the L?-projection operator and the definition of the trace
lifting £, we get

Li(u)zdv
1L1(u)]la = sup fﬂ#)
2€L2(Q) |12]]e
~ Jo £1(u)ITzdv
z€L2(Q) |2]]
— e fFO[[u]](V(Hz))dr—fF1<Hz>[[Vu]]dr

2€L2(Q) ||ZHQ

(7.55)
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By recalling the Cauchy-Schwarz inequality (A.12) and then the Cauchy-
Schwarz discrete inequality (A.13) in (7.55), we obtain

Tl (V (2))dr — [, (1) [Vuldr

sup
zeL2(Q) |2]]
< sup |2 [ullleo |1y 2(V (TT2)) [y + 1€ V2(TT2) |, I [ V] |,
zeL2(Q) |2]]
1
< suwp Iy VAN IR, + 11¢H2(I02)|[2,) 2
N
2€L2(Q) 2]l

% (2Ll |2, + 120 [2,)

(7.56)
As a consequence, from (7.55) — (7.56), we deduce
1
—-1/2 V(11 2 + C_1/2 TI2\2 )2
2 Z 1
2€L2(Q) |2]le
< (12 Ludllz, + 1S IValIR, ) * - (7.57)

Thereby, to complete the proof, it only remains to estimate each of the mean
value terms appearing on the right-hand side of (7.57).

Hence, by applying the mean value inequality (A.19), we can write the
first mean value term as

[~V )17,
=Y I AV )

e€&y

<Y (AR + [ AV ()2 + ) AV L) |2
e€int ecéc

< > (I 2V (M) B + [y 2V (T2)[3)

K/ KeT:0K' 0K\T

S DI i I B3]

KeT:0KNT'.
<) Iy AV (I0R) |3
KeT

(7.58)
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Afterwards, by using the shape regularity, the mesh regularity, the bounded
local variation of the polynomial degree distribution assumptions, on the fi-
nite element space Sy, as well as the inverse inequality (A.21) in (7.58), we

have
> V(M) |5k

KeT
v(1—1v?) 3 ,
S0 V(Ilz
CC,Ee3(— V2—|—]/+]_)[(Z€7_pK|| (IL2)[[5

(7.59)

Cll/(l
< = z
CC,Ee3(— y2+ +1) 2 llllic

KET
A=V e
S 2ES3 (24 u 1) T
where C' = C (n, p) is a positive constant and C,

Therefore, from (7.58) — (7.59), we reach the conclusion that the first
mean value term, on the right-hand side of (7.57), can be bounded as

_ v(l — 12
AN, < ooyl (760

In addition, we shall follow the above series of steps in the same way to
estimate the remaining mean value term, on the right-hand side of (7.57).
By employing the mean value inequality (A.19), we conclude

162217,

= > YA

201

ecé
<D0 (UG A2 G AE)2) + D 11¢ AT
e€€int ec&y
S ) (112102 B + 11¢ 2102 ) (7.61)

K" KeT:0K',0K\T'p

+ ) I3

KeT:0KNTy
<Y ¢TI 3.
KeT

Next, by invoking the shape regularity, the mesh regularity, the bounded
local variation of the polynomial degree distribution assumptions, on the
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finite element space S}, as well as the inverse inequality (A.20) in (7.61),

we get
DRI £
KeT

l/(l—y) hx 9
S —X |
CCEe3 (=2 +v+1) KXE:TP%H 2|lox o

cov(1 —v?) 5
S CCES (-2 +v+1) KZETHZHK
v(1—v?)
S 2B (-2t v +1

)||Z||522,

2o
o

Ergo, from (7.61) — (7.62), we arrive to the conclusion that the second
mean value term, on the right-hand side of (7.57), can subsequently be

estimated as

where C' = C(n, p) is a positive constant and C; >

v(1—v?)

-1/2 I 2
1=, < 2Ee3 (-2 +v+1

)||ZH?)- (7.63)
Inserting the inequalities (7.60) — (7.63) on the right-hand side of (7.57)

yields to boot

v(1—1?)
(—v2+v+1)

1£1(w)lle < £ (12 Ladli, + 1162 IV allz,)

which is one of the desired results.
What is more, by following the above procedure step by step, we shall
bound the trace lifitng £, as

5 v(1—1?)
<
1£2lle < g a7 51

(12 [ull 2, + 12TV allR,) |
which is the other desired result. ]

In the following sections, we are going to prove the coercivity and the
continuity property of the bilinear form for the symmetric interior penalty
discontinuous Galerkin method.
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7.6.2 Coercivity of Bilinear Form

In this section, our concern is to examine the coercivity of the bilinear form
By,(-,-) for the symmetric interior penalty discontinuous Galerkin finite ele-
ment method.

We showed earlier that ||| - |||;, (7.51), is a seminorm on the space
H*(Q,T), thereby, since S¥ C H*(Q,T), we get that ||| - |||, is also a semi-
norm on Sy.

Proposition 7.6.2.1. Let v : Ty — R and ( : 'y = R be piecewise constant
functions. Then, the bilinear form By/(-,-), defined in (7.48), is coercive in
the sense that

Byi(ug, uz) = ml||us||[y  Vus € S, (7.64)

where m s a positive constant depending only on the mesh parameters.

Proof. Substituting ug for w3 in the bilinear form, (7.48), and for § = —1,
we obtain

( ) ||| |||2 2/ 2E€3 ( )
B us, U = u 4+ —L u A Uu dU

2Fe3 )
+2/§2m£2(U3)DhU3d’U. (765)

To complete the proof, it only remains to estimate the integrals appearing
on the right-hand side of (7.65).

So, by employing the Cauchy-Schwarz inequality (A.12) and then the
Young inequality (A.17), we can write the first integral as

2E&3
/—Eﬁl(u3)Ahu3dv
o 3(

1—1?)
2F&3
g/Q mﬁl(U;g)AhUg dv
2Ee3 2 2By V2
<[ 2= 2 LA
H{3v<l—u2>} aw| oy ) s
Q Q
2 2
E5 9By V2 1 2E¢3 12
<SRt A =
2 {3(1—#)} h“39+255 .y L) .

(7.66)
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Moreover, we shall follow the above procedure in a similar manner to
estimate the second integral on the right-hand side of (7.65).
Hence, we deduce

2

2Fe3 £6 9Es3 V2
e Dlusdy < =8 D?
/93(1+u)£2<“3) sy {3(1+u)} SR
2
1 2B\ M?
%en {m} Lo(us)|| (7.67)
6 0

Thereafter, inserting the inequalities (7.66) — (7.67) on the right-hand
side of (7.65), we have

2

2By 2
Bp(us, ) > el = {2 b v
Q
1 Yok 1/25( )2 286 \'* L, 2
e 1 S ETE nts
Q Q
2
1 2E8 \'?
~— Nz Lolus)
€6 3(1+V) 0
(7.68)

Next, by invoking the stability of the trace liftings £, £, and by applying
the mathematical inequalities (7.52) together with (7.53) on the right-hand
side of (7.68), we get

2

2Ee3 Y2
2 2
Bpl(u3; U/3) 2 H|u3‘||pl — &g {m} Dhu3 )
2Ee3y 1/2A ?
2 2v(l —v) 12 )
{365(—u2 o) 3= v+ 1) } |1y lus]lr,
2 2u(1 —v) » )
_ T |
fre e RS e L

(7.69)
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Now, by the use of energy seminorm, (7.51), and with the aid of factor-
ization on the right-hand side of (7.69), it is clear that

2

2Ee 12
Bpl(u3>u3) 2 (1 - 56) {m} D}QLU3
Q
2
2By 12
1= ¢ A
2 2v(1 —v) )
1-— _ /2 2
i { 355(_V2 +v+ 1) 356(—V2 + v+ 1) } ||7 [[u3]]HFO
2 2v(1l —v) )
1= - 2|2 .
+{ 3es(—1v2 +v+1) 366(—V2+y+1)} 1C7 7 V][I,

(7.70)
So, employing the definition of energy seminorm one more time, (7.51),
on the right-hand side of (7.70) derives

2

Bpl<u37 ’U,3) = m‘ | |’U,3‘ | |pl7

which is the desired result. We denote by the constant m the minimum of
the terms enclosed into the parentheses on the right-hand side of (7.70).
In particular, we can prove (7.64) for m = § if we choose

€5|K = €6|K = Z

7.6.3 Continuity of Bilinear Form

With the definition of the energy seminorm, (7.51), we have the following
continuity result for the bilinear form B,,(-,-), based on the Cauchy-Schwarz
inequalities (A.12) and (A.13).

Proposition 7.6.3.1. Let v : Ty — R and ( : 'y — R be piecewise constant
functions. Then, the bilinear form By(-,-), defined in (7.48), is continuous

i the sense that
Byi(uz, wz) < Off|us]||p|l|wsl[lp Vus, w3 €S, (7.71)

where C' is a positive constant depending only on the mesh parameters.
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Proof. Let ug,ws € S, we can obtain (7.71) by applying at first the triangle
inequality in the bilinear form

Bpl(u3>w3) < ]sz(U3,w3)|

2F¢&3 23y
< ———  _D?uy: D? d ——ApusA d
/Q 30+ 1) pu3 » Dyws| dv +/Q 3(1—1?) hU3ApW3| AV
2F¢&3 2F¢3
— A _— A
+/Q 3(1 _ 1/2) hU3[,1(’LU3) dv + /Q 3(1 _ V2)£1(U3) rW3 dv
2F¢? 2F&?
= _D?u3l d —L D? d
+/Q 3(1+V) RU3 g(wg) U—l—/Q 3(1—|—V) Q(Ug) LW3| Qv
+ | |ylus][ws]| dr + [ [C[Vus][Vws]| dr,
To Iy
(7.72)

and then the Cauchy-Schwarz inequality (A.12) on the right-hand side of
(7.72). For that reason, we get

1/2
2F:3 Y D2
3(1+v) h 5

Byi(ug, ws) < ‘

Q
2FE3y 172 2F 3y 1/2
* {3<1—v2>} Bt {3<1—zﬂ>} Bt
Q Q
2Fe3 1/2 2F 3y 1/2
! {3u<1—u2>} £l {3<1—u2>} Bt
Q Q
2FE3y 1/2 2F¢3 1/2
ety de ) e )
2Fe3 1 2Ee3 MV,
" {3(1+u)} Lalus) . {3(1+y)} "
9Eed Y2 9E3 V2
2 U pe? = \ r
sy P ) ) e )

+ 172 Tus] | ro 172 w3 + ¢ 2 [V us]|[r, [1C 2 [V ws] I, -
(7.73)

Using the Cauchy-Schwarz discrete inequality (A.13) on the right-hand
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255
side of (7.73), we have
2 2
283 VP 9By 2
Bpl(ug,w3)< 2 {m} DhU3 +2 {m} Ahu;),
Q Q
2F¢e3 2F¢&3
s E 2 = £ 2
+ ol + gt
1/2
+ |2 Lus]lIF, + 112 [Vus]|I,)
2 2
2F3 V7, 2E=3y V2
- {MHWJ Pits)| +2 %a—ﬂﬁ Ay
Q Q
2F3 2F&3
e E 2 e £ 2
+ ol + 5o la(u)
1/2
+ [P ws] |, + 1C2IVws]|IR,)
(7.74)

Thereby, to complete the proof, it only remains to recall the stability of
the trace liftings £y, £ and therefore to employ both the mathematical
expressions (7.52) together with (7.53) on the right-hand side of (7.74).

In consequence, we deduce
2
2E63 \'? D2 2Ee%y 1/2A
— u — u
3(1+v) "I, 3(1—12) e
SRV 2 5. .1/2 2 2
+ 2l sl I, + I V] R,
2
2Fs8 V2 D2 2Ee%y UQA
— w — w
3(1+v) "I, 3(1 - 1v2) e

5 5 1/2
+ 3kl + i IvuadlR, )

2

Bpl(U3,w3) < 2 +2

Q

2

x |2 + 2

Q

(7.75)
Also, by the use of definition of energy seminorm, (7.51), on the right-

hand side of (7.75), we reach to

Byi(uz, ws) < Cl[|us]|[pl[|ws] ][,
which is the desired result.
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7.7 A Posteriori Error Analysis

In this section, overall our research endeavor focuses on the introduction of
a suitable recovery operator and on the proof of an appropriate Lemma, for
this operator, which is imperative to prove the h-version reliable a posteri-
ori error estimate in the energy seminorm, ||| - |||, for the interior penalty
discontinuous Galerkin finite element method (7.50).

The reliability estimate is based on a suitable recovery operator, that
maps discontinuous finite element spaces to V3-conforming finite element
spaces (of two polynomial degrees higher), consisting of triangular or quadri-
lateral macro-elements defined in [84] (see also [143, 34, 132, 115] for similar
constructions). Using the recovery operator, in conjuction with the inco-
sistent formulation for the interior penalty discontinuous Galerkin method
presented in the preceding section (which ensures that the weak formulation
of the problem is defined under minimal regularity assumptions on the ana-
lytical solution), reliable a posteriori error estimate of residual type can derive
for the interior penalty discontinuous Galerkin method in the corresponding
energy seminorm.

7.7.1 Finite Element Spaces

In this section, we will consider the finite-dimensional subspace of the broken
Sobolev space H*(€2, T) which is used in the finite element approximation of
the problem. Moreover, we wish to modify a little the finite element space
defined in section 7.4 so as to include either triangular or quadrilateral
elements.

Let T be a conforming subdivision of €2 into disjoint triangular or quadri-
lateral elements K € 7. We assume that the elemental edges are straight
line segments.

A

For a non-negative integer p, we denote by P,(K’) the set of all polynomi-
als of total degree at most p if K is either the reference triangle or the set of
all tensor product polynomials on K of degree at most p in each coordinate
direction if K is the reference quadrilateral. For p > 2 we consider the finite
element space

S = {U € L*(Q) : v|g o Fx € Ppy(K), K € T} . (7.76)
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We collect the hyx into the elementwise constant function
h:Q — R, with h|x =hg, K € T and h|, = (h), e C T.

We shall assume throughout that the families of meshes considered are locally
quasiuniform or in other words the mesh size function h has bounded local
variation (see Remark A.3.5).

Then, the piecewise constant stabilization parameters v : ['y — R and

¢ : T'1 — R are defined by

_ 12 1
v = S ) x.17)

and (-2 +v+1)
C_Q&Lﬁifﬁ*mw’ (7.78)

with C as well as C¢ sufficiently large positive constants.

7.7.2 Recovery Operator

The use of a recovery operator, mapping elements of S} onto a C'-conforming
space consisting of macro-elements of degree p + 2, is a significant tool help-
ing us conduct a posteriori error analysis. The family of macro-elements
considered will be higher-order versions of the classical Hsieh-Clough-Tocher
macro-element, constructed in [84]. This mapping is constructed via aver-
ages of the nodal basis functions (see [143, 34, 132, 115]).

The corresponding finite element space consisting of the above macro-
elements will be denoted by Sj™.

Let us consider the standard Lagrange basis for a polynomial of degree
p, where p > 2. A crucial observation here is that the set of the nodal
points of the Lagrange basis is a subset of the set of the nodal points of the
macro-elements of degree p + 2.

Lemma 7.7.2.1. Let us assume that the mesh T is constructed as in Section
7.7.1. Then, there exists an operator E,, : S? — SPT> NV satisfying the
following bound:

Z |U3;h - Eop(u3:h>|]2‘,K
> (7.79)

< C (|2 Juga] |7 + |32 [Vug]|

LintUroUr1 U2
with 7 = 0,1,2 and C' > 0 being a constant that is independent of h and us.p,.

I )
CingUyvoUmUy2/ 2
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Proof. For each nodal point np of the C'-conforming finite element space
S,’lhL2 we define wy,, to be the set of K € T that share the nodal point np, i.e.,

Wop ={K €T :npeT}.

Furthermore, |wy,,| will denote the cardinality of w,,. We note that if np
located in the interior of an element, then we shall have |w,,| = 1.

Next, we define the operator E,, : S} — S‘i’” N V3 for the function, for
the normal derivative and for the partial derivative respectively by

;Z w Nn (u3:h|K), lfnpgfc
Mol Bt )) = {(l)wm B ifnpel (7.80)
or
ol 2 ugn(np)|r, fnp gl
Nn Eo us- — |Wnp| KEwnp 3:h N .
o) {0’ if np e I,
1 Ny, (us. , ifnpel
, q
or
1 .
[wnsl wr, (Vg - bi )|k (np), ifnpgT
an<Eop<u3;h)) — { lwnpl ZKG np( 3:h " VK ’K( ) . ¢ q
0, if np eIy,
an<EOp(u3!h>) — {(|)Wnp| ZKGwnp p( 3 h|K) lf np i Fq (782)
, q
or

_ ﬁ ZKEWnp Zze{x,y} (uz:n)z|x (np), ifnp ¢ L'y
Nop(Eop(ugn)) = 4 .
0, if npely,
where NV, is any nodal variable at np and np is any nodal point of 5‘2”_
Note that
Nip(Eop(us.n)) = Npp(us.p), if np € intK.
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We denote by N the set of all nodal variables of 5’£+2 defined on every
element of T, i.e., they may be discontinuous across element boundaries.
Then, we can split N as

N =Ny UN;,

where Ny and N; consisting of the nodal variables corresponding to the
function evaluations and those involving partial and normal derivatives of
the function, respectively.

The use of an inverse estimate (A.37) yields

S fus — Boplusa)|? e < C| [0 (usn — Eoplusa))]|;, (7.83)

KeT

with C' a positive constant which is independent of h and us..

After that, the equivalence of norms in a finite-dimensional vector space
along with a scaling argument gives

|[h™7 (ugn — Eop(usin))| ‘?z

1
g C Z Z h?{(“rlij) (an (u3:h - Eop(u3ih)))2 .

1=0 NppeN;npeK

(7.84)

Now, for each nodal point np which is not on the boundary I'., we con-
sider a local numbering K1, ..., K, -1 of the elements in w,,, so that each
consecutive pair Ky and Ky, shares an edge or a vertex. By recalling the
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arithmetic-geometric mean inequality (A.15), we get

Z h%l_j) (an (U3:h - Eop(u3:h)))2

NppENp:inpeK

2
s 1
= Z ™ S g (np) i — ol Z uz. (np)| i
Nip€No:npe KNTing Pl K ewnp
+ > BT (s () |k)
Npp€Ngnpe KNI
2
i 1
+ Z W™ Q ug(np) | — o] Z uz.n(np)|x
anENQ:anKﬁFQ np Kewnyp
|wnp|—1 5
2(1—j
< C Z hK( 2 Z (u3:h|Kg<np> _u31h|Ke+1(np))
NppENompE KMLint (=1
+ > b (uga(np)|x)
NppeNompe KNI,
|wnp|_1 9
2(1—5
+C Z hK( 9 Z (U3:h|Km(np)—U3:h|Km+1(np))
NnPENO:anKﬁFQ m=1
e 3 W [ugn(np)]?
aneNoianKﬂFint e€Eint
+ > hie > [uga (np)]?
NppENpnpe KNI e€€e
+C > WS [usn(np)]?.
NnpENpnpe KNI e€€q

(7.85)
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Next in (7.85), owing to the fact that the subdivision 7 of € is locally
quasi-uniform, we obtain

¢y WY Tusa(m)l?

NnPENo:TLpEKﬂFmt e€Eint
+ > B [usa(np)]?
NppENonpe KNI ecé.
. s 2 (7.86)
+ > kY lusa(np)]
anENO"leEKmFQ 665@
< O s |,
ec&

Then, by applying an inverse inequality in (7.86), we deduce

O 0" [ugn] [y < C D 1Y [ugan]| 2
ec& eef (787)

= C| "> [usa][?-
In consequence, from (7.85) — (7.87), we conclude that

ST W (N (us — Eop(uza)))® < Cl[0Y* 7 [ugy][[2. (7.88)

NppeNp:npeK

What is more, it’s time for us to turn to the nodal variables in NV;. We
further split AV; into

Ni = NP UN?,

where NJ" is the set of the nodal variables of normal derivatives across element
edges and N7 is the set of nodal variables representing partial derivatives on
elemental vertices.

Therefore, we shall follow arguments in a same way for N* as in (7.88).
For each nodal point np which is not on the boundary I';, we consider a
local numbering K7, ..., K|, -1 of the elements in w,,, so that each consec-
utive pair K, and K, shares an edge or a vertex. Invoking the arithmetic-
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geometric mean inequality (A.15) derives

Z h%zi]’) (an (U3:h - EOp(US:h))>2

NnpeNT:npeK

_ Z P22

NnpeNT npe KM

1

‘Wnp’

Y (Vug - bi) [k (np)

KEUan

> (Vb (o)

NnpeNTnpe KNIy

+ > p22I)

NnPEN{L:anKﬂFM

x ¢ (Vug, - bg) |k (np) —

1
x § (Vugn - br) [k (np) — > (Vugn - bi) [ (np)
[ Kooy

<C 3 p22=9)

NppeNT npe KNTint (7 89)

‘Wnp‘—l

2
x &Y ((Vuga, - bie,) i, (np) = (Vg - by, ) iy (09))
/=1

Y T (Vs b ke (op)Y
ane/\/'lnznpeKﬁFq

+C > )
NppeNT npe KNT pp

lwnp|—1

X Z ((Vuszh : me) |Km (np) - (VU?,:h : me+1) |Km+1(np>)2

m=1

=C > WS [Vugn(np)?

NppENT:npE KNTing e€int

+ > WS [Vug (np)]?

NnpENT:npe KNIy e€&y

+C > W3 Vg (np)].

NnPEN{LIHPGKﬁF]\/[ ecE
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Afterwards in (7.89), in view of the fact that the subdivision 7T of Q2 is locally
quasi-unirform, we get

C Z h%z_j) Z [Vus.p,(np)]?

NupeNT npe KNin e€int
+ Y BEDS [Vuga(np)]?
NppeN] mpe KNIy e€&y (7 90)
+0 > R Y Vusa(w)]?
NppeN] npe KNIy ey
< O [Vl |2
ect’

Also, by using an inverse inequality in (7.90), we obtain

C Y I [Vusalllie o < O Y D27 [Vusa]|l:
€t et (7.91)

— O[> [Vug, ]| 2.

Ergo, from (7.89) — (7.91), we reach the conclusion that

ST R (N (g — Euplusn)))? < D2 [Vusal|2 (7.92)
Npp€eNT npeK

Now, we shall follow the above procedure in a similar manner for AP
as both (7.88) and (7.92). For each nodal point np which is not on the
boundary I'y, we consider a local numbering Ky, ..., K|, -1 of the elements
in wyy, so that each consecutive pair K, and K,y shares an edge or a vertex.
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By employing the arithmetic-geometric mean inequality (A.15), we have

ST 2D (N (g — Eop )’

NppeNPinpeK

_ Z p22=)

NrppeNFPinpe KNy

2
X Z (us.n) - |k (np) )zl K (np)
ze{z,y} KEwnp ze{x, y}
2
+ > hTTET (sl ()
NnpeNFinpe KNIy ze{z,y}
ST
NppeNFinpe KNI
2
X Z (uzn)z|x () "ol ‘ Z Z Us.h)z| e (np)
ze{z,y} Wnp Kewnp ze{x,y}
S
NppeNTinpe KNy
2
Ll 7.93
xS Y (sl (np) = Y (sl (n0) (7.93)
=1 ze{zy} z€{z,y}
2
+ > hTTEYT (sl ()
NnpeNFinpe KNIy ze{z,y}

2(2—j
+C > ol
NppeNPinpe KNT py

2
|wnp|—1

X Z Z (us:n): |k, (np) — Z (U3:) 2| Kppyr (PD)

m=1 " \z&{z,y} z€{z,y}
2

=C 3 T | D (wa)s(w)
ane./\/—lpi’erEKﬂFint eegint ZE{x,y}
2

+ > BEDI DT (ua)-(p)

NnpeNFinpe KNIy e€&y | ze{x,y}

+C > R D (usa)-(np)

NnpeNFinpe KNI e€én | ze{z,y}
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Thereafter in (7.93), because of the fact that the subdivision 7 of € is locally
quasi-unirform, we deduce

C > RN TS (usa)-(np)

NippeNFPinpe KN iy e€lint | z€{z,y}
2

+ Y RETIY D (usa)a(np)

NypeNPmpe KNIy e€€q | ze{zy} (7.94)

+C > RS DT (usa)-(np)

NppeNFinpe KNIy ecén | ze{z,y}

gcz Z Hh27j[[(u3:h)z]]|’%°°(e)‘

ecl’ ze{x,y}

Into the bargain, applying an inverse inequality in (7.94) yields

O S I ) M < O S 02 (usa) I (7.95)

ec&’ ze{x,y} ecl’ ze{x,y}

A last and necessary step is to split the partial derivatives on the right-
hand side of (7.95) into normal and tangential components. The triangle
inequality and subsequently the inequality (A.14) yield

0872 )1 < 20027 () I + 202 [V ] B (7.96)

Then, by using an inverse estimate (A.37) along each edge e for the tangential
derivative component, together with the fact that the edges e are straight
lines, we eventually conclude

2|02 (ugn) ] |12 + 2 [0%2 T [Vug ] |2
= 20%* [uga] 3 . + 2I[0*2 7 [Vuga]|I2 (7.97)
< ClY2  usa] |12 + 21027 [Vuga] |2

Hence, (7.96) and (7.97) entail

02 () 112 < Ol sl [2 + 2002 I [Vusa ]| 2. (7.98)
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Wherefore, from (7.93) — (7.95) and (7.98), we arrive to the conclusion
D b (Nap (s — Eop(usn)))”
NupeNTmpeK (7.99)
< C (Y2 ugal|[f + (0¥ [Vuga][[7) -

After that, gathering the inequalities (7.88), (7.92) together with (7.99)
and inserting them on the right-hand side of (7.84), we deduce

—j 2
Hh J<u3:h - Eop(u&h))HQ
< C (I [ugn] B+ 02 [uga] || + (02 [Vuga]|[70)

or in a more compressed form

| }h_j(u&h — Eop(uzn)) | }52]

< C (Hh1/27j [[ug:h]”l%intU'YOU'YIU'YQ + th/Qij Hvu&h]]l %intUWOU%UWz) :

(7.100)

Finally, insertion of the mathematical expression (7.100) into the right-
hand side of (7.83) yields

Z |U3;h - Eop(u&h)ﬁ,l(

KeT

<C (th/Qij [us.]| %intuwoumuw + th/%]’ [Vus.h]| :

TingUyvoUv1Uy2 ) )

being the desired result. O]

Remark 7.7.2.2. Let ws, € Sy, w3 € V5, n = ws — wsy, and
Eop(usp) € Sﬁ” N V30 be as in Lemma 7.7.2.1. We shall use this notation
with intention to decompose the error as follows:

e:=usz — Usp = (U3 — Eop(usp)) + (Eop(us.n) — usp) = e + ed. (7.101)

Therefore, to establish a reliable a posteriori error estimate of residual type
for the interior penalty discontinuous Galerkin method in the correspond-
ing enerqy seminorm, when the analytical solution ug of (7.10) and (7.11)
satisfies uz € V), we should estimate the terms e and e?.

It is easy to estimate the term e by applying the Lemma 7.7.2.1. How-
ever, it is extremely difficult to prove an estimate for the term e, since it is
imperative the inequality

[ula.0 < CllAullo,
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holds for the boundary value problem (7.10) — (7.11).

In case the above inequality holds for the boundary value problem (7.10)
- (7.11), it is trivial to establish a reliable a posteriori error estimate of
residual type for the interior penalty discontinuous Galerkin method in the
corresponding enerqgy Seminorm.
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Chapter 8
IPDGFEMs for SGE in 2-D

8.1 Preliminaries

Suppose that €2 is a bounded, open, convex domain in i*? with boundary I..
Let 7 be a subdivision of €2 into disjoint, open, convex elements domains
K = Kj such that

a=|J K,

KeT

K,NK;=0 fori#j

and the intersection K; N K; is either empty, a vertex or an edge. We define
a piecewise constant mesh function hs by

hr(xz) = hg = diam(K), xze€ K, KeT

h — hk .

Let K be a fixed reference element in %2. We shall further assume that each
K € T is an affine image of the reference element K

~

K =Fy(K), KeT.

Let £ be the set of all open one-dimensional element faces, associated with
the subdivision 7. We also define a piecewise constant face-function on £

he(x) = he = diam(e), xz€e, e€ €.

269
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Let us assume that the subdivision 7 is shape-regular (see either p. 124
in [55] or Remark 2.2, p. 114 in [31] or Definition A.1.7). We note that for a
shape-regular family there exists a positive constant ¢ (the shape-regularity
constant), independent of h, such that

chig <h, <hg, VK €T, VecdK,

hence, for any element K € T, hx and h, are equal to within a constant.

To each K € T we assign a non-negative integer px (the local polynomial
degree) and a non-negative integer sk (the local Sobolev space index). Then,
we collect the pg, sg and Fi in the vectors

p=@px KeT), s=(sxk:KeT)and F=(Fx:KeT).

We now return to the set £. We also assume that £ is decomposed into
two subsets, namely &, and &y, which contain the set of all elements of £
that are not subsets of I',, i.e.,

Em={e€&:eC}
and the set of all elements of £ that are subsets of I',, i.e.,
Esy={ec&:eCT.}.

For an integer m we define

m m PR+ P
<p >g(l'):<p >€:%7 .1'66, eeginta

where the elements K and K’ share the face e, as well as

(P")e(x) = (p")e =pK. TEe, €&,

where e C 0K.
What is more, we define the set I' as

I' .= U e
ec&
and the set I'j,; together with I'. as

Dt = U e, I'.:= U e,

e€int ecé.
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all with the obvious meanings respectively.
Let [y = Iy UT.. We define for u,w € L?(T'y)?, the inner product

/ uwdr = / uwdr —|—/ uwdr (8.1)
Ty Ting re
with associated norm || - ||r,. So, it will hold as well
lallf, = [lullf,,, + lhllE, (8.2)
or
Dol = Dl + )l (8.3)
ec&y e€€ing ec.

8.2 Model Problem

Toupin and Mindlin included higher-order stresses and strains in the theory of
linear elasticity, which serves today as the foundation of more advanced strain
gradient elasticity and plasticity formulation [192, 157, 102], respectively. Let
us introduce a two-dimensional model problem following their concepts.

Let © be a bounded open polygonal domain in ®? and T, its boundary.
Let also I'y signify the union of one-dimensional open edges of 2. The me-
chanical framework that we consider is strain gradient elasticity (or in other
words dipolar gradient elasticity). The material constituting the structure is
assumed to be isotropic, centrosymmetric and simplified.

We consider the equation:

95 (Tjk — Oipiji) + fro — 0;@jn = 0, (8.4)

where 7;; denotes the components of the (symmetric) Cauchy stress tensor,
(i1 the components of the double stress tensor, recalling the symmetry con-
ditions

tijk = pyir. - (Form I,

tijk = iy (Form II),
fr is a given body force per unit surface and ®j;, a given body double force
per unit surface, respectively.

The constitutive equations for the Cauchy stress tensor 7;; and the double

stress tensor 1 can be expressed as

Tij = AN0ij€rk + 20E;j, (8.5)
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Wik = 92 (2ukije + AKirr0jk) (8.6)

where A, p are the Lamé constants, g is a length scale (which represents
material length related to the volumetric elastic strain energy) and d;; is the
Kronecker symbol. We also denote by

1
gij = 5 (azuj + Gjul) = u(i,j) (87)
the components of the strain tensor and by
Kijk = 0;0;u;,  (Form I) (8.8)

or by
Kijk := O, (Form II) (8.9)

the components of the second gradient of displacement field or of the first
gradient of strain tensor, respectively.
We can rewrite (8.4) with (8.5) and (8.6) as:

() { (D) u = D2u} + i (¢*A%u— Au) = £~V in Q
or
A+ p)D? (¢*D*u—u) + pA (¢*Au—u) =f — ®V in Q, (8.10)

where f — ®V € L?(Q)%. In the above, D? is the symmetric Hessian matrix,
A? is the biharmonic operator, A is the Laplace operator and u denotes
the displacement field. In addition, we supplement the equation with the
following boundary conditions

u=0 only,,

(8.11)
Vu-n=0 onl,,

where n is the unit normal to the boundary, exterior to 2.

We mention that the boundary conditions are called homogeneous essen-
tial.

Also notice that by construction I'. differs from I's on a set of one-
dimensional measure zero which contains the vertices of the (polygonal)
boundary of 2.
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8.3 Weak Formulation

We are ready to derive the weak formulation for the problem (8.10) — (8.11),
which will lead to the discontinuous Galerkin finite element method. We shall
assume for the moment that the solution u of the problem is a sufficiently
smooth function.

For each face e € &, let ¢ and j be such indices that ¢ > j and the
elements K := K; and K’ := K share the face e. Let us define the jump
across e and the mean value on e of u € H*(Q2,T)? by

1
[ule == ulokre —ulorrne  and  (u)e := 5 (wlorne +ulorrne)
respectively.
For the sake of convenience, we extend the definitions of the jump and of
the mean value to faces e € & by letting:

[u]le =ul. and (u). = ul..

In these definitions, the subscript e will be supressed when no confusion
is likely to occur. With each face e € &,y we associate the unit normal vector
n = ng, to e, pointing from element K; to K; when ¢ > j, and with each
e € £y we associate the external unit normal vector n = ng, where e C 0K.

Since the method will be non-conforming, we shall use the broken Sobolev
space H*(2,T)? as trial space. We multiply the equation, (8.10), by a test
function w € H*(Q2, 7)? and integrate over

/(/\ + u)D? (¢°D*u — u) wdv + / pA (g*Au — u) wdv
Q )

:/Q(f—CDV) wdv.
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Afterwards, we split the integrals

Z (A+ ) D? (¢°D*a — u) wdv + Z pA (g*Au — u) wdv
KeT /K KeT K (8.12)

=> | (f—®V)wdv

KeT /K

and applying the Green theorem on every elemental integral, using the anti-
clockwise orientation, so we get

Z / (A + p)g*D*uD*wdv + Z (A+ p)Vu - Vwdo
K

KeT KeT VK
+ Z / g AuAwdv + Z uVu : Vwdv
KeT VK KeT 7K

+ Z / (A + u)g*VD*u - nwdr — Z / (A + ) g*D*u(Vw - n)dr
KeT /K Ker JOK

- Z/ A+ p)Vu - nwdr + Z/ png*VAu - nwdr
oK oK

KeT KeT

- Z / pg*Au(Vw - n)dr — Z / (uVu - n)wdr
KeT V9K KeT 79K

=> | (f—®V)wdy,
KeT VK

where n denotes the outward normal to each element edge.



8.3 Weak Formulation 275

Now, we split the boundary terms as follows

Z/ A+ w) 2D211D2Wd’0+2/ A+ p)Vu - Vwdo

KeT KeT

+Z/ug2Aqudv+Z/ pwVu : Vwdv

KeT KeT

+ Z / (A + u)g*VD*u - nwdr
KeT Y OK\Ts

+ Z / (A + 1)g*V D*u - nwdr
ey Jornr

— Z / (A + p)g>D*u(Vw - n)dr
OK\T'y

KeT

— Z / (A + u)g*D*u(Vw - n)dr
fer /oK.

—Z/ A+ p)Vu - nwdr—Z/ (A + p)Vu - nwdr
KeT /OK\I's ey J ORI,

+ / png*VAu - nwdr + / ng*VAu - nwdr
2 o, 2 o,

- Z / png*Au(Vw -n)dr — Z / png*Au(Vw -n)dr
ket /ORI ke JOKND,

— Z / uVu - nwdr — Z / uVu - nwdr
fer JOK\Ts fcer J oK,

_Z/ (f — dV) wd,

KeT
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and hence we have

Z/ A+ 1) 2D2uD2wdv+Z/ A+ p)Vu - Vwdo

KeT KeT
+ Z/ ng? AuAwdv + Z/ pwVu : Vwdv
KeT KeT

+ Z /aK\F (A + 1) g*VD*u - nwdr + / (A + 1) g*VD*u - nwdr
5]

KeT

c

/ (A + w)g*D*u(Vw - n)dr — / (A + ) g*D*u(Vw - n)dr
OK\T's

c

KeT

/ (A4 p)Vu - nwdr—/()\—i—u)Vu-nwdr
OK\T'y

c

/ png*VAu - nwdr + / 1ng*VAu - nwdr
K\T'y

c

— Z / pg*Au(Vw - n)dr — / pg*Au(Vw - n)dr
OK\Ty .

KeT
—Z/ uVu - nwdr—/ uVu - nwdr = Z/ (f — dV)wdv.
KeT /OK\I' Le KeT

(8.13)
The fifth, the seventh, the ninth, the eleventh, the thirteenth and the

fifteenth term respectively on the left-hand side of (8.13) contain the bound-
ary integrals over the interior element edges, i.e. the edges e € I'y;. Conse-

quently, in this sum of boundary integrals, we have two integrals over every
interior edge.

Remark 8.3.0.1. Let us note that, for a given face e € E;,y shared by two
adjacent elements K; and K; (i > j), we can write
(Vug, - ng,)wg, + (Vug, - ng, )Wk, = (Vug, - n)wg, — (Vug, - n)wg;,

Hence, by analogy with the formula
1 1
ac — bd = §(a+b)(c—d) + §(a—b)(c+d) Va,b,c,d € R,
we get

(Vug, - ng, )Wk, + (Vug, -ng, )wg, = (Vu-n)[w] + [Vu-n](w)
Vu,w e H'Y(Q,T)%.  (8.14)
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In order to evaluate these integrals, we always use the interior trace of
the test function w. Taking into account the Remark 8.3.0.1 (together with
the orientation convention that we have adopted) and applying (8.14), we
can see that the fifth, the seventh, the ninth, the eleventh, the thirteenth
and the fifteenth term respectively, on the left-hand side of (8.13), can be
rewritten as follows

}:u/(A+4ogHﬁuIﬂ“@v+-}:h/(A+¢QVu-v“dv
K K

KeT KeT
+ Z / g AuAwdv + Z / pVu : Vwdy
KeT VK KeT K

+ /F (A4 p)g°VD*u - n)[w]dr + / [(A+ 1)g°V D*u - n]{(w)dr

Fint
+ / (A + u)g*VD*u - nwdr — / (A + p)g® D*a)[Vw - n]dr
Fc Fint

[\ + p)g? D*u](Vw - n)dr — / (A + p)g>D*u(Vw - n)dr

r.

int

—r— 55—

«A+MVUWNWM%—AlMA+MVumMWMr (8.15)

int int

A+ p)Vu - nwdr + / (ng*V Au - n)[w]dr

Ding

[1g*V Au - n](w)dr + / 1g*VAu - nwdr

int c

(ng> Aw)[Vw - n]dr — / [1g® Au](Vw - n)dr

c

+

int Tint
— [ pgAu(Vw - n)dr — / (uVu - n)[w]dr
c Ding
- / [eVu - n](w)dr — / uvu - nwdr = Z / (f — dV) wdv.
1—‘int c KeT K

By noting that the fluxes
(A+p) (¢°VD*u-n—Vu-n) +p(¢°VAu-n — Vu-n)

and
(A + 1)g?D*u + pg*Au



278 IPDGFEMs for SGE in 2-D

are continuous across the element faces e € & (e.g., when the exact solution
u € H*(Q)?), we have

/ [(A+ ) (6°VD*u-n—Vu-n)+ p(¢*VAu-n— Vu - n)|(w)dr =0,
Ding

/ [\ + p)g?D*u + pg*Au](Vw - n)dr =0 Yw € H*(Q,T)%
Fmt

Then, (8.15) reduces to

Z/ A+ p) 2D2uD2wdv+Z/ A+ p)Vu - Vwdo

KeT KeT
+ Z/ungqudv+ Z/ pVu : Vwdv
KeT KeT

+ / (A + p)g°V D*u - n)[w]dr + / (A + u)g*VD*u - nwdr
/ (A4 p)g? D*u)[Vw - n]dr — / (A + ) g*D*u(Vw - n)dr
¢ (8.16)
(v )V mwldr = [ (O )9 nwds

int c

(ng*VAu - n)[w ]]dr—i—/ 1g*VAu - nwdr

int c

(ng* Au)[Vw - n]]dr—/ pg*Au(Vw - n)dr

_|_

\ﬂ\q\

mt c

—/ (,uVu-n)[[w]]dr—/ pVu - nwdr = Z/ (f —oV) wdv.
Cing c KeT

Next, we multiply the boundary condition u = 0, on I',, by

— 0N+ p)g*VD*w -n+y.w, O+ p)Vw-n+Ew
— Oug® VAW -n + a.w, OuVw-n+ 6,w.
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Then, integrating over I'., we get

—/ O\ + 1)g*V D*w - nudr + / ~yeuwdr = 0,
/ 0N+ p)Vw - nudr + [ &uw =0,

¢ Fe (8.17)
—/ 011>V Aw - nudr + / a.awdr = 0,

/ OuVw - nudr + / douw = 0,

where 6 is the symmetrization parameter. We restrict ourselves to the case
6 € {—1,1}. The non-negative piecewise continuous functions 7., &., a, and
., defined on I'., are referred to as the stabilization parameters.

In addition, u is continuous on €2, in that case the jump [u] vanishes, i.e.,
[u] = 0. If we choose

—O0(A+ W g*VD*w - ) +y[w], (A +p)Vw - n) +E[w],
— 0{ug*VAw - n) + afw], O(uVw-n) + 5[w]

as test functions and integrate over I'y,;, we shall deduce

—/F’ 6<(A+u)g2VD2w-n>[[u]]dr+/ Y[u][w]dr =0,

Ding

/1“- (N + p)Vw - n)[u]dr + /1“ E[u][w] = 0,

(8.18)
~ [ VAW wlalar+ [ afullwdr =0,
| 0w ntdar+ [ sTulfwl =0,

where 7, £, @ and § are non-negative piecewise continuous functions, defined
on I'y, which are referred to as stabilization parameters.

Moreover, from the boundary condition Vu -n = 0, on I'., upon multi-
plying by

O\ + 1)g*D*w + (Vw -n, Oug*Aw + 3,Vw-n
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and integrating over I'., we have

/ O\ + p)g*D*w(Vu - n)dr + | (Vu-nVw-ndr =0,
¢ e (8.19)
/ Oug* Aw(Vu-n)dr+ [ B.Vu-nVw-ndr = 0.

c 1—‘c

The non-negative piecewise continuous functions (. and f., defined on I'.,
are referred to as the stabilization parameters.

To boot, Vu-n is continuous on €2, then it follows that the jump [Vu-n]
vanishes, i.e. [Vu-n] = 0. If we choose

O((A + p)g*D*w) + ([Vw - n],  0(ug*Aw) + S[Vw - n]

as test functions and integrate over I'y,, it will give

/ 9<(A+u)92D2w>ﬂVu-n]]dr+/ ([Vu-n][Vw - n]dr =0,
Fine L (8.20)
/F. 0{ug* Aw)[Vu - n]dr + /r BIVu - n][Vw - n]dr =0,

int int

where ( and 3 are non-negative continuous functions, defined on Iy, which
are referred to as the stabilization parameters.

Now adding (8.16) — (8.20) and using 'y = ', UL, we get the discontin-
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uous Galerkin weak formulation of the problem in a more compressed form

>~

+ p)g*DiuDiwdv + /()\ + ) Vyu - Vywdo

+Q /Q Hg?Apudwdv + /Q uQth:Vhwdv
+ /F (4 gDt il = [ 60+ gV D ) uldr
/F (gD I e+ 04+ g D) [l
-/ (vl |00 )V )l
+ /F (g [l — [ 0ugV A ) ulr (8.21)
/F g B[O i [ 0(pgAw) [Vl
/Fowvu Wil + [ 0T ) foar
+/F07[[u]][[w]] | CIvu-nl[Vw - nldr+ | €ullw]
+/F0a[[u]][[w]]dr+ BV nl[Vw - nldr+ | Sfuliw]
:/(f—W)wdv,

o)

where D7 defines the broken Hessian matrix, V), defines the broken diver-
gence (second integral) as well as the broken gradient (fourth integral) and
Ay, defines the broken Laplacian with respect to the subdivision 7T, respec-
tively.



282 IPDGFEMs for SGE in 2-D

The bilinear form By,(-, -) is defined as

sy
V)
@
—~

u,w) = /Q()\ + p)g*DiuD;wdv + /Q()\ + p)Viu - Vywdo

_l_

pwg? ApuAwdv + / uVpu : Vywdv
0

+

+
ﬂ\ﬂ\q\q\;\ﬂ\ﬂ\ﬂ\n\

o

(A4 p)g®VD*u - n)[w]dr — / O{(\ + p)g*V D*w - n)[u]dr

To

o

(A4 p)g®>D*a)[Vw - n]dr + / O{(\ + pw)g>D*w)[Vu - n]dr

o

o

(A + p)Vu - n)[w ]]dr+/ O((N+ p)Vw - n)[u]dr

o

o

(8.22)
(ng*V Au - n)[w]dr — / 0(ug*V Aw - n)[u]dr

1)

(ng® Au)[Vw - n]dr +/ 0{pg®> Aw)[Vu - n]dr

o

o

(uVu - n>[[w]]dr—|—/ O{uV'w - n)[u]dr

To

o

+

Yullwl + [ ([Vu-n][Vw - n]dr + A §[u]w]

o

o

+

afu][w]dr + ﬁ[[Vu-n]][[VW-n]]dr—l—/ S[u][w].

o o

We introduce the linear functional Ly, (-) on H*(Q, T)?

L (w) = /Q (f — dV) wdv. (8.23)

The stabilization parameters v, (, £, a, § and ¢ depend on the discretization
parameters h and p for the hp-method, in a manner that will be specified
later in the text.

Then the broken weak formulation of the problem (8.10) — (8.11) reads
as follows:

Find u € bSs such that By, (u,w) = L, (w) VYw € H*(Q,T)?  (8.24)
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where by bS's we denote the following function space

bSs = {u € HY(Q,7)*:u,Vu-n,
(A+p) (¢°VD?u-n—Vu-n) +p(¢9°VAu-n—Vu-n),
(A + p)g*D*u + pg®Au are continuous across e € Eint}.
Note that for § = —1 the bilinear form B,,(-, -) is symmetric, whereas for
6 =1 it is not symmetric.

We shall associate with the bilinear form By,(-,-) the energy seminorm,
1+ llsg» defined by

Halllsg = (KO + wg® " Dialf, + [[(A+ p) > Viul [
+ [1(ug®) 2 Apul 3, + | Vil [
+ |yl IR, + 112V a7, + 1€ [alll?,
1/2
+ a2 [a]l2, + 11872 [Vu]llf, + 162 [a]ll2,)
uc H*(Q, 7). (8.25)

Notice that [Vu] = [Vu-n] and (Vu) = (Vu - n).

Proposition 8.3.0.2. If v,(, &, a, 5,0 > 0, then ||| - |||sy is a seminorm on
H?*(Q,T)>%
We note in passing that since H*(Q,7)* € H*(Q,T)?, then ||| - [||s, is

also a seminorm on H*(Q, T)2.

8.4 Finite Element Spaces

In this section, we will consider the finite-dimensional subspace of the broken
Sobolev space H*(Q2, T)? which is used in the finite element approximation
of the problem.

For a non-negative integer p, we denote by Qp(f( ) the set of all tensor
product polynomials on K of degree at most p in each coordinate direction if
K is the reference quadrilateral. We collect the hx and pg into the element-
wise constant functions

h,p:Q—>§R, with h‘K:hK and p\K:pK, KGT,
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respectively. We consider the finite element space

§1 =87, T.F)? = {u e IAQ) uli o Fic € Q (K)%, K €T}
(8.26)
We shall assume throughout that the mesh size function h and polynomial
degree function p, with px > 2 for each K € 7T, have bounded local variation
(see Remark A.3.5). What’s more, we will refer to the functions in S; as
test functions. We note that the test functions are discontinuous along the
edges of the mesh.

8.5 DGFEM with Lifting Operators

We would like to present the interior penalty discontinuous Galerkin method
by using appropriate lifting operators for the problem (8.10) — (8.11). We
shall employ the weak formulation which derives in Section 8.3 and the finite
element space S; constructed in the above section.

Let us first introduce the following functional space

Hi(Q)?={uluec H*(Q)*:u=0, Vu-n=0onT.}, (8.27)
which is equipped with the norm induced by the Sobolev space H?(£2)2.

Next, we introduce the lifting operators £; : 8% := &) + HZ(Q)* — S,
1=1,2,3,4 by

/ Li(a)wdv = / ([u{Vw) — (w)[Vu])dr VYw e S, (8.28)
0

/Q Lo(u)wdy = /F [u](wdr Vw € S, (8.29)
/Q La(u)wdy = /F ([l(Vw) — (W)[Vu])dr ¥wes,  (8.30)

and

/ﬂ La(u)wdy = / [u](wdr Vw € S,. (8.31)

1)
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Now, we can rewrite the discontinuous Galerkin weak formulation, (8.21),
of the problem (8.10) — (8.11), by employing the lifting operators L;, as

/()\ + p)g* DiuDiwdv + /(/\ + 1)Viyu - Vywdo
Q Q

+ / quAhuAhwdv + / uVpu : Vywdy
Q 0

+ / {(X+ wg*Diuly(w) — 0L (u)(A+ p)g*Diw } dv
Q

— / {4+ ) Viauly(w) — 0Ls(u) (A + p)Vpw} do
‘! (8.32)
+ /Q {ng® Apuls(w) — 6Ls(w)pug® Apw} dv

_/SZ{Mth£4(W)—«9,C4(u)MVhW} dv—i-/F Y[u][w]

+ ([Vu-n][Vw - n]dr + A Sﬂu}][[w]]Jr/F au][w]dr

o

+ 6[[Vu~n]][[Vw-n]]dr+/F dfu][w] :/Q(f—CDV) wdv.

1)
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The bilinear form By, : §? x §? — R is defined as

By, (u,w) = /Q (A + w)g*DiuDiwdv + /Q A+ ) Vyu - Viywdy
—{—/Q,unghuAhwdv%—/Q,thu:Vthv
n /Q {O\+ )@ DIuLy(w) — 0L, (W) (A + p)g>Diw } dv
- / {(A+ p)ViuLa(w) — 0La(w)(A + ) Vyw} do
+ [ (g duala(w) = 0La(wpg S} do
_ /Q (Y hLa(W) — OLa (W)Y pw} do
+ [ fuliw] +
To 1)

+/F0a[[u]][[w]]dr+

([Vu-n][Fw-nldr + | fulfw]

B[V - n][Vw - n]dr + / STu][w],

Fo F0
(8.33)
for any u,w € S2.
The linear form Ly, : S* — R is given by
L (w) = / (f — dV) wdv, (8.34)
Q

for any w € S2.
Then, the interior penalty discontinuous Galerkin method of the problem
(8.10) — (8.11), reads as folllows:

Find upg € & such that B,y (upg, w) = Lgy(w) Vw € ;. (8.35)

We shall allude to the discontinuous Galerkin finite element method with
0 = —1 as the symmetric interior penalty Galerkin (SIPG), whereas for
8 = 1 the discontinuous Galerkin finite element method will be referred to
as the non-symmetric interior penalty Galerkin (NIPG).

We notice that this formulation is incosistent for trial and test functions
belonging either to the solution space S§? or to the solution space HZ(£2)2.



8.5 DGFEM with Lifting Operators 287

In practice, the right-hand side is approximated by the L?-projection of
the source of the function f onto the finite element space ;. We denote the
L?-projection of f onto S; by IIf.

We shall associate with the bilinear form Biy(-,-), (8.33), the energy
seminorm be denoted in (8.25).

8.5.1 Stability Bounds of Lifting Operators

In this section, our main concern is to derive the stability of the trace liftings

/:1, LQ, £3 and £4.

Lemma 8.5.1.1. Let Ly, Lo, L3 and Ly be the trace liftings defined in (8.28),
in (8.29), in (8.30) as well as in (8.31), respectively. Then, for u € S?,
the following bounds hold:

1L I < O g®) (Il + 162V, ), (3.36)
L2003 < CoOr )11 [l I, (8.37)
125l < Calra,g%) (llor [alll, + 118V ull 3, ) (8.38)
L4l < Calw)|8*[ull[},. (8.39)
where
1 1 1 1
Ci ¢4 = ———, Colh,p) = ——, C 2 o) =~
1( 7”79) ()\+ﬂ)g2, 2( a:u) )\+H7 3(:“79) qu? 4(#’) L
(8.40)

are positive constants, that are independent of u and of discretization param-
eters. We denote by v1 : I'o = R, (1 : Ty =R, & Ty =R, a1 : Ty = R,
B1:Tog— R and §; : Ty — R piecewise constant functions, defined by

6 2 2

"= 071 ()‘+/~L)g2 <%> ;o G= CCl ()‘_'_:u)gz <%> , &= C&l ()‘—i_ﬂ) <%>

6 2 2
p p p
= o (5 ) 1= Can () 6= Con ().

with C,,, C¢,, Ce,, Cq,, Cs, as well as Cs, sufficiently large positive constants
depending only on the mesh parameters.
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Proof. We denote by IT : L?(2)? — S; the (orthogonal) L2-projection opera-
tor onto the finite element S;. By invoking the definition of the L?-norm, the
orthogonality of the L?-projection operator and the definition of the trace
lifting £, we get

i@l =  sup daLr(WzdY

etz |lZllo

- _mp S
Jr, ([u)(V(Tz)) — (TIz)[Vu]) dr

= sup . (8.41)
2€12(Q)? ||z[]«

By recalling the Cauchy-Schwarz inequality (A.12) and then the Cauchy-
Schwarz discrete inequality (A.13) in (8.41), we obtain

Jr, (l{V(112)) — (l1z)[Vu]) dr

sup

sty 2]l
1/2 —-1/2 —-1/2 1/2
B o 1 1 Pt 9 [ 0 9 WS A [
zEL2(Q)2 e
1
(I v @), + e () 12,)
< sup
zEL2(Q) ||z||e

< (I, + 6 1vallz, )

(8.42)
As a consequence, from (8.41) — (8.42), we deduce
(Il 2o ()3, + 116> (1) 12, )
1Liwlle < sup
ez zlo
x (Il 2, + 162l 13,) (8.43)

Thereby, to complete the proof, it only remains to estimate each of the mean
value terms appearing on the right-hand side of (8.43).
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Hence, by applying the mean value inequality (A.19), we can write the
first mean value term as

17y 2V (T12)) |2,

="l VAV (ITz)) |2

e€&o
1 2 —1/2 — —1/2
< Y0 (Ihe P9+ Y (M2) ) + 3l AV )2
€€gint ecé.
—-1/2 —1/2
< Y (VI B+ V) )

K',KeT:0K',0K\T'y

12
+ Y [ (i) | B

KeT:0KNI'.

~1/2
< Y e PV (T) e
KeT
(8.44)
Afterwards, by using the shape regularity, the mesh regularity, the bounded
local variation of the polynomial degree distribution assumptions on the fi-
nite element space Sy, as well as the inverse inequality (A.21) in (8.44), we

have 1/2
Z 71 (I1z) ||aK

KeT
1
<= 9 (12 3
OGMA+M) ;;pK (8.45)
<
enremeP LI

< |lall?
X Z||q),
200+ p)g?
where C' = C(n, p) is a positive constant and C,, > 2%

Therefore, from (8.44) — (8.45), we reach the conclusion that the first
mean value term, on the right-hand side of (8.43), can be bounded as

1

1/2 V(11 2 <
I VMR, < g

12]]6, (8.46)

In addition, we shall follow the above series of steps in the same way to
estimate the remaining mean value term, on the right-hand side of (8.43).
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By employing the mean value inequality (A.19), we conclude

162z |3,
=" lle Az 2

eey
< 0 (6@ 4+ 1) ) + ST 116l
eegint ecé.
_ - 8.47
< X (I e+ 1G] By ) (847)

K' . KeT:0K' 0K\T'y

—1/2
+ > G PR

KeT:0KNI'.

—1/2
<G T

KeT

Next, by invoking the shape regularity, the mesh regularity, the bounded
local variation of the polynomial degree distribution assumptions on the finite
element space S1, as well as the inverse inequality (A.20) in (8.47), we get

—-1/2
DN ([ 1[5

KeT

1 K 9
< —Hz
iR,

<

< g [ H2
X o —~S5lZ||g,
2\ + p)g2" M

2c0

where C' = C(n, p) is a positive constant and C¢, >
Ergo, from (8.47) — (8.48), we arrive to the concluswn that the second
mean value term, on the right-hand side of (8.43), can subsequently be

estimated as .

-1/2 2 2
¢ 7 {IIz)||f, < WHZHQ- (8.49)

To boot, inserting the inequalities (8.46) — (8.49) on the right-hand side

of (8.43) yields
1
L1 ()]l <

o g U T, + 6 vl )
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which is one of the desired results.

What is more, by following the above procedure step by step, we shall
bound the trace lifitng Lo as

1
sl < -z (Il *Tulll, + 18IVl )

being one of the desired result, too.

It is time for us to bound the trace lifting £5. By recalling the defini-
tion of the L?-norm, the orthogonality of the L2-projection operator and the
definition of the trace lifting Lo, we have

L d
1L(w)|le = sup M
z€L2(Q)?2 |z]|o

B Jo, L2(u)ITzdv
= sup ==H——7—
z€L2(Q)2 |z |0

B Jr, [ul(1z)dr
= sup —r———

(8.50)
z€L2(Q)2 |z]|o

Application of the Cauchy-Schwarz inequality (A.12) in (8.50) gives

Jo Juliz)dr I Tl 1€ (002)

SUp ————— S (8.51)
ez |zlle 2€L2(Q)? ||z]]o
In consequence, from (8.50) — (8.51), we arrive at
1/2 ~1/2
IT
HEQ(U)HQ < sup ||§1 [[u]mrngl < Z>||F0' (852)

z€L2(Q)2 |z] |

Thus, to complete the proof, a last step is to estimate the mean value term
appearing on the right-hand side of (8.52).
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At this point, by using the mean value inequality (A.19), we obtain
& (M2 7,

=" Jlg A 1z | P

ecéy
Z <||€_1/2( ) ||2 + ||£_1/2 > Z ||€_1/2H ||3
eCEine ecé.
S > (||§_1/2H 12 + |16 /" TIz ||3K> (8.53)

K' KeT:0K' 0K\T'y

—1/2
+ 0> JlE

KeT:0KNT'¢

~1/2
<Yl 3

KeT

After that, by employing the shape regularity, the mesh regularity, the
bounded local variation of the polynomial degree distribution assumptions
on the finite element space S;, together with the inverse inequality (A.20)
in (8.53), we conclude

—-1/2
> 116 iz 3

KeT
1 K
<—— ) —||zlljx
O(J&()Hr )Kze;p2 (8.54)
0051 H I;’H z||%

< s lall?

~ z Y

A+ p)

where C' = C(n, p) is a positive constant and Cg, > 2

Wherefore, from (8.53) — (8.54), we reach the conclusion that the mean
value term, on the right-hand side of (8.52), can be bounded as follows

- 1
e mz) 1f, < g1l (8.55)

Also, insertion of the inequality (8.55) on the right-hand side of (8.52)
entails

1/2
V2[R,

[1£2(u)]fg < O
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which is one of the desired results.
Furthemore, as above, we shall use arguments in a similar manner to
bound the trace lifitng £, as

1
HumMé<;W%@wﬁ

being one of the desired result, too. [

In the following sections, we are going to prove the coercivity and the
continuity property of the bilinear form for the symmetric interior penalty
discontinuous Galerkin method.

8.5.2 Coercivity of Bilinear Form

In this section, our goal is to examine the coercivity of the bilinear form
Bg,(-,-) for the symmetric interior penalty discontinuous Galerkin finite ele-
ment method.

We showed earlier that ||| - |||s5, (8.25), is a seminorm on the space
H*(Q,T)? thereby, since & € H*(,T)? we get that ||| - |||s, is also a
seminorm on Sj.

Proposition 8.5.2.1. Letv: Ty =R, (: Ty =R, {: Ty =R, a: Ty — R,
B :Tyg — R and § : Ty — R be piecewise constant functions, such that
v > 2y, ¢ > 201, € > 28, a> 201, B> 201 as well as & > 20,. Then, the
bilinear form Byy(-,-), defined in (8.33), is coercive in the sense that

Bg(u,u) = ml|[u]|[?, Vue S, (8.56)
where m s a positive constant depending only on the mesh parameters.

Proof. Substituting u for w in the bilinear form, (8.33), and for § = —1, we
obtain

B.y(u,u) =|mm@+2/cmmu+um%%mU
Q
— 2/ Lo(u)(A+ p)Viyudo + 2/ L3(u) pug® Apudv
Q Q

—2/£4(u)uvhudv (8.57)
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To complete the proof, it only remains to estimate the integrals appearing
on the right-hand side of (8.57).

So, by applying the Cauchy-Schwarz inequality (A.12) and then the
Young inequality (A.17) for ¢ = 1, we can write the first integral as

/ £1(w)(A + p)g® D2 udv
Q

< /Q |L1(w)(A+ p)g* Diju| dv (8.58)

1
< {20\ + g™ 2L al {5 (A + wg*} 2 Diulle

1
< IHO A+ mg* 2Ll + I1{O + g} 2 Diul [,

Moreover, we shall follow the above procedure in a similar manner to
estimate the second, the third and the fourth integral on the right-hand side
of (8.57). Hence, we deduce

1
[ 22w+ Vo < 11+ ) 2 La )+ 1O+ 02V
1
/Qﬁs(u)ug%hudv < g™ 2Ls(@)llE + 5 [1(1g*) ' Apulfa,

1
[ £utwuViudo < L)l + 716>Vl
Q

(8.59)

Thereafter, inserting the inequalities (8.58) — (8.59) on the right-hand

side of (8.57), we have
By(uu) > [l = 2{(\ + m)g*} 2 Li(u)l[3,
1
= S IO+ wg*} 2 Diullg = 2[(A + )2 La(w)[[5

1
= SO+ )2Vl = 2] (ng®) ' La(w)]

1 1
= 5 (ug®) Al = 22 La(w)l§ = 5[l Vil

2
(8.60)

Next, by invoking the stability of the trace liftings £, Lo, L3, L4 and by
using the mathematical inequalities (8.36) — (8.39) on the right-hand side of
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(8.60), we get
1/2 1/2
By(uw,w) > [[ulll, =2 (1hi [l + 1162V}, )
1 1/2
— I{A+ W} Diul g — 20]&*[ul| [,

1
= SO+ 29l = 2 (llal [l 2, + 118 Vul 12,
1 1
— 5 l1(ug®) 2 Anulfg — 2018, *[ul [, — 511>Vl f5. (3.61)

Now, by the use of energy seminorm, (8.25), and with the aid of factor-
ization on the right-hand side of (8.61), it is clear that

1 1
Byg(uw,u) > S[{(A+ m)g”} Dyl + 5|10+ 1) *Viulfg

1 1
+ 51?2 Al + 5 2V

+[1(v = 290) 2 [a]|f7, + 11(¢ = 2¢) 2[V]|IF,
+[[(€ = 26)2[u] |2, + [|(a — 2a0)*[u]|[Z,
+11(8 = 280) 2 [Va] [, +[1(6 = 260)[u]||2,- (8.62)
Since we assumed v > 2y, ¢ > 2¢, € > 2&, a > 21, > 26; and
0 > 201, coercivity follows, i.e.

2

Byg(u,u) = ml|ul[[,,

which is the desired result. We denote by the constant m the minimum of
the coefficients on the right-hand side of (8.62). O

8.5.3 Continuity of Bilinear Form

With the definition of the energy seminorm, (8.25), we have the following
continuity result for the bilinear form B,,(+, -), based on the Cauchy-Schwarz
inequalities (A.12) and (A.13).

Proposition 8.5.3.1. Letv:Tg—= R, (: Ty =R, {: Ty — R, a: Ty — R,
B:Tog = R and 6 : Ty — R be piecewise constant functions, such that
v > 2y, (> 20, £ > 28, a> 20, > 261 as well as § > 261. Then, the
bilinear form Byy(-,-), defined in (8.33), is continuous in the sense that

Byy(u, w) < Cll[ul[]s[[W]l[y Va,w e S, (8.63)
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where C' is a positive constant depending only on the mesh parameters.

Proof. Let u,w € 82, we can obtain (8.63) by applying at first the trian-
gle inequality in the bilinear form and then the Cauchy-Schwarz inequality
(A.12). For that reason, we get

Byy(u,w) <
<

| Bsg(u, w)

LA+ g} Diul ol [ {(A + 1)g*} > Diwl|o

+ 1A+ )2V hulal|[(A + 1) 2 Vawl|q

+ [[(ug®) Anullal|(ug®) > Anwl|o

+ ||Vl oV w] |

+ I{A+ wg* 2L ()l { (X + 1)g*}* Diwl |

+ IH{ + wg* 2 Drullol {(A + w)g*} L1 (w) |

+ A+ )2 Lo () lal |(A + 1) Viw] |

+ 1A+ )2V hullal (A + 1) Lo (w)] |

+ [1(ug®) ' Ls(w)]lal | (1g®) > Anwl|o

+ (kg Apullal|(1g®) 2 Ls(w)] |

+ || 2 La(u) ol |1 PV awllq + |12V ul o] |12 La(w)] |

+ 72Tl o [V T e, + 112 IV ]I |1 IV W] i

+ 1162 [all|ry 1€ W vy + e [u] ||yl [w] |,

+ 1821V ]|, 182 [V W]l + 116" [l Ir, || [W] ||, -
(8.64)

Using the Cauchy-Schwarz discrete inequality (A.13) on the right-hand
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side of (8.64), we have

By(u,w) < (2[[{(\+ p)g*} 2 Diul[3 + 2| (A + )2 Vul 3
+2[|(ug®) 2 Apul|g + 2|1 PV aul 3
+{ON+ )32 Li )| |3 + [[(A + )Y 2La (0|3
+ (| (ug®) 2L ()| + [ |2 La ()]G
+ (V2] F, + ISP IV, + [1€2 ]Iz,
1/2

+ | 2], + 18V [Vl IR, + (162 [u]]|E, )
x (2[[{(A + p)g* 2 Diwl |3 + 2/ (X + )2V wl|g
+2||(ug?) 2 Apwlg + 2| 2V w4
+ [ {ON+ @) 32 Li (WG + [N+ 1) 2 Lo (W) 3]
+ (| (ug®) 2L (W)|1E + |12 La (W) [
+ V2w 13, + ISRV W] 2, + 1€ w2,

1/2
a2 [W][E, + 11821V w]|1, + 102 Tw]|1R,) -

(8.65)

Thereby, to complete the proof, a last step remaining is to recall the
stability of the trace liftings £, Lo, L3, £4 and therefore to employ the
mathematical expressions (8.36) — (8.39) on the right-hand side of (8.65).

In consequence, we deduce

By(a,w) < (2[[{(N+ w)g*}' 2 Diullg + 2/|(A + )2 Viul |3
+2||(ug®) 2 Apul|d + 2/ 2Vl 3

1 1 1
S 2Ll + Sl TTull R, + S lE Tl

1 1/2 2 1 1/2 2 1 1/2 2 V2
gllatTulll, + 1 [allf, + S0 Tull,

< (2[{ + g2 Dpw[é + 2/|(A + 1) 2V awl [
+2/(ng®) 2 Anwllg, + 2|12V wl [

1 1 1
LI, + Lo, + eI,

1 1/2 2 1 1/2 2 1 1/2 2 12
#ylla i, + B ITwIIR, + 510 IR, )

(8.66)
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Also, by the use of definition of energy seminorm, (8.25), on the right-
hand side of (8.66), we reach to

Big(u, w) < Cf[ul]|pll[wl]]sg,

being the desired result. O]

8.6 A Posteriori Error Analysis

In this section, we want to conduct an error analysis for interior penalty
discontinuous Galerkin finite element method (8.35). Specifically, overall our
research endeavor focuses on the introduction of a suitable recovery operator,
on the proof of an appropriate Lemma for this operator and on the proof of
h-version reliable a posteriori error estimate in the energy seminorm, |||-|||s,,
for the interior penalty discontinuous Galerkin method.

The reliability estimate is based on a suitable recovery operator, that
maps discontinuous finite element spaces to HZ-conforming finite element
spaces (of two polynomial degrees higher), consisting of triangular or quadri-
lateral macro-elements defined in [84] (see also [143, 34, 132, 115] for similar
constructions). Using the recovery operator, in conjuction with the inco-
sistent formulation for the interior penalty discontinuous Galerkin method
presented in the preceding section (which ensures that the weak formulation
of the problem is defined under minimal regularity assumptions on the ana-
lytical solution), reliable a posteriori error estimate of residual type can derive
for the interior penalty discontinuous Galerkin method in the corresponding
energy seminorm.

8.6.1 Finite Element Spaces

In this section, we will consider the finite-dimensional subspace of the broken
Sobolev space H*(Q, T)? being used in the finite element approximation of
the problem. Moreover, we wish to modify a little the finite element space,
defined in section 8.4, so that it can include either triangular or quadrilateral
elements.

Let T be a conforming subdivision of €2 into disjoint triangular or quadri-
lateral elements K € 7. We assume that the elemental edges are straight
line segments.
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A~

For a non-negative integer p, we denote by P,(K) the set of all polynomi-
als of total degree at most p if K is either the reference triangle or the set of
all tensor product polynomials on K of degree at most p in each coordinate
direction if K is the reference quadrilateral. For p > 2 we consider the finite
element space

S =[S = {u € LX(Q)? : ulx o Fx € Py(K), K € T} . (867)
We collect the hg into the elementwise constant function
h:Q — R, with h|gx =hg, K €T and h|, = (h),e C T.

We shall assume throughout that the families of meshes considered are
locally quasiuniform or in other words the mesh size function h has bounded
local variation (see Remark A.3.5).

Then, the piecewise constant stabilization parameters v : I'g — R,
C:Tg—=R,E:Tg—>R, a:Tg—=R, 5:Tg— Rand d: 'y = R are defined
by

v=CA+p)g’ (b)), ¢=Cc(A+p)g*hl) ™, &=Ce(A+ M)(h|(e)_1,)
8.68
a=Caong®(hls)*, B =Cspg*(hle)™, & =Csp(hl)™, (8.69)

with C,, C¢, C¢, C,, Cp as well as Cs sufficiently large positive constants.

8.6.2 Recovery Operator

The use of a recovery operator, mapping elements of S; onto a C''-conforming
space consisting of macro-elements of degree p + 2, is a significant tool help-
ing us conduct a posteriori error analysis. The family of macro-elements
considered will be higher-order versions of the classical Hsieh-Clough-Tocher
macro-element, constructed in [84] (see A.1.8). This mapping is constructed
via averages of the nodal basis functions (see [143, 34, 132, 115]).

The corresponding finite element space consisting of the above macro-
elements will be denoted by S, = [SI"]2.

Let us consider the standard Lagrange basis for a polynomial of degree
p, where p > 2. A crucial observation here is that the set of the nodal points
of the Lagrange basis is a subset of the set of the nodal points of the macro-
elements of degree p+ 2. In that case, the corresponding finite element space

. 2
Sy = [S}’ZH} and it will be used in the following Lemma.
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Lemma 8.6.2.1. Let us assume that the mesh T is constructed as in Section
8.6.1. Then, there exists an operator E,, : S — Sa N HZ(Q)? satisfying the
following error bounds:

> lun = Egp(un)|? e < C1 (|07 [ug][[7, + (0¥ [Vus]|2,) . (8.70)
keT

with 7 =2 and

D lu = Egp(u)f] < Colla> 2w ]| 7, (8.71)
keT

with j = 1. We denote by Cy,Cy > 0 some constants that are independent of
h and u,,.

Proof. For each nodal point np of the C'-conforming finite element space S,
we define wy, to be the set of K € T that share the nodal point np, i.e.,

wWhp ={K €T :npeT}.

Furthermore, |wy,,| will denote the cardinality of w,,. We note that if np
located in the interior of an element, then we shall have |w,,,| = 1.
Next, we define the operator E,, : & — Sy N HZ(Q)? by

|wnpl ZKEw np(uh‘K) if np ¢ Fc

, (8.72)
0, if np € T,

an(Eop(uh)) {

where N,,, is any nodal variable at np and np is any nodal point of S;. Note
that
Nop(Egp(up)) = Npp(uy),  if np € intK.

We denote by N the set of all nodal variables of Sy defined on every
element of T, i.e., they may be discontinuous across element boundaries.
Then, we can split N as

N =Ny UN,,

where Ny and N; consisting of the nodal variables corresponding to the
function evaluations and those involving partial and normal derivatives of
the function, respectively.

The use of an inverse estimate (A.37) yields

Z |uh op uh | CHh J uh _EOP uh HQ’ (873)

KeT
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with C' a positive constant which is independent of h and uy,.
After that, the equivalence of norms in a finite-dimensional vector space
along with a scaling argument gives

[0 (wy, — Eop () |]7,

1
<Oy ST T (N (wh — By (wy))?

1=0 NppeNjnpeK

(8.74)

Now, for each nodal point np which is not on the boundary I'., we con-
sider a local numbering K1, ..., K, -1 of the elements in w,,, so that each
consecutive pair K, and Ky, shares an edge. By recalling the arithmetic-
geometric mean inequality (A.15), we get

Z hi((lfj) (Npyp (1, — Eop(uh)))2

Nnp€Np:inpeK

—j 1
= > T mn)le — Y )|k

NippENo:npe KNTing | ”pl K €wnp

+ > R (wnp)lk)
Npp€Nompe KNI

lwnp|—1

<0 Z hi((l_j) Z (uh|Kz(np) - uh|Kz+1(np))2

Npp€NonpE KNTint =1

+ Y R {funp)|k )

NppeNpmpe KNI

=Cc > D [w(ep)]?

(8.75)

Nnp€No:npE KMDing e€€int
3 209§ 2
+ h [wn(np)]*=.
Npp€No:npe KNI e€&e

Next in (8.75), owing to the fact that the subdivision T of €2 is locally quasi
unirform, we obtain

¢ > RS [we)]?

Ninp€NompeKMLing e€Eint

. 3 200 S T (p)* < C Y| [ug] |-

NppeNgmpe KNI ecée ec&y

(8.76)
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Then, by applying an inverse inequality in (8.76), as a result we deduce

O I [w]l[feey <O [0 uy]|2
6650 6650 (877)

= C|Ih**~[up]ll,-

In consequence, from (8.75) — (8.77), we conclude that

S B (N (wh — Eop(wy)))? < CIIRY2[ug] |, (8.78)

NppeNo:npe K

What is more, it’s time for us to turn to the nodal variables in N;. We
further split AV; into

Ni = NP UN?P,

where AVJ" is the set of the nodal variables of normal derivatives across element
edges and NP is the set of nodal variables representing partial derivatives on
elemental vertices.

Hence, we shall follow arguments in a same way for NJ* as in (8.78). For
each nodal point np which is not on the boundary I'., we consider a local
numbering K1,. .., Ky, -1 of the elements in w,,, so that each consecutive
pair K, and K/, shares an edge. By invoking the arithmetic-geometric mean
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inequality (A.15) derives

Z hi{(%j) (Npyp (1, — Eop(uh)))2

NnpeNTnpe K

_ Z p229)

NppeNT npe KNTing

1
(Vuy, - ng) g (np) — o]

X

Y (Vup-ng) [k (np)

KEWnp

Y RV ) [k ()}

NnpeNTnpe KNI
2(2—5)
¢ > hi (8.79)
NnpeNT :npe KMl

lwnp|—1

X Z ((Vllh ' an) IKL’(np) - (vuh ’ nKH—l) |Ke+1(np))2

(=1

> Ve ) ()

Nnp 6/\/'1" mpeKNI.

=C Z hi(@_‘j) Z [Vuy(np)]?

Nnp ENlnzanKﬂFint e€Eing
2(2—j) 2
+ g hi E [Vuy(np)]-.
NppeN]npe KNI ecé.

Afterwards in (8.79), in view of the fact that the subdivision 7T of Q2 is locally
quasi unirform, we get

C > WS [V (np)]?

NnpENTnpEKMTing €€Eing
T DR Sl S\ C0) e S el S [
Npp€eNTmpe KNTe ec. e€&p

(8.80)
Also, by using an inverse inequality in (8.80), we obtain

C Y I Vup]le ) < O Y 02 [Vuy ]I
e€&o e€&o (8.81)

= Cl*2 7 [Vun]ll,-
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Ergo, from (8.79) — (8.81), we reach the conclusion that

S R (N, (- Eg(u))? < OIR29[Vu]|2,. (8.82)

NppeN]npeK

Now, we shall follow the above procedure in a similar manner for A7 as in
both (8.78) and (8.82). For each nodal point np which is not on the bound-
ary I'., we consider a local numbering K7, ..., K|, -1 of the elements in wy,,,
so that each consecutive pair K, and Ky, shares an edge. By employing the
arithmetic-geometric mean inequality (A.15), we have

Z hi{(%j) (Npyp (1, — Eop(uh))>2

NppeNPinpeK

_ 3 p22=0)

an ENlp anGKﬂFillt

X Z (un):|x (np) (un):|x (np)
ze{z,y} KEW”P ze{z,y}
2
2(2—j
+ 0y B (k)
NnpeNPinpe KNI z€{z,y}
<C Z hi{(%a’)
NppeNT:inpe KNl ing (883)
2
|Wnp|_1
xS DD ()ilknp) = D (wn):lk,,, (np)
=1 ze{xy} z€{z,y}
2
2(2—j
+ > BED YT (wn):fxe(np)
NnpeNPinpe KNI ze{z,y}
2
2(2—j
—C 3 RS ST (wn)a(np)
NnpENPmpe KNTing e€&int | ze{z,y}

2

+ D> R DT (w)(np)

NppeNPinpe KNI e€le | ze{z,y}
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Thereafter in (8.83), because of the fact that the subdivision 7 of € is locally
quasi unirform, we deduce

C 3y PSS (wn)a(np)

Nnp€NP:inp€ KNTing e€&int | 2€{m,y}
2
s 8.84
fY Y Y ) .
Nnp€NPmpe KNI e€ée | ze{zy}

<O S ) e

e€&y ze{z,y}
Into the bargain, applying an inverse inequality in (8.84) yields
CY 0 > Il <C Y > 27w ]IE (8:85)
e€&y ze{x,y} e€& ze{x,y}

A last and imperative step remaining is to split the partial derivatives on the
right-hand side of (8.85) into normal and tangential components. Employing
at the same time the triangle inequality and subsequently (A.14) entails

62 () D112 < 2022 [ 2+ 21 B[Vl (8.56)

Then, by using an inverse estimate (A.37) along each edge e for the tangential
derivative component, together with the fact that the edges e are straight
lines, we eventually conclude

2|02 (wp) 12 + 2102 [V ] |2
= 2[b*2 [ + 22 [V 2 (8.87)
< Ol fug]fZ + 2|02 [V ]| 7.

Hence, (8.86) and (8.87) imply that
(0277 (up) 112 < Ol g [[2 + 2102 [V 2 (8.88)
Wherefore, from (8.83) — (8.85) and (8.88), we arrive to the conclusion

S T (N (= Boy(uy))?
NnpeNTinpeK (889)

C (I [up] I, + (0% V]|, ) -
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After that, gathering the inequalities (8.78), (8.82) together with (8.89)
and inserting them on the right-hand side of (8.74), we deduce

17 (s — By (un) [}, < (Tl + [T

Finally, insertion of the mathematical expression (8.90) into the right-
hand side of (8.73) yields

> = Egp(wn)|? o < C ([0 [un] |2, + |0 [Vui]lIz,) ,
KeT

being the desired result for j = 2.

Since the set of nodal points of the Lagrange basis is a subset of the set of
nodal points of macro-elements and since HZ(Q)? C H}(Q)?, we analogously
prove the inequality (8.71). In this case, the set, N, of all nodal variables
of Sy defined on every element of 7T is equivalent with Ny, i.e., N =N,. O

8.6.3 A Posteriori Error Estimates

In this section, overall our research endeavor focuses mainly on establishing
a reliable a posteriori error estimate of residual type for the (symmetric)
interior penalty discontinuous Galerkin method in the corresponding en-
ergy seminorm, when the analytical solution u of (8.10) — (8.11) satisfies
u € HZ(Q)2

Theorem 8.6.3.1. Let u € HZ(Q)? be the solution to (8.10) — (8.11),
u, € 8S; be the approrimate solution obtained by the interior penalty dis-
continuous Galerkin method and vy, ¢, &, a, B together with ¢ as in (8.68)
— (8.69). Then, there exists a positive constant C, independent of h, u and
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uy, so that

o= w1,

< C (IB2(F = A+ p)g® (DF) w, + A+ ) Diuy — g Ay + pun bR
+Cy {0+ W@ M2 [wall[E, + A+ p) g’ b2 [Vu]|IE,

+ v+ ) 02 fug] B, + gl w2,
gl T2, + a2 w2, )

+ (O + mg PV DI, + O+ )2 [DPw]
+ O+ ) [W2[Tug] [, + g2V Aug
+ug?| D2 [Aw] R, + el 2V, )

2
Fint

) (8.91)
where C), := max{C,, C¢, C¢,Cy,Cs,Cs} and f =f — V.

Proof. Let wy, € 81, w € H3(Q)?, n=w—wy, and E,,(uy) € SoNHG(Q)? be
as in Lemma 8.6.2.1. We shall use this notation with intention to decompose
the error as follows:

e:=u—u,=(u—Ey(u)) + (Ep(us) — up) = e+ e. (8.92)
Since u is the solution to the weak problem, we get
By(u,w) = Lyy(w) as  Lij(u)=Li(w)=0 Vi=1,2,34.

As a consequence,

= L59<W) - Bsg(uhv w)
= L59<W — Bsg(uh, W — Wh) — Bsg(uh, Wh) (893)
= Lsg(w) - Bsg(uh7 7]) - Lsg(wh)
= LSQ(U) — By uh777)
and it also holds that
Byy(e,w) = By, (e, w) + By,(e?, w). (8.94)

Thereby, (8.93) and (8.94) entail that

Byy(e°, W) = Lyy(n) — Byy(up,n) — Byyle?, w). (8.95)
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After that, by employing the definition of energy seminorm, (8.25), the
decomposition of the error, (8.92), and then (A.14), we obtain for the energy
seminorm of the error ||ju — u|||s,

Hu—wnl|2, < 2({A+ w)g®}2D%)G + [[{(A + w)g”}* Dre| 3,
+ O+ ) 2Vell B + 1A+ )2V re|
+ |[(1g®) " AeclG + |[(1g®) > Ane||G
+H [ PVe| |G + [PV e 13)
+ G {(A+ w)g? |2 [un]| |2,
+ A+ w D PIVu]lR, + A+ ) [P [ug] |7,
+ pg? [0 P[] 2, + pg® |2 [Van]l[F,
]| Y [ (8.96)

Thus, to complete the proof, it only remains to estimate the terms of e¢ and

e?, enclosed into the parenthesis on the right-hand side of (8.96).

For the terms of e?, we have

[{ON + 1) g} 2 Die|[& + (1A + 1) 2V e[
+ 11(ug™) 2 Anellg + 12V ne| [

<20+ g* Y [Eop() =Wl i+ 200+ 1) Y [Euplun) = wil]
KeT KeT

2 2
+2ug Z |Eop(un) — uh|2,K + Z |Eop(up) — uh|1,K'
KeT KeT

(8.97)
By recalling the Lemma 8.6.2.1 on the right-hand side of (8.97), we deduce

[{N + ) g} 2 Die|[& + [|(A + 1) 2 Ve[

+ [1(ug™)' 2 Anellg + 112V ne| [

<C{OA+ PPl Plan]ll, + A+ g [ 2[Vu]lE,  (8.98)
+ (A @02 [up] |, + pg® 02 [ug] 112,

+ug? b2 [V ] |7, + pl b2 [ug] )R, )

Therefore, by inserting the inequality (8.98) on the right-hand side of
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(8.96), we reach the conclusion for the energy seminorm of the error
lu—walllfy < 2 (I{O\+ @)g®} D% + ||(A + 1) /2Ver|
[ (1g?) 2 A, + (1112 Ve [,)
+Cp { (A + g |h= ]I,
+ A+ @) D2 [Vu]lE, + O+ )b 2 Tug ]2,
+ pg? |2 w7, + pe®|[h 2 [Vun] |2,
+ol b2 w7, - (8.99)

Now, it only remains to estimate the terms of e°.
Next, we notice that £;(e®) = 0, i = 1,2,3,4, since e° € HZ(2)?. Ergo,
upon setting w = e in  (8.95), we deduce

Byg(ef,€%) = Lyy(n) — Bog(un, ) — Byy(e, €%). (8.100)

Wherefore, recalling the triangle inequality on the right-hand side of
(8.100) derives

Byg(e?,€) < |Lg(n) — Beg(un, n)| + [ Bsg(e?, €], (8.101)
where
Byy(e®,e) = [{(A+p)g?}2D%e[[§ + ||(A + ) /* Ve[
+1(ug™)" 2 A + || 2 Ve 3, (8.102)

So, the following step will be to estimate the terms on the right-hand side
of (8.101). We shall initially bound the third factor. Since e € H3(Q),

L;(e)=[e]=[Ve]=0 Vi=1,2,34,

by applying at first the triangle inequality in the bilinear form (8.33), we
can obtain

|Byy(e?,e9)| < / |(A+ p)g*Dre’ D% dv+/ |(A+ 1) Vie - Vee| dv
0 Q
—i—/ ’,ugZAhedAec‘ dv —I—/ }uvhed : Vec| dv
Q Q
+ / ’El(ed)()\ + 1)g*D%e°| dv + / |£2(ed)(x\ + 1) Vee| dv
0 Q

+/ ‘Lg(ed),quAec‘dv—k/ |L4(e?)uVee| dv.
Q Q
(8.103)
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Then, by recalling the Cauchy-Schwarz inequality (A.12) on the right-hand
side of (8.103), we consequently get

|Bsg(ed’ec| < ||{()\+N)QQ}l/QDiedHQH{()\+N)92}1/2Dzec||ﬂ
I+ )2 Vae[o]|(A + 1) 2 Ve o
+ H(,UQQ)l/QAhed‘|QH(M92)1/2AQCHQ
+ 2V e fal|1 2 Ve |
+I{O A+ w g} 2 Lielal {(A + 1)g*} ? D ||q
A+ @) L)l |(A + 1) Ve o
+11(1g) " L3 (el (1g®) /2 Ae| |
+ |2 La(eM)lal 4" Aef o (8.104)

Using the Cauchy-Schwarz discrete inequality (A.13) on the right-hand side
of (8.104), we have

By(ehe)| < (I{(A+m)g®} > Dl + |+ 1) 2V e
+[1(ug®) 2 Ane|f + |11V eI
F IO+ g 2L (e)E + [+ 1) 2 La(eh)]1
Hll(g®) > Lol 3 + 1> Lale?)[3)
x (2[{(A + n)g*} 2D | + 21| (A + )2V g
+2/|(ug?) 2 Ae|3 + 2l A 3) (8.105)

Afterwards, by invoking the stability of lifting operators, (8.36) — (8.39),
and by inserting the inequality (8.98) on the right-hand side of (8.105), we

reach to

|Byg(e?, )| < C)2{(A+ )b lup]|IE, + (A + 1) g |2 [Vu]| I3,
+ O+ )02 w2, + 10 B Twa]l[2,
g D[V a2, + ulh ™ Twa] 12,
x (2I[{(\+ gy D% + 2/ (A + 1) Vel
+2]|(ng) 22063 + 21 1206 3) 7 (8.106)

To proceed, we shall estimate the first two terms on the right-hand side
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of (8.101), hence we obtain

Lsg(ﬁ) - Bsg(uhu 77)
frdv — / {A+ 1)g*Diwp Din + (A + 1) Viuy, - Vi | dv
Q

(ng*ApapApn + pNVyuy, : Vin) do

S— 5 5—.

(L1 + w)g® Diwn + L1 (w,) (A + p1)g> Din} do
+ /Q {Lo(n) N+ 1)V, + Lao(un) (A + 1)V} do (8.107)
_ /Q {Ls(m)pg*Apuy + Ls(up)ug® A} dv

¥ /Q (Lo pVpuy + La(up)pVan} dv

-/ o]l -

-/ oIl -

AVul[Vildr - / ) [l

o o

B[Vus][Vn]dr — / STunl[nldr-

Ty o

A next step is to perform integration by parts on the right-hand side of
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(8.107), thereby we arrive at
Lsg(ﬁ) - Bsg(um 77)
/ {f’ — (A +pyg (D,Ql)2 w, + (A + p)Diuy, — pg®Aluy, + uAhuh} ndv

—Z/ (A + p)g*D*uy,(Vn - ndr—l—Z/ (A + 1)g*V D*uy, - nndr
oK

KeT KeT

— Z / (A4 p)Vuy, - nndr — Z pg* Ay, (Vn - n)dr
KeT V9K KeT V9K

+ Z / 1ng*V Auy, - nnpdr — Z / uNuy, - nndr
KeT KeT

_ /Q L)+ w)g® DRy, + L1 (up)(A+ p)g*Din’} dv
n /Q {L2(n) (A + 1) Vi + La(up) (A + 1) Vin} dv

_ /Q {Ls(n)ng® Anuy + Ls(up)ug®Aun} do

N /Q (L4 auy + La(wy)uVn} do

- [ otwadintar — | crvwgientar - | cmitir
-/ ofullnldr~ | AVwIVildr - | stwiatar

To

(8.108)
Thanks to the fact that up,,wy, € & and w € HF(Q)?, we can use the
definitions of the lifting operators, (8.28) — (8.31), to deduce

/Q Lo()A + p)g? Diupdy = / (A + 1)g>V D, ydr

1)

— /F (A + p)g®D*uy,) [Vn]dr,(8.109)

/Q Lo()(M + 1) Viupdo = / [11{(A + ) V)dr, (8.110)

To

/E3(ﬂ)ﬂg2AhUhdU:/ [[n]](quVAuh>dr—/ (ng® Aup)[Vn]dr (8.111)
Q To

To
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and

/£4(n)uvhuhdv:/ [n]{uVuy)dr. (8.112)
Q To

As showed at the beginning of this chapter, the integrals on 0K on the
right-hand side of (8.108) can be written as

KEG;—/M{()\ + 1) g*D*uy, (V- n)dr = /FO«)\ + N)92D2uh>[[V77]]dT

+ /F O 1)g° D*up](Vn)dr,
(8.113)

> / A+ ) g*V Dy, - npdr - = / (A + 1)g*V D*uy) [n]dr
KeT /0K Fo

+ /F | [(A + w)g*V D*w, ] (n)dr,
(8.114)

Z /aK(A + 1)Vuy, - nndr = /F (A + p)Vuy)[n]dr

KeT

+/F [(A+ w)Vug](n)dr, (8.115)

int

) /a K#QQAUh(VW‘”)dT: /F (g Auy) [Vidr + / [1g* Ay ] (Vn)r,

KeT Fing
(8.116)
> / pg*V Ay, - nndr = / (ng®~ Aup)[n]dr + / [19°V Aug] (n)dr
ferJoK I Tint
(8.117)
and

Z /aK uVuy, - nndr = /F (uNVup) [n]dr + /F [tV up)(n)dr.  (8.118)

KeT



314 IPDGFEMs for SGE in 2-D

The substitution of the mathematical expressions (8.109) — (8.118) on
the right-hand side of (8.108) yields

Lsg(n) = Bsg(un, 1)

{ A+ g Dh) uy, + (A + p)Diuy, — pg* A2y, + uAhuh} ndv
L

3

)+ )g*Dindo + [ Lalun) 3+ )Py

b\::)\:)

Ly () pg* Apndv + / L4(uy)uVyndo + / [N+ 1) g*V D*u, ] (n)dr
Q

Dint

[(A+ 1)g? D2w, ) (Vdr — / [+ 1) V) (ndr

int 1—‘int

gV wlindr ~ [ g S (Vajdr — [ u0ulin)dr

Fint Fint

_|_

int

unl[ldr — / AVwlIValdr — | €lunllnldr

To

S—

0

_ /F ofu][rldr — / BIvu[Valdr — [ 8w, ]lnldr

F() FO

(8.119)
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and by using the triangle inequality on the right-hand side of (8.119),
we have

L

—~

59

77) sg(uha 77)‘
‘ dv

{f — A+ w)g® (D) w, + (A + p) Diwy, — pg* Ay, + uAhuh} n

[ £+ ) g2 D] dv + / Lo+ 1) V] do
Q

+

D\b\»@

| Ls(up) pg® M| dv + / | La(ap) V| dv
Q

+ [l v DPulmldr+ [ 10+ wg Dl (v dr

int

[0+ wvalimldr+ [ |lgvawlin]dr

int int

|[1g” Aup (V)| dr + / [V ap](n)| dr

int

+

int

+ [ Wlu]lldr + | 1CIVun][ V]l dr + A [€Twn][n]| dr

o o

+ [ lelwln)ldr+ [ 1B[Va][Valldr+ [ |6[un][n]] dr.

To To 1)
(8.120)

Fix wy, to be the elementwise linear approximation to e such that
le® — wp|jx < Chy™ ]|e i, K (8.121)

for C' > 0, independent of T, for 0 < j < m < 2and K € T (see [55]). We
shall employ this to bound the terms on the right-hand side of (8.120).

First, we shall estimate the sixth integral on the right-hand side of (8.120).
By applying the Cauchy-Schwarz inequality (A.12), we conclude

|10+ gy D2l o

< |y PN+ 1) g* VD2 uy] ||

(8.122)
v/ (n)

|Fint :

int

Now, we shall bound the second factor on the right-hand side of (8.122). By
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recalling the mean value inequality (A.19), we get

V2R < D A (I 12+ 1 112)
e€Eint . (8.123)
Co(A+m)g® > hillnl3x-

KeT

After that, employing the trace inequality (A.38) on the right-hand side of
(8.123) implies

72 )

2 SO+ g Y b (i nll% + hilnl?g) . (8.124)
KeT

Then, by invoking the mathematical inequality (8.121) on the right-hand
side of (8.124), we have

1742 ()

Inserting (8.125) on the right-hand side of (8.122), we arrive to the conclu-
sion that the sixth integral can be bounded as follows

b S CO, 0+ g5 (8.125)

/ [+ wg? VD>l ()| dr < CD*2[(A + p)g?V D?*us] ||, ez
Ding

(8.126)
What is more, we shall analogously estimate the seventh up to eleventh
integral on the right-hand side of (8.120). In consequence, we reach to

/ I+ 1) > D*up (V) | dr < C|RY2[(A + 1) > D*up]||r,., €] 2,0,
1—‘int
(8.127)

€l1q, (8.128)

int

int

/F' [+ 1) Vur] ()] dr < C|[RY2 [ + 1) Vg ]|

€20, (8.129)

Dint

[ lleg?vawl ] dr < Clb*2g?v 2w
Ding

int

[ lng?8uid(9m) dr < Cl 2 g Suln, Jelaa, (3130
1—‘int

and

e|1.0. (8.131)

int

/ eV wil(n)] dr < IR [V usllle
1—‘int
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In the meanwhile, adding the mathematical expressions (8.126) — (8.131)
and then applying the Cauchy-Schwarz discrete inequality (A.13) on the
right-hand side derives

|10+ gVl e+ [ |0+ wg* DP9 dr

int

[0 el s [ v amo) i

+ /F |[1g Aw, ] (V)| dr + /F [V ] ()| dr

C(ID*2[{(A+ pg®} PV D], + [[02[{O+ p)g®} 2 D] 7,

+ ||h1/2[[(A + ) V|, + (22 [(ng?) PV Aw ]I,
12 (g 2 Aw] [, + B[ Vw ] R,)

X (HO+ gy 2e B + 100+ 1) 26 g + 1 (ng®) e g + 1 2ef )

(8.132)

Thereafter, we shall follow quite similar series of steps to estimate the

twelfth integral, contained the stabilization parameter, on the right-hand
side of (8.120). Employing the Cauchy-Schwarz inequality (A.12) gives

A and ] dr < {1y [an]lleo Iy [n] . (8.133)

int

Wherefore, it is important to bound the second factor on the right-hand side
of (8.133). By applying the jump inequality (A.18), we obtain

V2l < D2y (12 + [0~ 112)
eco . (8.134)
<20,(N + 1)g” D hillnl 5k
KeT

Recalling subsequently the trace inequality (A.38) on the right-hand side of
(8.134) entails

V2[R, < COy N+ w)g? Y - by (hidlnll% + hicInl3 ) - (8.135)
KeT

Now, by using the mathematical inequality (8.121) on the right-hand side
of (8.135), we conclude

2 InlIE, < COL(A+ p)g?le3q. (8.136)
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At this point, insertion of (8.136) on the right-hand side of (8.133) yields

Y[l dr < ClYY? [un] e {CH (A + 1)g*} 2 1€ 2.0 (8.137)
To

In addition, by following the above procedure step by step, we shall
achieve to estimate the integrals, which contain the remaining stabilization
parameters, on the right-hand side of (8.120). As a consequence, we deduce

CIVu V]l dr < ClIC2 [Vun]lln, {Ce(A + 1)g*} ?lelo, (8.138)

1)
ETunl[n]| dr < ClIEY*[un]llre{Ce (A + 1)} |e%1.0, (8.139)
To

lafun][n]| dr < Clla?[un]l|ry (Caprg®)?|e° |20, (8.140)

1)
B[Vl [Vn]| dr < C||B*[Vus]|Iry (Capng®) /e 2, (8.141)

o
and
|6[wn][n]| dr < C|16"[wn][ry (Csp)'?[€ 1.0 (8.142)
To

Furthermore, by adding the mathematical expressions (8.137) — (8.142),
containing the stabilization parameters, and then by invoking the Cauchy-
Schwarz discrete inequality (A.13) on the right-hand side, we conclude

FU FU

I[up]nlldr + [ [C[Vap][Vn]| dr + A €[] [n]| dr

+ | lefw]n]ldr+ [ [BIVw][Va]ldr+ [ |6[up][n]| dr

To Ty To
< CC {A+ WP 2lun]|f, + (A + p)g? (b2 [Vus]|IE,
+ (A )| ] [7, + ng? 02 [un][[7, + pg® (b2 [Van]|f?,
_ 1/2
+ul 2 [ug] 7, }

C C C C 1/2
< {{A + ) g®} e q + (A + 1) %l o + [(ng?) 23 + 1'% o } .
(8.143
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Moreover, we shall estimate the rest of the terms on the right-hand side of
(8.120). It is obvious that by using the Cauchy-Schwarz inequality (A.12),
we arrive at

{f —(A+ ,u)g2 (D,%)2 u, + (A + u)Diuh — quAiuh + uAhuh} 7]’ dv

J

+/Q|£1(uh)(A+u)92Din\dv+/ﬂ|£z(uh)(k+u)vhnldv

+/ |£3(uh)u92Ahn’dv+/ |L4(ap) 1V pn| dv
0 0

<= (4 w)g® (D) wy + (A + p) Diwy, — pg®Adwy, + pAywy a1l
+ [1{ON+ g3 2Ly (w) ol {N + 1) g} Dinl e
+ |+ @) Y2 Lo (wp) 0] [N + 1) Van]|a

+ 11(1g®) 2 Ls(an)lel| (1) 2 Apnlla + 1|12 La(an)| ol |12V in] g
(8.144)

Next, employing the inequality (8.121) on the right hand of (8.144) implies

dv

{f‘ — (A +p)g? (D,QL)2 u, + (A + ) Divy, — pg®Aluy, + uAhuh} n

J

+/Q|£1(uh)(A+u)92Din\dv+/9|£z(uh)(k+u)vhnldv

+/ |£3(uh)ug2Ahn‘dv+/ |L4(ap) 1V pn| dv
0 0

< Of = A+ m)g® (D) + (A + 1) Diwy — pg® Auy, + pd [
X hQ‘ec‘ZQ

+ CI{A+ wg*}2La (i) [lo{(A + 1)g°}*e a0

+ Cl{A+ ) Lo (wy) ol (A + 1) %€ 0

+ C[(ng®) 2 La(wy) 0] (1g%) e |20 + C|| 2 La(wp) || 0] 1 ?e|1 0
(8.145)

Thereafter, by recalling the Cauchy-Schwarz discrete inequality (A.13) on
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the right hand of (8.145), we reach to

dv

{f — (A +mg* (D) wn + (A + p) Diwy — pg*Aduy, + MAhuh} U

Q
+/ |£1(uh)(>‘+ﬂ)92Di2ﬂ7‘dU+/ |Lo(up) (A + ) Vin| dv
Q Q

+ / | Ls(up) pg® Apn| dv + / | La(ap) V| dv
Q Q
C (II03F = (4 o)g? (D) + (A + ) Dy — g A, + g H [
O+ g P20 )3 + I+ ) 2La(w)l13 + [1(g®) > Lo (un)
2 La(u) )

< (O + gy e + Ok ) e + |(ng”) e + |nt e o) '

(8.146)

Now, we can invoke the stability of the lifting operators (8.36) — (8.39), on
the right-hand side of (8.146), so we arrive to the conclusion

{f‘ — (A +p)g? (Di)2 uy, + (A + p)Diuy, — pg* Ay, + uAhuh} 77‘ dv
Q

+ [ 1em s mginl av + [ 120+ ) Vil
Q Q

—|—/ |£3(uh)quAhn’dU+/ ]£4(uh),uvhn|dv
Q Q

C (IB2F = (A -+ p)g® (DF)" wn + (A + o) Diup — pugAduy + A } I3
+ G L+ g2 [, + A+ gl [Ty |1,
+ O w2 Twal [, + pg? D[] |12, + ug?l [V ]|,
a2 a2 )

C C C C /2
X (A + ) g} %e g + |(A+ 1) e} o + [(ug®) e o + [ Pe T o)
(8 147)

We note that it holds

{OA+ 1)g*} 2B g = [[{(A + 1)g*} 2 D%, (8.148)

el g = [ Vel| [, (8.149)
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for the gradient V of vector e® and
(A4 ) Pe g < Ol A+ )2V ef[3, (8.150)

for the divergence V of vector e from Poincaré’s inequality (A.22).

In that point, we shall assume that it also holds

[(1g®) ' %e 5.0 < Ol(ng*) /2 Aef||3. (8.151)

Now, by inserting the mathematical expressions (8.148) — (8.151) on the
right-hand side of (8.147), of (8.132) as well as of (8.143) respectively, we
deduce

/ Hf‘ — (A +p)g? (D}QL)2 w, + (A + ) Diuy, — pg®Aluy, + ,uAhuh} n|dv
0

+ [ e wgDial o+ [ e+ 0Vl do
Q Q

—l—/ ‘Eg(uh),ugZAthv—l—/ |L4(up) YV in| dv
0 Q

< C (IB2(F = A+ p)g® (DF) w + A+ p)Diuy — g Ay + s bR
+ Gy {(A+ g I I, + (A + g I [V I,

+ A+ @)D 2Lu]lf, + ng? (02 [ua][[E, + po’[ b7 2[Vui]|E,
I I D

X (IO + p)g?}2D%eCl [ + (|3 + 1) 296 3 + [ (ng?) 20

ciay1/2
Hlp2velld)
(8.152)
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|10+ mgv Dt e+ [ 10+ g D7) dr

Dint

| o+ wvwltar+ [ |lkgvaulm)|

int

+ /F - |lng* Awn](V) | dr + /F [V an] )| dr

int

< C(IID°P[{(A + m)g?} >V D*uy]|
+ [IWY2[(\ + )2V uy] 2 1032 [(1g?) 2V Auy]
Y2 (pg?) 2 Au] R, + ||hY2[ 2V, %im)l/Q
O g D2+ 11+ 1) Ve + 1) 2B
v 5)”

P + 2+ 1)g?} 2 D]

2
Tint

2
Tint

(8.153)
and
A [ylun][nll dr + A <[V ][Va]| dr + A &lun][n]| dr
] |a[ug)[n]] dr + A B[Va][Vn]| dr + A |0[un][n]| dr
OO+ I Tl + O+l PVl

+ O+ w2 [, + ng?l 2 [u]

TRl el A2t ([ S| St P T

) IO+ g2} D% + |+ 1) /2Vef| 2 + [[(ug?) /206
Hlu2vee .

Now, we shall insert (8.152) — (8.154) on the right-hand side of (8.120).
Afterwards, by combining the deriving inequality with the mathematical ex-
pressions (8.101), (8.102), (8.106) and the Cauchy-Schwarz discrete in-
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equality (A.13), we obtain

IO+ m)g?H 72D\ + |0+ ) V2V e | + | (ng®) /20 + |2 eI
< C (IB2(F = A+ p)g® (DF) " + -+ ) Diuy — g Ay + s bR
+ C2 {0+ w2 [uall, + O+ gl 2 [V un i,
+ A+ w2 L, + pg?l 2wl
g% [ [T w ]I B, + gl 2 a2, )
+ A+ DIV DA, + (A + gl (D% ]|
+ A+ I 2Vw IR, + gl VAR,
+ug| D2 [Aw] [, + el PV, ) -

(8.155)

Finally, insertion of inequality (8.155) on the right-hand side of (8.99)
gives

2
Fint

lha = w2,

< C (IB2(F = (A + p)g® (DF) w + A+ ) Diwy — pug® Ay + e bR
+C2{ (A + g’ I P[wi]|IF, + A+ w)g?|h 2 [Vu]lIf,

+ A )l 2T 1B, + g b2 w3,

g% 2|12, + gl 2R, )

+ A+ wg[IB*2[VD w7, + (A + p)g*| [ D*uy]
+ A+ I 2|, + pg? 0V Aw R
g2 [Aw ]I+l [l

which is the desired result. O

2
Dint
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Chapter 9

Numerical Validation

In this section, we numerically test the interior penalty discontinuous Galerkin
finite element methods for the one-dimensional Toupin-Mindlin strain gra-
dient theory of the previous section. Thus, we go on introducing a specific
boundary value problem and performing a convergence study for different
orders of interpolation and discretization. We end this section with a com-
parison of the numerical findings with our analytical results.

9.1 Boundary Layer Problem with the SGE

We wish to consider a Toupin-Mindlin boundary layer as model problem to
validate our interior penalty discontinuous Galerkin methods for the strain
gradient elasticity. We proceed with the introduction of the model problem,
its exact solution (which will be used for assessing the accuracy of the numer-
ical method), the presentation of a convergence study and the comparison of
the numerical findings with our results of the error analysis.

9.1.1 Model Problem

We want to simulate a prismatic bar, with a cross-section A, which is fixed on
its left and upon which an axial tensile load P acts on its right. In particular,
it is assumed that the length from the attachment to where the axial tensile
load acts is L (L = 1) in this problem. Furthermore, an axially distributed
load f is applied along the bar. Therefore, the problem can be formulated

325
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as ;
gulV —u" = Yok f inQ=(0,1), (9.1)
u(0) =0,
u'(l) =é&1,
R(0) = R, (9.2
P(1) = P,

and the exact solution to this problem can be expressed as

AEc — R+ Pz + Rcosh(z/g)

AE
~ sech(1/g)(g(P — AEe;) 4+ Rsinh(1/g)) sinh(z/g)
AE ’

u(zr) =

(9.3)

if f=0.
Then, we select the values of the constants: ¢ = 0.1, e = 0.6, AE = 1,
R=0and P=1.

9.1.2 Convergence Study

We present a series of numerical experiments to confirm the a priori error
estimates stated in the Theorems 4.5.1.2, 4.5.1.3, 4.5.1.5 and 4.5.1.6.

We emphasize that in order to ensure that the a priori error estimates for
the symmetric method (SIPG) are valid, from the Chapter 4, the selected
values of the stabilization constants must be large enough. These constants
depend on the constants in the inverse inequalities, the shape regularity of
the mesh and the degree of the approximation polynomial, and are difficult
to determine in practice. For the present model problem, for reasons of
consistency for each of the methods considered, we used the values C, =
Cs =12 and C; = 6.

We have employed a uniform mesh, which has been successively refined.
We also note that N, = % serves as a parameter to indicate the degree of
mesh refinement.

One can show that

l[lu—u"|||s = CA*™ and ||u—u"||q = Ch*2,
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where C is a constant independent of h. The convergence rate of the method
in the energy seminorm, respectively in the L?-norm, is then defined to be
the power kp, respectively ks. Assuming that the solution is smooth, the
mesh is uniform, and discontinuous piecewise polynomials of degree k are
employed, the convergence rates are summarized in Tables 9.1 — 9.4. These
rates can be proven theoretically, and they are obtained numerically for A
sufficiently small by applying the formulas

L =l AT
ki = 1 ko = 1 . 9.4
1lw“0m—mmm B e e e R

One can also show that

Il — [l = Cp™ and  [Ju—u|jo = Cp~™,

where C is a constant independent of p. The convergence rate of the method
in the energy seminorm, respectively in the L?-norm, is then defined to be
the power ks, respectively ky. Assuming that the solution is smooth, the
p-refinement is uniform and discontinuous piecewise polynomials of degree
k are employed, the convergence rates are summarized in Tables 9.5 — 9.6.
These rates can be proven theoretically, and they are obtained numerically
for p by applying the formulas

el 1l
In(p+1)—Inp ||u — upt||s )
1 llu —uP||q
ky = | .
4 In(p+1)—Inp Il<||u—ul’+1||g

In Figures 9.1 — 9.2, we first display the convergence of the h-version SIPG
as well as the h-version NIPG in the energy seminorm under h-refinement,
respectively. With exact words, we present a comparison of the energy semi-
norm, |||-|||s, of the error in the approximation to u with the mesh parameter,
N, for 2 < p < 6. Moreover, we observe that |||u —u"|||s converges to zero,
for each fixed p, at the optimal rate O(h?~!) as the mesh is refined. Thus,
Theorems 4.5.1.2 together with 4.5.1.3 are confirmed.

What is more, in Figures 9.3 — 9.4, we exhibit the convergence of the
h-version SIPG as well as the h-version NIPG in the L?-norm under h-
refinement, respectively. To make simple, we plot the L?-norm of the error
in the approximation to v with the mesh parameter, N, for 2 < p < 6. For

(9.5)
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p = 2, we notice optimal rates of convergence as the mesh parameter, N,
increases. Especially, in case of SIPG method, ||u — u"||q converges to zero
at the rate O(hP™1), as N, tends to infinity, for each fixed p. Nevertheless, in
case of NIPG method, ||u — u"||q converges to zero with a suboptimal rate,
as N tends to infinity, for each fixed p.

Moreover, Figures 9.5 — 9.8 display the convergence of the hp-version
SIPG and the hp-version NIPG in the energy seminorm under h-enrichment,
respectively. To clarify, in Figures 9.5 — 9.6, we present a comparison of the
energy seminorm, ||| - |||s, of the error in the approximation to w with the
mesh parameter, N, for 2 < p < 4. On the contrary, in Figures 9.7 — 9.8,
we exhibit a comparison of the energy seminorm of the error with the mesh
parameter, N, for 2 < p < 5. We conclude that |||u — upgl||sp converges
to zero, for each fixed p, at the optimal rate O(h?~!) as the mesh is refined.
Therefore, Theorems 4.5.1.5 and 4.5.1.6 are confirmed.

Furthermore, in Figures 9.9 — 9.12, we display the convergence of the hp-
version SIPG and the hp-version NIPG in the L?-norm under h-enrichment,
respectively. With exact words, in Figures 9.9 — 9.10, we plot the L?-norm
of the error in the approximation to u with the mesh parameter, N, for
2 < p < 4. On the other hand, in Figures 9.11 — 9.12, we plot the L?-norm
of the error with the mesh parameter, Ny, for 2 < p < 5. For p > 2, in
case of SIPG method, we notice optimal rates of convergence as the mesh
parameter, N, increases. In particular, ||u—upg||o converges to zero at the
rate O(hP™!), as N, tends to infinity, for each fixed p. However, in case of
NIPG method, ||u — upg||o converges to zero with a suboptimal rate, as N
tends to infinity, for each fixed p.

Figures 9.13 — 9.20 display the convergence with p-refinement for fixed
N,; of the energy seminorm and the L?-norm of the error for the hp-version
SIPG as well as hp-version NIPG, respectively. Since the solution u of the
test problem is a (real) analytic function, an exponential rate of the conver-
gence under p-enrichment is expected. Indeed, we observe that on a linear-log
scale, the convergence plots become straight lines as the degree of the ap-
proximating polynomial increases, hence indicating exponential convergence
in p. Wherefore, Theorems 4.5.1.5 and 4.5.1.6 are confirmed.

Figures 9.21 — 9.22 display the analytical displacement of the boundary
value problem (9.1) — (9.2) and the IPDG approximate displacement, either
deriving from hp-version SIPG or hp-version NIPG method, respectively.
Specifically, we show four-element uniform meshes generated using discon-
tinuous piecewise cubic polynomials. Into the bargain, Figures 9.23 — 9.24
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display a comparison of the analytical Cauchy stress with the IPDG approx-
imate Cauchy stress, either obtaining from hp-version SIPG or hp-version
NIPG method, respectively. In particular, we exhibit four-element uniform
meshes generated using discontinuous piecewise polynomials of fourth-degree.
Figures 9.25 — 9.26 display a comparison of the analytical double stress with
the IPDG approximate double stress, either deriving from hp-version SIPG or
hp-version NIPG method, respectively. Especially, we present eight-element
uniform meshes generated using discontinuous piecewise polynomials of fifth-
degree. We notice that all the IPDG numerical solutions, either obtaining
from hp-version SIPG or hp-version NIPG method, converge to the exact
solutions.

In Tables 9.1 — 9.4, we present a comparison of the energy seminorm and
L?-norm of the error in the approximation to u, with the mesh function,
N, on a sequence of uniform subdivisions for 2 < p < 6, respectively. In
each case, we exhibit the number of elements in the computational mesh,
the corresponding energy seminorm and L2-norm of the error as well as their
respective computed rates of convergence k; and ky. Here, we observe that
energy seminorms, |||u — u”|||s and |||u — upg|||s, tend to zero, as N in-
creases (or h tends to zero). On the other hand, the L*-norms, ||u — u"||q
and ||u — upgl|q, of the error are also observed to tend to zero, as the mesh
is enriched.

In Table 9.1, we notice that the values of convergence rate, k;, present
something strange for both fixed p = 3 and p = 4. By watching the values of
Table 9.1, someone can think that the numerical solution has not converged
yet, so increase of the mesh function, N, is required. After refining the mesh,
the deriving values of convergence rate, ki, present the same behavior for the
above fixed p. We observed through numerical experiments performed that
the h-version SIPG would present unsual values for the convergence rate, ky,
for fixed p = 3 and p = 4, if the selected values of the stabilization constants
Ca, Cs belonged to the interval [10,20). However, if the selected values of
the stablization constants C,, Cjs € [20,99), the convergence rate, ki, would
diverge for fixed p = 4 and so on.

In Tables 9.5 — 9.6, we show a comparison of the energy seminorm and
L2-norm of the error in the approximation to u, with the polynomial degree p
on a sequence of uniform enrichments for fixed N, = 2,4, 8, 16, respectively.
In each case, we present the polynomial degree in the computational mesh,
the corresponding energy seminorm and L2-norm of the error as well as their
respective computed rates of convergence k3 and ky. We observe that energy
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seminorm, |||u — upgl||sp, tends to zero, as p increases. On the other hand,
the L:norm, ||u — upg||a, of the error is observed to tend to zero under
p-refinement.
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Figure 9.1: Convergence of the h-version SIPG in the energy seminorm under
h-refinement.
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Figure 9.2: Convergence of the h-version NIPG in the energy seminorm under
h-refinement.
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Figure 9.3: Convergence of the h-version SIPG in the L2-norm under h-
refinement.
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Figure 9.4: Convergence of the h-version NIPG in the L?-norm under h-

refinement.



9.1 Boundary Layer Problem with the SGE 335

llu=uggll,,

10k

10 °F | —e— p=2

——— p:3

—Sp=4

10 10 10°
Nel

Figure 9.5: Convergence of the hp-version SIPG in the energy seminorm
under h-refinement.



336 Numerical Validation

llu-u gl

107 [ o 1

—— p=3

—e—p=4

10° _

10 10" 10°
Nel

Figure 9.6: Convergence of the hp-version NIPG in the energy seminorm
under h-refinement.
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Figure 9.7: Convergence of the hp-version SIPG in the energy seminorm
under h-refinement.
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Figure 9.8: Convergence of the hp-version NIPG in the energy seminorm
under h-refinement.
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Figure 9.9: Convergence of the hp-version SIPG in the L?norm under h-
refinement.
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Figure 9.10: Convergence of the hp-version NIPG in the L?-norm under h-
refinement.
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Figure 9.11: Convergence of the hp-version SIPG in the L?-norm under h-
refinement.
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Figure 9.12: Convergence of the hp-version NIPG in the L?-norm under h-
refinement.
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Figure 9.13: Convergence of the hp-version SIPG in the energy seminorm
under p-refinement.
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Figure 9.14: Convergence of the hp-version NIPG in the energy seminorm
under p-refinement.
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Figure 9.15: Convergence of the hp-version SIPG in the energy seminorm
under p-refinement.
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Figure 9.16: Convergence of the hp-version NIPG in the energy seminorm
under p-refinement.
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Figure 9.17: Convergence of the hp-version SIPG in the L?-norm under p-
refinement.



348 Numerical Validation

llu=upgll 2

—v— Nel=16

10'9 L L L L L

Figure 9.18: Convergence of the hp-version NIPG in the L?-norm under p-
refinement.
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Figure 9.19: Convergence of the hp-version SIPG in the L?-norm under p-
refinement.
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Figure 9.20: Convergence of the hp-version NIPG in the L?-norm under p-
refinement.
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Figure 9.21: Comparison of Exact Displacement with hp-version SIPG Ap-
proximate Displacement (p = 3, N = 4)
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Figure 9.22: Comparison of Exact Displacement with hp-version NIPG Ap-
proximate Displacement (p = 3, N = 4)
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Figure 9.23: Comparison of Exact Cauchy Stress with hp-version SIPG Ap-
proximate Cauchy Stress (p =4, Ny = 4)
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Figure 9.24: Comparison of Exact Cauchy Stress with hp-version NIPG Ap-
proximate Cauchy Stress (p =4, Ny = 4)
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Figure 9.25: Comparison of Exact Double Stress with hp-version SIPG Ap-
proximate Double stress (p = 5, N = 8)
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Figure 9.26: Comparison of Exact Double Stress with Ap-version NIPG Ap-
proximate Double stress (p = 5, N = 8)
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Method

1w — u"|l]s

ky

[lu — vl

ks

SIPG, p =2

9.6145x10~2
6.5260x 1072
3.7850x 1072
2.0812x 1072
1.0961x 102
5.6071x1073

0.5590
0.7859
0.8629
0.9250
0.9671

5.0177 x1073
1.7634x1073
3.6687x10*
5.6871x107°
7.8874x 1076
1.0398x 106

1.5087
2.2650
2.6895
2.8501
2.9232

SIPG, p=3

6.2303x 1072
2.5035x 1072
7.5467x 1073
2.6736x10~3
1.2376x 1073
6.1789x 1074

1.3154
1.7300
1.4971
1.1112
1.0021

9.5772x10~*
1.8906x 104
3.9271x10~°
6.0611x10~¢
8.1828 %1077
1.0561x10°7

2.3408
2.2673
2.6958
2.8889
2.9600

SIPG, p=4

5.3852x 102
1.5715x 102
3.7964x 103
1.1318%x1073
5.1385%x10~*
3.1011x10~*

1.7769
2.0494
1.7460
1.1391
0.7286

3.7989x10~*
5.3915%x107°
1.1289%x10°°
2.0740x 106
3.2940x 107
5.3199x 108

2.8168
2.2558
2.4444
2.6545
2.6304

SIPG, p=5

6.4190x 1072
5.9576x 1073
2.9909x 1074
1.5203%x107°
7.4803%x 1077
3.7696x 108

3.4295
4.3161
4.2982
4.3412
4.3106

1.3353x1073
3.0175%x107°
3.1670x1077
3.7174x107?
4.1854x 101
4.3479x 1012

5.4677
6.5741
6.4127
6.4728
3.2670

SIPG, p=6

6.6645x1073
7.4765%x 1071
6.1368x107°
6.8504x 1077
1.6169x1078

3.1561
3.6068
6.4852
5.4049

6.1414x107°
1.6663x1076
3.1114x10°8
1.2239x 10710
7.8475%x 10712

5.2038
5.7429
7.9899
3.9631

Table 9.1: Numerical errors and convergence rates for the h-version SIPG
method under uniform mesh refinement.
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Method

[llu — u"lls

ki

lu — u"la

ks

NIPG, p = 2

9.1853x 102
6.1835x 1072
3.5760x 1072
2.0093x 1072
1.0779%x 1072
5.5630%x 1073

0.5709
0.7901
0.8317
0.8985
0.9543

5.6175x1073
1.7116x1073
1.0959% 1073
4.8805x10~*
1.4763x 1074
3.9015x107°

1.7146
0.6432
1.1670
1.7250
1.9199

NIPG, p = 3

4.5954x 1072
2.0325x1072
6.5473x1073
1.6614x1073
4.0048x 1074
9.7793x107°

1.1469
1.6343
1.9785
2.0526
2.0339

2.2629x1073
4.4506x10~*
3.6518x107°
2.8344x107°
9.0382x 1076
2.3100x10°°

2.3461
3.6073
0.3656
1.6489
1.9681

NIPG, p = 4

1.9864x 102
6.0348%x 1073
1.3626x107?
2.5352x10~*
4.0869x107°
5.9354x 107

1.7188
2.1469
2.4262
2.6330
2.7836

3.7970x 1073
9.5894x10~*
1.2265x 104
1.1051x107°
8.2821x10~7
5.6132x 108

1.9853
2.9669
3.4723
3.7380
3.8810

NIPG, p=5

6.5896x 10"
8.0393x10~*
5.8821x107°
3.5699x 107
2.1473x1077
1.3168x107®

3.0350
3.7727
4.0424
4.0553
4.0274

6.0626x10~*
1.6818x1075
1.0806x 1076
7.6842x10°8
4.7567x107?
4.1207x 10710

5.1719
3.9601
3.8138
4.0139
3.5290

NIPG, p = 6

1.5338x1073
1.0264x 104
4.8420x 1076
1.9454x 1077
7.1150x 107

3.9014
4.4058
4.6375
4.7731

1.8109%x 104
4.5774x1076
9.7539x 108
1.8959x107°
3.3952x 101

5.3060
5.5524
2.6850
2.8032

Table 9.2: Numerical errors and convergence rates for the h-version NIPG
method under uniform mesh refinement.
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Method Ne | |[Ju —upel||se k1 ||u — upcllo ks
SIPG, p=2| 2 | 9.6847x1072 9.8950x 1073
4 | 5.7654x1072 | 0.7749 | 2.5710x1073 | 1.9443
8 | 3.1853x1072 | 0.8560 | 5.1782x10~* | 2.3118
16 | 1.6397x1072 | 0.9580 | 1.0991x10~* | 2.2361
32 | 8.2159x1073 | 0.9970 | 2.5880x 1075 | 2.0864
SIPG,p=3| 2 | 3.8846x1072 2.0084x 1073
4 | 1.5930x1072 | 1.2860 | 2.5977x10~* | 2.95073
8 | 4.9341x1073 | 1.6909 | 2.1949x10° | 3.5650
16 | 1.3138x1073 | 1.9090 | 1.5074x107% | 3.8640
32 | 3.3315x107* | 1.9795 | 9.6920x1078 | 4.0186
SIPG,p=4| 2 | 1.3701x1072 4.1314x10~*
4 | 3.2005x1072 | 2.0980 | 2.9156x107° | 3.8248
8 | 5.1096x10~* | 2.6470 | 1.2909x107°¢ | 4.4973
16 | 6.8483x1075 | 2.8994 | 4.5264x107% | 4.8339
32 | 8.6915x107% | 2.9781 | 1.6057x107% | 4.8171
SIPG,p=5| 2 | 3.9569x107° 7.9679x107°
4 | 4.9169x107* | 3.0085 | 2.7877x107¢ | 4.8371
8 | 3.9931x107° | 3.6222 | 5.9016x107% | 5.5618
16 | 2.6932x107% | 3.8901 | 2.9983x10~? | 4.2989

Table 9.3: Numerical errors and convergence rates for the hp-version SIPG
method under uniform mesh refinement.
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Method Ny | |||u —upg|||so k1 ||lu — upcl|a ko
NIPG,p=2 | 2 | 9.6414x1072 9.7798x 1073
4 | 5.7421x1072 | 0.7477 | 2.4246x1073 | 2.0121
8 | 3.1758x1072 | 0.8545 | 4.4646x10~* | 2.4411
16 | 1.6364x1072 | 0.9566 | 8.4208x107° | 2.4065
32 | 8.2058x1073 | 0.9958 | 1.8400x1075 | 2.1943
NIPG,p=3 | 2 | 3.8677x1072 2.0331x1073
4 1.5865x1072 | 1.2856 | 2.8997x10~* | 2.8097
8 | 4.9183x1073 | 1.6896 | 3.5703x107° | 3.0218
16 | 1.3107x1073 | 1.9078 | 5.9009x10~¢ | 2.5970
32 | 3.3258x107% | 1.9786 | 1.2478x107% | 2.2415
NIPG, p=4| 2 1.3646x 102 4.5116x10~*
4 | 3.1875%x1072 | 2.0980 | 3.5130x107° | 3.6829
8 5.0927x107% | 2.6459 | 1.8090x 1076 | 4.2794
16 | 6.8321x107° | 2.8980 | 8.8179x 1078 | 4.3586
32 | 8.6785x107% | 2.9768 | 5.9169x107? | 3.8975
NIPG, p=5,| 2 | 3.9404x1073 8.7614x107°
4 | 4.8976x107% | 3.0082 | 3.3424x1076 | 4.7122
8 | 3.9796x107° | 3.6214 | 1.1042x1077 | 4.9198
16 | 2.6858x1076 | 3.8892 | 8.3901x107? | 3.7182

Table 9.4: Numerical errors and convergence rates for the hp-version NIPG
method under uniform mesh refinement.
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Method P | |||lv—upa|||s ks ||lu — upcl|a kg
SIPG, Ny =2 | 2| 9.6847x1072 9.8950x 1073
3| 3.8846x107% | 2.2530 | 2.0084x1073 | 3.9330
4 1.3701x1072 | 3.6225 | 4.1314x107* | 5.4967
5| 3.9569x107% | 5.5660 | 7.9679x107° | 7.3754
6| 9.4191x107* | 7.8724 | 1.3425x107° | 9.7678
SIPG, Ny, =4 | 2| 5.7654x1072 2.5710x107*
3| 1.5930x1072 | 3.1723 | 2.5977x107* | 5.6534
4 3.2005x1073 | 5.5787 | 2.9156x107° | 7.6026
5| 4.9169x107% | 8.3947 | 2.7877x107¢ | 10.5199
6 | 6.0749x107° | 11.4693 | 2.3293x107" | 13.6146
SIPG, Ny, =8 | 2| 3.1853x1072 5.1782x10~*
3| 4.9341x1073 | 4.5996 | 2.1949%x1075 | 7.7958
4| 5.1096x107* | 7.8824 | 1.2909x1076 | 9.8490
51 3.9931x107° | 11.4238 | 5.9016x 1078 | 13.8265
6 | 2.4886x107° | 15.2227 | 2.4782x107Y | 17.3884
SIPG, N, =16 | 2 | 1.6397x1072 1.0991x10~*
3| 1.3138x107% | 6.2254 | 1.5074x1075 | 10.5787
4| 6.8483x107° | 10.2686 | 4.5264x 1078 | 12.1858
5| 2.6932x107¢ | 14.5012 | 2.9983x107Y | 12.1647

Table 9.5: Numerical errors and convergence rates for the hp-version SIPG
method under p-refinement.
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Method ? | |llv —upc|||s ks l|u — upcl|a k4
NIPG, Ny =2 | 2| 9.6414x1072 9.7798x1073
3| 3.8677x1072 | 2.2527 | 2.0331x1073 | 3.8740
4] 1.3646x1072 | 3.6214 | 4.5116x10~* | 5.2332
5| 3.9404x1073 | 5.5667 | 8.7614x107° | 7.3445
6 | 9.3807x107* | 7.8719 | 1.4592x107° | 9.8314
NIPG, Ny, =4 | 2| 5.7421x107* 2.4246x1073
3| 1.5865x1072 | 3.1724 | 2.8997x107* | 5.2376
4| 3.1875x1073 | 55787 | 3.5130x107° | 7.3370
5| 4.8976x107* | 8.3940 | 3.3424x1075 | 10.5419
6 | 6.0532x1075 | 11.4673 | 2.6809x10~" | 13.8389
NIPG, N, =8 | 2| 3.1758%x107? 4.4646x10~*
3| 4.9183x1073 | 4.6001 | 3.5703x107° | 6.2302
41 5.0927x107* | 7.8828 | 1.8090x107% | 10.3672
51 3.9796x107° | 11.4241 | 1.1042x1077 | 12.5311
6 | 2.4814x107% | 15.2201 | 3.3666x107" | 19.1441
NIPG, N,; = 16 | 2 | 1.6364x10~2 8.4208x107°
3| 1.3107x1073 | 6.2262 | 5.9009x107% | 6.5559
4] 6.8321x107° | 10.2686 | 8.8179x107® | 14.6116
5| 2.6858x107% | 14.5029 | 8.3901x107° | 10.5417

Table 9.6: Numerical errors and convergence rates for the hp-version NIPG

method under p-refinement.




Chapter 10

Concluding Remarks

10.1 Conclusions

This dissertation primarily engaged with the development of both h- and hp-
version interior penalty discontinuous Galerkin finite element methods for
boundary value problems of strain gradient elasticity and of plate theory.
However, its scope also extended to the development of both h- and hp-
version continuous interior penalty finite element method for one-dimensional
boundary value problems of strain gradient elasticity. Overall, our research
endeavor focused on conducting either a priori error analysis for one-dimen-
sional problems or a posteriori error analysis for higher dimensional problems.

For this purpose, we presented a functional, analytic framework using
broken Sobolev spaces as well as corresponding finite element spaces for the
above methods and establishing a priori error estimates for one-dimensional
problems of SGE on regular families of subdivisions. A priori error estimates
of the h-version were optimal in h, irrespective of the applied method. In
addition, a priori error estimates of the hp-version were optimal in h, but
were p-suboptimal. To the best of our knowledge, it was the first time that
the h- and hp-version interior penalty discontinuous Galerkin finite element
methods were applied for a fourth-order elliptic problem of strain gradient
elasticity in 1-D. The hp-version continuous interior penalty finite element
method had never been applied for a fourth-order elliptic problem of strain
gradient elasticity in 1-D. It was also the first time that the h- and hp-version
continuous interior penalty finite element method was applied in a sixth-order
elliptic problem.
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By using lifting operators, we developed the interior penalty discontinuous
Galerkin methods for the Kirchhoff-Love plate model problem of linear elas-
ticity, which was equipped with essential and complicated natural boundary
conditions. Then, we introduced a recovery operator that mapped discon-
tinuous finite element spaces to C'-conforming finite element spaces. Next,
we presented a technical lemma about this recovery operator. The use of
lifting operators, application of IPDG methods to the above boundary value
problem and the development of a technical lemma of a recovery operator
for that kind of fourth-order elliptic problem is also a original contribution

to the field.

Furthermore, by employing lifting operators, we developed interior penalty
discontinuous Galerkin methods for a system of partial differential equations
of strain gradient elasticity with respect to the displacement. The problem
was equipped with essential boundary conditions (clamped type) to which
we introduced a recovery operator that mapped discontinuous finite element
spaces to C'-conforming finite element spaces. After that, presentation of a
technical lemma about the recovery operator followed. Next, using this tech-
nical lemma, we established a reliable a posteriori error estimate of residual
type for the symmetric interior penalty discontinuous Galerkin method in
the corresponding energy seminorm. To the best of our knowledge, it was
also the first time that a posteriori error analysis conducted for a system of
partial differential equations of strain gradient elasticity in 2-D, by applying
the interior penalty discontinuous Galerkin methods, which led to a reliable
a posteriori error estimate.

The theoretical findings of the interior penalty discontinuous Galerkin
finite element methods of strain gradient elasticity in one-dimension were
tested through numerical experiments; we employed a one-dimensional bound-
ary value problem of strain gradient elasticity whose analytical solution pre-
sented a boundary layer. We mention that the numerical solutions (i.e., ap-
proximate solutions, convergence rates etc.) assured the analytical findings
of the IPDG methods developed.

In a nutshell, there is a thriving interest in interior penalty discontinu-
ous Galerkin and continuous interior penalty methods since they have been
proven to provide flexible and accurate discretisations to many problems of
practical interest.
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10.2 Directions For Future Work

We briefly reflect on some interesting open problems concerning these meth-
ods.

¢ Extensions of the theory. In this work, only elliptic boundary value
problems were considered.

1. It would be fairly challenging to extend the design of continuous
interior penalty method to non-linear, hyperbolic and parabolic
problems.

2. It would be worthy of further research to study the interior penalty
discontinuous Galerkin methods, for the problems presented in
this work, by employing shape irregular (anisotropic) elements in
the subdivision of €.

3. What is more, the development of interior penalty discontinuous
Galerkin and continuous interior penalty methods for other higher
dimensional problems of strain gradient elasticity and plasticity
would be of great importance.

4. The development of dynamic analysis of interior penalty discon-
tinuous Galerkin and continuous interior penalty finite element
methods for evolutionary differential equations would be both sig-
nificant and challenging.

e Numerical validation. The numerical experiments of the higher di-
mensional problems, for finite element methods developed in this dis-
sertation, would be crucial so that the theoretical findings could be
confirmed.

In any case, there exist quite a few unanswered questions regarding the
interior penalty discontinuous Galerkin and continuous interior penalty meth-
ods as well as their possible applications to various problems.
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Appendix A

Inequalities

Appendix A initially states the basic definitions of a finite element, of de-
grees of freedom, of basis functions, of an interpolant as well as of affine-
equivalent finite elements, needed for the definition of regularity, of high-
order C''-conforming macro-element, of the continuity of a functional and
finally the Riesz representation theorem. Then, interpolation estimates are
given. Appendix A is concluded with important inverse estimates, basic trace
inequalities and useful integration formulas. The interpolation estimates, the
inverse estimates and the trace inequalities are extensively used in the proofs
of the coercivity, of the continuity and of the error analyses throughout this
dissertation. The references for the following definitions and theorems can be
found in the book of Brenner and Scott [36] and of Ciarlet [56], respectively.

A.1 Basic Definitions

To set the stage for the development in this appendix, we first wish to define
Lipschitz boundary, a finite element, degrees of freedom, basis functions, an
interpolant, affine-equivalent elements as well as regularity.

Definition A.1.1. We say Q has a Lipschitz boundary OS2 provided there
exists a collection of open sets O;, a positive parameter €, an integer N
and a finite number M, such that for all x € 0N the ball of radius € cen-
tered at x s contained in some O;, no more than N of the sets O; in-
tersect nontrivially, and each domain O; N Q = O; N Q; where €; is a
domain whose boundary is a graph of a Lipschitz function ¢; (i.e.,; =

{(z,y) eR":z e Ry < di(x)}) satisfying ||di]] Lipen—1) < M.

367
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Defintion A.1.2. A finite element in R¢ is a triple (K, P,N') where

o ) C RN is closed and has a non-empty interior and a Lipschitz-continuous
boundary,

e P is a finite-dimensional space of real-valued functions on K with

dimP = k,

e N is a set of k linear forms ¢;, 1 < 1 < k, defined over the space P,
and it is assumed that the set N is P-unisolvent, i.e., for given any
real scalars c;, 1 < i < k, there exists a unique function v € P that
satisfies p(v) = ¢;, 1 <1 < k.

Definition A.1.3. The linear forms ¢;, 1 < i@ < k, are called degrees of
freedom of the finite element and, due to the P-unisolvency of N, it is easy

to see that they are linearly independent. Therefore, N is a basis for the dual
of P, which we will denote by P’.

Definition A.1.4. Always because of the P-unisolvency of N, it is clear
that there exist k functions w; € P, 1 < i < k, that satisfy ¢;(vi) = 9,5,
1 <5< k. Ergo, the identity

k

v = Z ¢i(v)v; YveP (A.1)

i=1

holds. The functions v;, 1 < @ < k, are called basis functions of the finite
element.

We can now state the definition of an interpolant, which has great im-
portance in both interpolation and approximation theory.

Definition A.1.5. Given (K,P,N) and a function w : K — R smooth
enough to have the degrees of freedom ¢;(v), 1 < i < k, well defined, we
define the P-interpolant of the function w as

k

Tw=> ¢i(w)v. (A.2)

i=1

Due to the P-unisolvency of N, the P-interpolant is the unique function
satisfying
TweP and ¢)(ITw)=¢;(w), 1<i<k. (A.3)
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Definition A.1.6. For x € R?, let F(x) = Ax+b be an affine map (A
non-singular). We say that the finite elements (K, P,N) and (K,P,N) are

affine-equivalent if
K = F(K),
ﬁ:{f):f(—ﬂ)ﬂ@:vo]ﬂvep},
N = {ng € Pldi(vo F) = ¢i(v),v € 73} :
Definition A.1.7. Given a family of finite elements (T,Pr,N7) where

Ke T, let
hx = diam(K), (A.4)

and
px = sup{diam(S), S is a ball contained in K } . (A.5)

We say that the family of finite elements is reqular if

e there exists a constant ¢ such that

hie

< ¢, A6
PK (4.6)

o the family (hg) is bounded and 0 is its only accumulation point, which
we indicate, with an abuse of notation, as

Definition A.1.8. Let element K € T. For m > 4 a macro-element of
degree m is a nodal finite element (K, 75m,/(/m) consisting of subtriangles K;,
where © = 1,2,...,s, with s = 3 if K is a triangle or s = 4 if K is a
quadrilateral. The local element space P, is defined by

P = {v € CHK) 1 v|k, € Pu(K,),i=1,...,5}.
The degrees of freedom N, are defined as follows:

e the value and the first (partial) derivatives at the vertices of K;

e the value at m — 3 distinct points in the interior of each exterior edge
of K;



370 Inequalities

e the normal derivative at m — 2 distinct points in the interior of each
exterior edge of K;

e the value and the first (partial) derivatives at the common vertex of all
K;, where1=1,...,s;

o the value at m —4 distinct points in the interior of each edge of the K;,
where i =1,...,s, that is not an edge of K;

o if K is a triangle then the normal derivative at m — 4 distinct points
i the interior of each edge of the K;, where i = 1,...,3, that is not
an edge of K, and if K is a quadrilateral then the normal derivative
at m — 4 distinct points in the interior of each edge of the K;, where
1 =1,...,4, that is not an edge of K and an extra normal derivative
at a point in the interior of just one of the edges of the K; that is not
an edge of K;

e the value at (m —4)(m —5)/2 distinct points in the interior of each K;
chosen so that, if a polynomial of degree m —6 vanishes at those points,
then it vanishes identically.

See [84].

Proposition A.1.9. A linear functional, L, on a Banach space, B, is con-
tinuous if and only if it is bounded, i.e., if there is a finite constant C such
that

|L(v)| < C||vl|lp Vv € B. (A.8)

For a continuous linear functional, L, on a Banach space, B, the propo-
sition states that the following quantity is always finite:

L(v
|L||p := sup ( >,
oveB ||V]|B

(A.9)

where B’ is the dual space.

Riesz Representation Theorem A.1.10. Any continuous linear func-
tional, L, on a Hilbert space, H, can be represented uniquely as

L(v) = (u,v) (A.10)
for some uw € H. Furthermore, we have

1Ll = lwl|a (A.11)
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A.2 Basic Inequalities

Cauchy-Schwarz’s inequality A.2.1. If u,v € L*(Q) then uwv € L'(Q)
and

|(w, V)l < lull2@lv]]z2@)- (A12)

Cauchy-Schwarz’s discrete inequality A.2.2. Ifay,...,a;, by, ..., b are
2k real numbers, then

k X 12 , 1/2
Sl < (Siaf) - (nr) A1
i=1 =1 =1

Algebra’s inequality A.2.3. For any non-negative real numbers a, b and
p, the following inequality holds

(a+b)P <2071 (a? +1P). (A.14)

Arithmetic-geometric mean inequality A.2.4. Given N real numbers
{ag,...,an} let B = % Z;V:1 a;j. Then,

N N-1
Z‘O&j—5’2 gC’Z\ajH—czj 2, (A15)
j=1 j=1

where C' depends only on N.
See [143].
Minkowski’s inequality A.2.5. For1 < p < oo andu,v € LP(Q)), we have
l|u + v|| ey < |ulle@) + [|V]]2r@)- (A.16)

Young’s inequality A.2.6.
1

Ve>0, VabeR ab< ga2 + 5 (A.17)
Jump inequality A.2.7.
vo e L), llBagw) <2 (10 1wy + 0 Bewy) - (A18)

See [86].
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Mean value inequality A.2.8.
Vo € LAY),  [[{o)llz2qw) < 0122 + 107 720 (A.19)
See [86].

Inverse inequalities A.2.9. Let v be a polynomial of degree p in the finite
element K and let e either a vertex or an edge or a surface of K with h, =
diam(e). Then, there exist constants ¢y < oo and ¢y < oo such that

2
b
0l [7205) < CUﬁHUH%%K) Vo € Qp, (K) (A.20)
and ’
p
IVl |22k < Clh_gKHUH%?(K) Yo € 9y (K), (A.21)
K

with the constants ¢y, ¢; depending only on the shape-regularity constant
(see Theorem 4.76 in [185]).

Poincaré’s inequality A.2.10. Suppose that the open domain 2 is bounded.
Then, there exists a constant, C' < oo (which is dependent on 2 and p), such
that '

HUHWpl(Q) < C|U|Wz}(g) (CAS Wpl(Q) (A.22)

Sobolev inequality A.2.11. Let €2 be an n-dimensional domain with Lip-
schitz boundary, let k be a positive integer and let p be a real number in the
range 1 < p < oo such that

k>n when p=1,
/<>E when p > 1.
p

Then, there is a constant C' such that for all v € W}(Q)
][ Lo @) < Cllvllwpo)- (A.23)
Moreover there is a continuous function in the L () equivalence class of v.

h-optimal A.2.12. The a priori error estimate is optimal in h when the
subsequent inequality holds

lo = vle(@) < Ch|[ollanca, (A.24)

where v s the analytical solution of the problem and v is the approrimate
solution to v.
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p-optimal A.2.13. The a priori error estimate is optimal in p when the
following inequality holds

HS(Q) < Cp_(t_S)HUHHt(Q), (A25)

v — 0]

where v s the analytical solution of the problem and v is the approximate
solution to v.

A.3 Interpolation Estimates

Theorem A.3.1. Let (K,P,N) be a finite element and s the greatest or-
der of the partial derivatives occuring in the definition of N'. Furthermore,
assume that for some integers m =0 and k > 0 it is also

H"*Y(K) < C*(K), (A.26)
H’““(K) — H™(K), (A.27)
Py(K) Cc P c H(K), (A.28)

where C*(K) denotes the space of all real-valued s-times continuously dif-
ferentiable functions on K C R?, < is the symbol indicating inclusion with
continuous injection, and Pk(f() 1s the space of all polynomials of degree
< k defined over K. Then, there exists a constant C, depending only on
K, P and /\7, such that for all affine-equivalent finite elements in the family
(T, Pr,N7), i.e. VK € T, we have

hk‘—i—l
‘"U _IKU|HW(K) < C

V] riy v € HMY(K), (A.29)
K

where Ty indicates the P-interpolant of v.

A simpler version of this theorem can also be proven by considering the
case of a regular affine family of elements as in Definition A.1.7. We have
in this case

Theorem A.3.2. Let (T,Pr,N7) be an affine family of finite elements
whose reference finite elements (K, P, N') satisfies conditions (A.26) — (A.28),
and assume in addition that the family is regular. Then, there exists a con-
stant C', depending only on K, P and N, such that for all finite elements in
the family we have

v — Ziv|gm ) < CRE ™0l grrzey v € HY(K). (A.30)
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Remarks A.3.3. 1. Under the given assumptions, it is possible to prove
a stronger version of A.3.2, for which (A.30) is replaced by

||’U — IK’UHHm(K) < Ch];{+1_m|U|Hk+1(K) NS Hk+1(K) (A31)

2. The above theorems are the particularization of the analogous results
hoding in Sobolev spaces, i.e., for v e WFTHK),p € [1,00], the proof
of which can be found in Ciarlet [56].

Lemma A.3.4. Suppose that a triangulation Kp, of ) consists of d-dimensio-
nal simplices or parallelepipeds. Then, for every u € HY(Q,K), t = (tx :
K € Ky), and for each p = (px : K € Kp, px € R), there exists a projector

Ih: HY(Q,Kp) — SP(Q,K,F),  (Tpu) [ = T (ul ),

such that, for 0 < q < tg,

thfq
| = HZ;{UHHQ(K) < C%H“HHW{(K) VK € Ky, (A.32)
and, for 0 < q <tg —1,
thqué
||Da(u — HZ?U)HLQ(aK) < ij{fq,%Hu“H’tK’(K), |a| =q VK € ]Ch’

Pk
(A.33)

where s = min(pg + 1,tx) and C is a constant independent of u, hx and
Pk, but dependent on t = maxgex, ti-

See Lemma 8 of Suli and Mozolevki [190].

Remark A.3.5. We shall assume that the mesh size vector h and the poly-
nomial degree vector p, with px € N, have bounded local variation, that is
there exist constants n, p > 1 independent of h and p such that, for any pair
of elements K and K' which share some face e € £, one has

0 hir < hie < nhier.

P~ 'prr < pc < pprcr-

We shall collectively to n and p as mesh parameters.
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A.4 Inverse Estimates

We now examine the relationship between different seminorms on a finite ele-
ment space. For some local results, see Brenner and Scott [36], as Ciarlet [56]
reports only global results, from which these here need to be extracted.

Theorem A.4.1. Let (K, P,N) be a finite element, (K, P,N) its reference

element and |, m two positive integers such that

I <m, (A.34)

P c H(K)NH™(K). (A.35)

Then there exists a constant C7, depending only on K, 75, [ and m such that
] rm () < Crhlie ™l gy v € P (A.36)

Remarks A.4.2. 1. As in the section on interpolation estimates, under

the same assumptions, a stronger theorem, holding for norms rather
than seminorms, can be proven, viz.

ol < o™l lmaey v € P. (A.37)

2. Also, again in the previous section, the above theorem is the particular-
1zation of the analogous result holding in Sobolen rather than in Hilbert
spaces.

A.5 Trace Inequalities and Trace Theorem

To conclude, we report two important lemmas [16, 4] giving relevant and
very useful bounds for the L?-norm of a function, and its normal derivative
respectively, on an element boundary in terms of norms of the same function
in the interior of the element.

Lemma A.5.1. Let Q C R? have a Lipschitz boundary. Then there is a
constant 0 < C' < oo such that

|V]172(05) < C <hf<1||v||i2(z<) + hK|U|§-Il(K)> Yo € H'(K). (A.38)

8_11
on

2

L2(0K)
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See [16, 4] for more details.

Theorem A.5.2. Suppose that ) has a Lipschitz boundary, and that p is a
real number in the range 1 < p < oo. Then, there is a constant, C, such that

1-1 1
[|V]|zr o) < CHUHLP(Q/S)HUHM//E(Q) v e W,(Q). (A.40)

We will use the notation W to denote the subset of W, (), consisting of
functions whose trace on 0f) is zero, that is

W (Q) = {ve W (Q) :v|pg =0 € L2(0N)}. (A.41)

Simirarly, we let WIf(Q) denote the subset of W} (€2) consisting of functions
whose derivatives of order k — 1 are in W;(Q), ie.

WEQ) = {v e W) : v@]oq = 0 € L*(09Q) V|a| < k}. (A.42)

See [36] for more information.



Appendix B

Integration Formulas

Appendix B presents some useful integration formulas, which are used ex-
tensively in the variational form of the finite element methods. The refer-
ences for the following definitions and theorems can be found in the book of
Destuynder and Salaun [80] and of Riviere [180], respectively.

B.1 Green’s Theorem

Green’s theorem B.1.1. Given K a bounded domain and nx the outward
normal vector to K, we have for allv € H*(K) and w € H'(K)

—/wAU:/VU-Vw—/ Vv - ngw, (B.1)
K K oK

d 2 . .
where Aw =V -Vw =37, ?972’. A more generalized Green’s theorem is

—/ wV - FVu :/ FVU'VUJ—/ FVu - ngw, (B.2)
K K oK

where F is a matriz-value function.

See [180].

B.2 Double Stokes Formula for Plates

Double Stokes formula for plates B.2.1. Let uz be a smooth function
defined over the open set w. The boundary of w, say 7y, is supposed to be C!

377
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(i.e. there exists a mapping which describes v and is C*). Then one has for
any smooth function vy defined over w, by applying Stokes formula:

—/maﬁﬁaﬁvgdv = —
w

or else applying one more time Stokes formula:

maﬁbaaﬁvgdr—i—/aamag@ﬁvgdv (B.3)
Ow w

—/magaagvgdv = — MasbaOgvsdr + (%magbﬂvgdr—/aagmagvgdv.

ow Ow w
(B.4)
This is the so called "double” Stokes formula for plates. There is another
way to write relation (B.4). Let us notice that on the boundary Ow of w one

has: 5 5
U3 U3
Opvs = ——ag + ——-bg
7T bs ab
which is pricesely the definition of the tangential (respectively normal) deriva-
tive 6”3 (respectively = 9u3 i) with respect to the curvilinear abscissa s (respactively

the normal coordmate along b). Hence one has from (B.4):

Ovs Ovs
— [ magOagvzdv = — Masbab dr — Measboag——dr
/w BYaBY3 N BYaVB a7 b o B B . Os
Oamopbgusdr —/8a5magvgdv
Ow
Let us notice that:
_ maﬁbaagi)vgdr = aa (Magbaag) vadr.
ow ow
Therefore:
8’03
— | MagOapvzdv = — magbablg%dr
w ow
0
+ —(Mapbaag) + Oamagbp | vsdr
dw 88
—/8aﬁmaﬁv3dv,

(B.5)
which is the most useful expression of the “double” Stokes formula for plates.

See [80] for more details.
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