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0.1 Introduction

This thesis concerns the semigroup theoretic treatment of deterministic and stochastic partial differential
equations. Such equations are key tools of mathematical modelling in many different fields such as physics,
chemistry, biology, population dynamics, neurophysiology, oceanography, image analysis and mathematical
finance among others. Stochastic partial differential equations describe the change in time of a system in
terms of the state of the system , taking additionally into account the influence of random fluctuations.
There are four approaches to stochastic partial differential equations, the martingale approach [Walsh 1986],
the variational approach [Pardoux 1972], [Krylov and Rozowski 1979], the wick product approach [Oksendal
1996] and the semigroup approach [Da Prato and Zabczyc 1992]. In this work we use the semigroup approach,
i.e we are dealing with stochastic evolution equations in infinite dimensional Hilbert spaces.
LetX be a Banach space and U,H two separable Hilbert spaces. Firstly, we focus on the linear inhomogeneous
abstract Cauchy problem

u′(t) = Au(t) + f(t), t ∈ [0, T ];
u(0) = x, .

where A is the infinitesimal generator of strongly continuous semigroup on X and f ∈ L1([0, T ], X).
Next we study its stochastic analogue, i.e the linear stochastic abstract Cauchy problem with additive noise
of the form

dX(t) = (AX(t) + f(t)) dt+B dW (t), 0 < t < T,

X(0) = ξ,
(0.1.1)

where {W (t)}t∈[0,T ] is a U -valued Q-Wiener process and X is a random process with values in H. We will
impose sufficient conditions for the existence and uniqueness of weak solutions to the above problems.
Finally this abstract theory is applied to the qualitative study of deterministic and stochastic partial dif-
ferential equations. The two most important examples will be the linear heat equation with zero Dirichlet
boundary conditions

∂u
∂t = ∆u, (t,x) ∈ [0,∞)× Ω
u = 0, (t,x) ∈ [0,∞)× ∂Ω
u(0,x) = u0(x), x ∈ Ω,

and its stochastic analogue

dtX(t, ξ) = ∆ξX(t, ξ) dt+ dW (t, ξ) t ≥ 0, ξ ∈ V
X(t, ξ) = 0 t ≥ 0, ξ ∈ ∂V
X(0, ξ) = 0, ξ ∈ V

where ∆ is the Laplacian in the space variables.

Acknowledgments: I would like to express my deep gratitude to the supervisor of this work, Prof. Krav-
varitis Dimitrios, for his guidance, encouragement and support throughout the whole duration of my diploma
thesis at the school of Applied mathematics and pysical sciences of NTUA. Finally I have to thank my family
Panagiotis, Filio and Diomidis Kamoutsis as well as my partner in life Simos Meichanetzoglou. This thesis
could never have been taken the current form without their continuous and unconditional love and support.
This thesis is dedicated to them with immense gratitude.
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Chapter 1

Semigroups of linear operators

The concept of a semigroup of linear and bounded operators is a natural extension of the exponential of
a bounded linear operator to the exponential of a possible unbounded linear operator. As we will see in
the first section the only continuous non trivial solutions of the Cauchy functional equation (1.1.1) are the
exponential functions eta with a ∈ R and at the same time the exponential function of a n × n matrix A,
etA =

∑∞
n=0

tnAn

n! solves explicity the first order linear diiferential system u′ = Au by means of the formula
u(t) = etAu(0) . The extension to bounded operators is not complicated (see Proposition (1.2.6)), but in
order to consider the case of unbounded operators, a more elaborate theory is necessary and here is where
the new notion of semigroups takes place. The theory of linear semigroups tremendously emerged berween
1930-1960 through the major contributions of Stone, Hille, Yosida, Phillips, Lumer, Miyadera. The aim of
this chapter is to introduce the notion of operator semigroups and to present their most important properties.
Well known books in operator semigroups are [PZ], [E-N] and [GL], while two relatively new treatises are
[VR] and [BW].

1.1 Cauchy’s Functional Equation

The question: Find all the continuous functions T : R+ → C, which satisfy the Cauchy’s functional
equation:

T (t+ s) = T (t)T (s), for each t,s ∈ R+,

T (0) = 1. (1.1.1)

The answer: It is obvious that the exponential functions T (t) = eat, for some a ∈ C satisfy the above
functional equation (1.1.1). We will show that these and only these are the solutions of Cauchy’s functional
equation. In the sequel, we will present two propositions which form the whole answer to our initial question.

Proposition 1.1.1. Consider the exponential function T (t) = eat, t ≥ 0, for some a ∈ C. Then, the function
T is differentiable and satisfies the following initial value problem:

d

dt
T (t) = aT (t)

T (0) = 1. (1.1.2)

Moreover, the function T : R+ → C, T (t) = eat, is the only differentiable function which satisfies the initial
value problem (1.1.2).

Proof: The first part of the proposition is obvious. We will now show the uniqueness. Consider another
differentiable function S : R+ → C that satisfies the initial value problem (1.1.2). For fixed t ≥ 0, define the
function:

Q : [0, t]→ C, Q(s) = T (s)S(t− s), 0 ≤ s ≤ t.

9



10 CHAPTER 1. SEMIGROUPS OF LINEAR OPERATORS

The function Q is well defined and differentiable in [0, t] with:

d

ds
Q(s) = aT (s)S(t− s)− T (s)aS(t− s) = 0.

Therefore, Q is a constant function. Thus:

Q(0) = Q(t)⇔ T (t) = S(t), for each t ≥ 0

Proposition 1.1.2. If T : R+ → C is a continuous function that satisfies the Cauchy’s functional equa-
tion (1.1.1), then T is differentiable and there exists a unique a ∈ C, such that: T (t) = eta, for each t ≥ 0.

Proof: Equivalently, we have to show that if a continuous function T : R+ → C satisfies the Cauchy’s
functional equation, then it is automatically differentiable and there exists a unique a ∈ C, such that the
initial value problem (1.1.2) is satisfied. To this aim, define the function:

V : R+ → C, V (t) =

∫ t

0

T (s) ds, t ≥ 0.

Then, V is well defined and differentiable in R+ with:

d

dt
V (t) = T (t).

Moreover, we have:

lim
t→0

V (t)

t
= lim
t→0

∫ t
0
T (s) ds

t
= lim
t→0

T (t) = T (0) = 1.

Thus, we can choose a suitable small t0 > 0 such that: V (t0) 6= 0, i.e V (t0) is an invertible real number.
Therefore, by virtue of Cauchy’s functional equation (1.1.1), we have:

T (t) = V (t0)−1V (t0)T (t) = V (t0)−1

∫ t0

0

T (s) ds T (t)

= V (t0)−1

∫ t0

0

T (s+ t) ds = V (t0)−1

∫ t0+t

t

T (s) ds

= V (t0)−1(V (t0 + t)− V (t)), for each t ≥ 0.

Since V is differentiable, T is also differentiable and

d

dt
T (t) = lim

h→0

T (t+ h)− T (t)T (0)

h

= lim
h→0

T (t)
T (h)− T (0)

h
= T (t)

d

dt
T (t) |t=0 .

This means that T satisfies the initial value problem (1.1.2), for a = d
dtT (t) |t=0. Now, by virtue of proposi-

tion (1.1.1), T (t) = eat which completes the proof.

1.2 Semigroups Of Linear Operators

In order to understand and justify what will hapen, let us review the finite dimensional case. Consider the
equation {

u′(t) = Au(t), t ∈ R
u(0) = x ∈ Rn, .

where A ∈ B(Rn). Observe that we can identify A with a n × n matrix (aij)1≤i,j≤n where each aij is the
i-th coordinate of Aej . Define the exponential matrix etA =

∑∞
n=0

tnAn

n! . Simple computations show that
u(t) = etAx is the unique solution to the equation. Moreover, if we allow A to be a linear and bounded
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operator on a Banach space X, exactly the same calclulation (see Example (1.2.2) and Proposition (1.2.6))
shows that etAx solves the equation {

u′(t) = Au(t), t ∈ R
u(0) = x ∈ X. .

Then it is straghtforward to represent the solution of the equation{
u′(t) = Au(t) + f(t),
u(0) = x ∈ X, .

where f : R→ X is continuous, by the variation of parameter formula

x(t) = etAx+

∫ t

0

e(t−s)Af(s) ds.

Notice that the essential properties of the function R 3 t → Tt ∈ B(X), given by Tt = etA, we used in the
calculations are (compare them with the Cauchy functional equation)

T0 = I

Tt+s = TtTs ∀ t, s ∈ R

and the fact that the map R 3 t→ Ttx ∈ X is continuous for all x ∈ X. In order to treat more general cases,
where A is not necessarily bounded, we introduce the semigroups. We begin with the following definition.

Definition 1.2.1. Let (X, ‖ ‖X) be a Banach space. A family {Tt : t ≥ 0} ⊂ B(X) of linear and bounded
operators on X, is said to be a semigroup of linear operators if-f the following conditions hold:

1. TsTt = Ts+t, for each s, t ≥ 0.

2. T0 = IX (identical operator).

Definition 1.2.2. A semigroup of linear operators, {Tt : t ≥ 0} ⊂ B(X) on a Banach space X is said to be
uniformly continuous if-f:

lim
t→0+

‖Tt − I ‖B(X) = 0.

Definition 1.2.3. Let (X, ‖ ‖X) be a Banach space. A family {Tt : t ∈ R} ⊂ B(X) of linear and bounded
operators on X, is said to be a group of linear operators if-f the following conditions hold:

1. TsTt = Ts+t, for each s, t ∈ R.

2. T0 = IX (identical operator).

In addition, if limt→0 ‖Tt − I ‖B(X) = 0, then we have a uniformly continuous group.

Proposition 1.2.1. If {Tt : t ≥ 0} ⊂ B(X) is a uniformly continuous semigroup on a Banach space X,
then Tt is invertible, for each t ≥ 0.

Proof: By assumption, limt→0+ ‖Tt − I ‖B(X) = 0, thus we can choose δ > 0 such that, for each 0 < t ≤ δ:
‖Tt − I ‖ < 1. By virtue of theorem (A.5.1), for each 0 < t ≤ δ, Tt is invertible. Now, for t > δ there exists
n ∈ N∗ and η ∈ [0, δ) such that t = nδ + η. Therefore, Tt = Tnδ Tη, so invertible.

Corollary 1.2.1. If {Tt : t ≥ 0} ⊂ B(X) is a uniformly continuous semigroup of operators on a Banach
space X, then it can be extended to a uniformly continuous group of operators.

Proof: We have to show that there exists a group of operators {Gt : t ∈ R}, such that limt→0 ‖Gt − I ‖ =
0 and Gt = Tt, for each t ≥ 0. Indeed, by virtue of proposition (1.2.1), we can define the group (Gt)t∈R as :

Gt =

{
Tt when t ≥ 0,

(T−t)
−1

when t < 0.

Is is an easy task to verify that {Gt : t ∈ R} is a uniformly continuous group of operators.
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Proposition 1.2.2. Let {Tt : t ≥ 0} ⊂ B(X) be a semigroup of operators on a Banach space X. The
following statements are equivalent:

1. {Tt : t ≥ 0} is uniformly continuous

2. The function [0,∞) 3 t→ Tt ∈ B(X) is continuous in R+ (right continuous at 0), i.e: limt→s ‖Tt − Ts ‖B(X) =
0, for each s ≥ 0.

Proof:

”1⇒ 2” The right continuity of [0,∞) 3 t→ Tt ∈ B(X) at 0 is direct from the definition. Now, by virtue of
corollary (1.2.1), consider the uniformly continuous group {Gt : t ∈ R}, which extends the semigroup
{Tt : t ≥ 0}. For t > 0 and h ∈ R such that t+ h ≥ 0, we have:

‖Tt+h − Tt ‖B(X) = ‖Gt+h − Tt ‖B(X)

= ‖TtGh − Tt ‖B(X) ≤ ‖Tt ‖B(X) ‖Gh − I ‖B(X) .

So, we can conclude that:

lim
h→0
‖Tt+h − Tt ‖B(X) = 0, for each t > 0.

”2⇒ 1” This is direct from right continuity of [0,∞) 3 t→ Tt ∈ B(X) at the point 0.

Definition 1.2.4. A semigroup of linear operators {Tt : t ≥ 0} ⊂ B(X) on a Banach space X is said to be
strongly continuous or C0-semigroup if-f:

lim
t→0+

Ttx = x, for each x ∈ X.

Proposition 1.2.3. Each uniformly continuous semigroup {Tt : t ≥ 0} ⊂ B(X) on a Banach space X is
also strongly continuous.

Proof: Indeed, for each x ∈ X, we have:

lim
t→0+

‖Ttx− x ‖X ≤ lim
t→0+

‖Tt − I ‖B(X) ‖x ‖X = 0.

Remark 1.2.1. The inverse statement is not always true as we will see in section (??).

Proposition 1.2.4. Let {Tt : t ≥ 0} ⊂ B(X) be a strongly continuous semigroup of operators on a Banach
space X. Then, there exist constants M ≥ 1 and ω ∈ R, such that:

‖Tt ‖ ≤Meωt, for each t ≥ 0.

Proof: Since, limt→0+ Ttx = x, for each x ∈ X, from Corollary (A.6.2), there exist δ > 0 and M ≥ 1
such that ‖Tt ‖ ≤ M , for each 0 ≤ t ≤ δ. Observe that it cannot be M < 1, because ‖T0 ‖ = 1. Now, for
arbitrary t ≥ 0, we can choose n ∈ N and t′ ∈ [0, δ), such that: t = nδ + t′. Therefore:

‖Tt ‖ = ‖TnδTt′ ‖ = ‖Tnδ Tt′ ‖ ≤MnM

= MenlnM ≤Me(nδ+t′) lnMδ .

Set ω = lnM
δ and the proof is complete.

Remark 1.2.2. Note that for a strongly continuous semigroup {Tt : t ≥ 0}, the minimum of the set
{ω ∈ R : ‖Tt ‖ ≤ Meωt, ∀t ≥ 0}, for some M ≥ 1 does not always exist. Moreover, it is possible this set to
be empty.
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Proposition 1.2.5. Let {Tt : t ≥ 0} ⊂ B(X) be a semigroup of operators on a Banach space X. Suppose
that there exist constants 0 < M < 1 and ω ∈ R such that:

‖Tt ‖ ≤Meωt, for each t > 0.

Then Tt = 0, for each t > 0.

Proof: Consider the semigroup {St : t ≥ 0}, where St = e−ωtTt. Observe that for each t > 0, ‖St ‖ =

e−ωt ‖Tt ‖ ≤ M . Thus, for t > 0 and n ≥ 1 we have: ‖St ‖ =
∥∥∥Snt

n

∥∥∥ ≤ ∥∥∥S t
n

∥∥∥n ≤ Mn. Now, taking the

limits as n→∞, since M ∈ [0, 1), it follows that ‖St ‖ = 0, for each t > 0.

Theorem 1.2.1. Let {Tt : t ≥ 0} ⊂ B(X) be a semigroup of operators on a Banach space X. The following
statements are equivalent:

(i) The semigroup {Tt : t ≥ 0} is strongly continuous.

(ii) For each x ∈ X the trajectory, R+ 3 t→ Ttx ∈ X is continuous in R+ (right continuous at 0).

Proof: Suppose that {Tt : t ≥ 0} is strongly continuous and x ∈ X. The right continuity of R+ 3 t →
Ttx ∈ X at 0 is direct from the definition. Furthermore, for t > 0 we have:

lim
h→0+

Tt+hx = lim
h→0+

ThTtx = Ttx, since Ttx ∈ X.

This shows the right continuity of the trajectory. Now, let ω ∈ R and M ≥ 1 such that: ‖Tt ‖ ≤ Meωt, for
each t ≥ 0. Then for 0 < h < t we have:

‖Tt−hx− Ttx ‖X = ‖Tt−h(Ix− Thx) ‖X ≤Meω(t−h) ‖Thx− x ‖X .

Thus limh→0+ ‖Tt−hx− Ttx ‖X = 0, which proves the left continuity of the trajectory.

Remark 1.2.3. By virtue of Proposition (1.2.2) and Theorem (1.2.1), a semigroup {Tt : t ≥ 0} is uniformly
continuous if and only if the function [0,∞) 3 t → Tt ∈ B(X) is continuous in the uniform topology on
B(X), while is strongly continuous if and only if the function [0,∞) 3 t → Tt ∈ B(X) is continuous in the
strong operator topology on B(X).

Example 1.2.1 (Exponential function on R). Consider the space X = R and a ∈ R. For each t ∈ R, define
the function Tt : R→ R, where Tt(x) = etax. It is easy to verify that (Tt)t∈R+ and (Tt)t∈R are a semigroup
and a group of operators respectively. Moreover, ‖Tt − I ‖ = |eat− 1|, thus limt→0 ‖Tt − I ‖ = 0. Therefore,
{Tt : t ≥ 0} is a uniformly continuous semigroup.

Example 1.2.2 (Generalization of previous Example). Let (X, ‖ ‖X) be a Banach space and A ∈ B(X).
Define, An = A ◦ An−1, n ≥ 2. By induction, it is easy to verify that ‖An ‖B(X) ≤ ‖A ‖

n
B(X), for each

n ≥ 2. The series
∑∞
n=0

tnAn

n! is convergent in B(X), for each t ∈ R, since the sequence of partial sums (Sn)n,

Sn =
∑n
i=0

tiAi

i! , is Cauchy in (B(X), ‖ ‖B(X)). Indeed, for positive integers m > n we have:

‖Sn − Sm ‖ =

∥∥∥∥∥
m∑

i=n+1

tiAi

i!

∥∥∥∥∥ ≤
m∑

i=n+1

|t|i ‖A ‖i

i!
→ 0, as n,m→∞,

because
∑∞
n=0

|t|n‖A ‖n
n! = e|t|‖A ‖ . Thus, for each t ∈ R we can define the function Tt : X → X, where

Tt = etA =
∑∞
n=0

tnAn

n! . It is an easy task to verify that Tt ∈ B(X) and ‖Tt ‖B(X) ≤ e|t|‖A ‖ , for each t ∈ R.
Indeed,

‖Ttx ‖X =

∥∥∥∥∥ lim
n→∞

n∑
k=0

tkAk(x)

k!

∥∥∥∥∥
X

≤ lim
n→∞

n∑
k=0

|t|k ‖A ‖kB(X) ‖x ‖X
k!

= ‖x ‖X
∞∑
n=0

|t|n ‖A ‖nB(X)

n!
= ‖x ‖X e

|t|‖A ‖B(X) .
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Moreover, for s, t ∈ R we have:

etAesA =

∞∑
n=0

tnAn

n!

∞∑
n=0

snAn

n!
=

∞∑
n=0

n∑
k=0

tn−kAn−k

(n− k)!

skAk

k!

=

∞∑
n=0

(t+ s)nAn

n!
= e(t+s)A.

Therefore, TtTs = Tt+s, for each t, s ∈ R. So, the family {etA : t ∈ R} consists a group of operators on X. In
addition, for t ∈ R we have:

∥∥ etA − I ∥∥ =

∥∥∥∥∥
∞∑
n=0

tnAn

n!
− I

∥∥∥∥∥ =

∥∥∥∥∥
∞∑
n=1

tnAn

n!

∥∥∥∥∥
≤

∞∑
n=1

|t|n ‖A ‖n

n!
= e|t|‖A ‖ − 1.

So, limt→0

∥∥ etA − I ∥∥ = 0. Thus, (Tt)t∈R and (Tt)t∈R+ are uniformly continuous group and semigroup
respectively.

Remark 1.2.4. Example (1.2.2) is a generalization of example (1.2.1). Indeed, the semigroup {Tt : t ≥ 0} on
R, where Ttx = eatx, x ∈ R can be written in the form Tt = etA, for A ∈ B(R), where Ax = ax, x ∈ R. As we
have already discuss in section (1.1), the semigroup of example (1.2.1) is related to the Cauchy’s functional
equation. In the sequel, we will prove the relevant propositions for the semigroup {etA : t ≥ 0} and we will
conclude that every uniformly continuous semigroup on a Banach space X is of the form {etA : t ≥ 0}, for
some A ∈ B(X).

Proposition 1.2.6. Let (X, ‖ ‖X) be a Banach space. Consider the semigroup {Tt : t ≥ 0}, where Tt =
etA, t ≥ 0 for some A ∈ B(X). Then the function

[0,∞) 3 t→ Tt ∈ B(X)

is differentiable and satisfies the following initial value problem:

d

dt
Tt = ATt = TtA

T0 = I (1.2.1)

Conversely, every differentiable function T : [0,∞) → B(X) that satisfies the initial value problem (1.2.1),
has the form Tt = etA, t ≥ 0 and A = d

dtTt |t=0.

Proof: From example (1.2.2), we know that {Tt}t∈R is a group of operators. Thus, for each t, h ∈ R we
have:

Tt+h − Tt
h

= Tt
Th − I
h

=
Th − I
h

Tt.

This means that in order to prove that (1.2.1) is satisfied (see also Remark (A.3.5)), it suffices to show that:

lim
h→0

Th − I
h

= A.

To this end, observe that,∥∥∥∥ Th − Ih
−A

∥∥∥∥ =
1

|h|

∥∥∥∥∥
∞∑
k=2

hkAk

k!

∥∥∥∥∥ ≤ 1

|h|

∞∑
k=2

|h|k ‖A ‖k

k!

=
1

|h|
(e‖A ‖|h| − ‖A ‖ |h| − 1)→ 0, as h→ 0

Uniqueness can be proved with the same way as in Proposition (1.1.1). Finally, observe that A = d
dtTt |t=0.
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Proposition 1.2.7. Let {Tt : t ≥ 0} ⊂ B(X) be a uniformly continuous semigroup of operators on a Banach
space X. Then, there exists A ∈ B(X) such that Tt = etA, for each t ≥ 0. Moreover, the bounded linear
operator A is given by the formula:

A = lim
h→0+

Th − I
h

.

Proof: Equivalently, we have to show that if a function [0,∞) 3 t → Tt ∈ B(X) is continuous and
satisfies:

Tt+s = TtTs

T0 = I

then it is automatically differentiable and there exists a unique operator A ∈ B(X) such that the initial value
problem (1.2.1) is satisfied. To this aim, define the function,

V : R+ → B(X), Vt =

∫ t

0

Ts ds, t ≥ 0.

By virtue of Theorem (A.3.1), V is well defined, since the function t→ Tt is continuous. Moreover, by virtue
of Theorem (A.3.2) V is differentiable in R+ with

d

dt
Vt = Tt.

It is an easy task to verify that,

lim
t→0+

Vt
t

= lim
t→0+

∫ t
0
Ts ds

t
= lim
t→0+

Tt = T0 = IX .

Indeed,

lim
t→0+

∥∥∥∥∥
∫ t

0
Ts ds

t
− I

∥∥∥∥∥ ≤ lim
t→0+

1

|t|

∫ t

0

‖Ts − I ‖ ds

= lim
t→0+

‖Tt − I ‖ = 0,

where in the last identity we used the uniform continuity of the semigroup. This means. that we can choose

a small enough t0 > 0, such that
∥∥∥ Vt0t0 − I ∥∥∥ < 1. By virtue of Theorem (A.5.1),

Vt0
t0

is invertible, thus Vt0 is

also invertible. So, we have:

Tt = V −1
t0 Vt0Tt = V −1

t0

∫ t0

0

Ts ds Tt

= V −1
t0

∫ t0

0

Ts+t ds = V −1
t0

∫ t0+t

t

Ts ds

= V −1
t0 (Vt0+t − Vt), for each t ≥ 0,

where in the third identity we used Proposition (A.3.5) and in the last identity we used Corollary (A.3.2).
Since V is differentiable, T is also differentiable and

d

dt
Tt = lim

h→0+

Tt+h − Tt
h

= lim
h→0+

Th − I
h

Tt = ( lim
h→0+

Th − I
h

)Tt =
d

dt
T (t) |t=0 Tt,

where in the third identity we used Remark (A.3.5). Now, by Proposition (1.2.6), we derive that Tt = etA,
for each t ≥ 0, where A = d

dtT (t) |t=0.
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1.3 More Examples

Consider the following Banach spaces:

(a) The space (BC(R+), ‖ ‖∞) of continuous and bounded functions x : R+ → C, with ‖x ‖∞ = sup{|x(τ)| :
τ ∈ R+}.

(b) The space (C0(R+), ‖ ‖∞) of continuous functions x : R+ → C that vanish to infinity, i.e limτ→∞ x(τ) =
0, with ‖x ‖∞ = sup{|x(τ)| : τ ∈ R+}.

(c) The space (BCu(R+), ‖ ‖∞) of uniformly continuous and bounded functions x : R+ → C, with ‖x ‖∞ =
sup{|x(τ)| : τ ∈ R+}.

(d) The space (Cl(R+), ‖ ‖∞) of continuous functions x : R+ → C, such that there exists a ∈ C: limτ→∞ x(τ) =
a, with ‖x ‖∞ = sup{|x(τ)| : τ ∈ R+}.

(e) The space (Lp(R+), ‖ ‖p), 1 ≤ p <∞ of (equivalent classes of) Lebesque measurable functions x : R+ →
C, such that ‖x ‖pp =

∫
R+ |x(τ)|p dm(τ) <∞, where m is the Lebesgue measure.

Example 1.3.1 (Left translation semigroup). Let (X, ‖ ‖X) be any of BC(R+), C0(R+), BCu(R+), Cl(R+).
For each t ≥ 0, define the function Tt : X → X, such that for each x ∈ X, Ttx(τ) = x(τ + t), τ ∈ R+. Then,
{Tt : t ≥ 0} is a semigroup of operators on X.

Proof: First of all, for any one of the above cases, the operator Tt is well defined, Tt ∈ B(X) and ‖Tt ‖ = 1,
for each t ≥ 0. For example, if X = BCu(R+), x ∈ BCu(R+) and ε > 0, then there exists δ > 0 such
that, for each τ, σ ∈ R+ with |τ − σ| < δ, it holds that |x(τ) − x(σ)| < ε. Therefore, for each τ, σ ∈ R+

with |τ − σ| < δ, it also holds that |Ttx(τ) − Ttx(σ)| < ε. This means, that Ttx ∈ BCu(R+). In addition,
‖Ttx ‖∞ = sup{|x(τ + t)| : τ ∈ R+} = sup{|x(τ)| : τ ∈ R+} = ‖x ‖∞. Secondly, observe that for s, t ≥ 0 and
x ∈ X, we have: TsTtx(τ) = Ttx(τ + s) = x(τ + s + t) = Ts+tx(τ), for each τ ∈ R+. Thus, the semigroup
property of the definition is satisfied. Finally, T0x(τ) = x(τ), for each x ∈ X and τ ∈ R+.

Proposition 1.3.1. The left translation semigroup is not uniformly continuous on each of the Banach spaces
BC(R+), C0(R+), BCu(R+), Cl(R+).

Proof: Indeed, we will show that in all cases, ‖Tt − I ‖B(X) ≥ 2, for each t ≥ 0. We begin with the case

X =BC(R+) or C0(R+) or Cl(R+). For t ≥ 0, consider the function:

x(τ) =

{
1− 2τ

t when 0 ≤ τ ≤ t
2 ,

0 when τ > t
2 .

Observe, that x is an element of BC(R+), C0(R+) and Cl(R+) and ‖x ‖∞ = 1. Moreover, we have
‖Ttx− x ‖∞ = 2, which means that ‖Tt − I ‖B(X) ≥ 2. For X=BCu(R+), take the function:

x(τ) = 1− 2τ

t
, τ ∈ R+,

which is bounded and uniformly continuous, as Lipshitz. Continue with the same arguments as before.

Proposition 1.3.2. The left translation semigroup is strongly continuous on each of the Banach spaces
C0(R+), BCu(R+), Cl(R+).

Proof: First Case: X=BCu(R+). Consider x ∈ BCu(R+) and ε > 0. So, we can choose δ > 0 such
that, for each τ, σ ≥ 0 with |τ − σ| < δ, it holds that |x(τ)− x(σ)| < ε. Thus, for 0 < t < δ we have:

‖Ttx− x ‖∞ = sup
τ∈R+

|x(τ + t)− x(τ)| ≤ ε.

This means, that limt→0+ ‖Ttx− x ‖ = 0, as desired.
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Second case:X = Cl(R+). Let x ∈ Cl(R+). Consider a ∈ C, such that limτ→∞ x(τ) = a. This means,
that for ε > 0, there exists M > 0, such that, for each τ ∈ R+ with τ ≥ M , it holds that |x(τ) − a| < ε

2 .
Therefore, for each τ ≥M and t ≥ 0 we have:

|x(τ + t)− x(τ)| ≤ |x(τ + t)− a|+ |x(τ)− a)| < ε.

Thus, for t ≥ 0 it follows:
sup

τ∈[M,∞)

|x(τ + t)− x(τ)| ≤ ε. (1.3.1)

On the other hand, x is uniformly continuous in the compact set [0,M ]. So, with the same arguments as in
the first case, we can choose δ > 0 such that, for each 0 < t < δ:

sup
τ∈[0,M ]

|x(τ + t)− x(τ)| ≤ ε. (1.3.2)

As a result of (1.3.1) and (1.3.2), for each 0 < t < δ we have:

‖Ttx− x ‖∞ ≤ ε,

which means that limt→0+ ‖Ttx− x ‖ = 0, as desired.
Third case: X=C0(R+). Use the same arguments as in the second case.

Example 1.3.2 (Right translation semigroup). Consider the space X = (Lp(R+), ‖ ‖p), 1 ≤ p < ∞. For

each t ≥ 0, define the function Tt : Lp(R+)→ Lp(R+), such that for each x ∈ Lp(R+):

Ttx(τ) =

{
0 when τ < t,
x(τ − t) when τ ≥ t.

Then, {Tt : t ≥ 0} is a semigroup of operators on Lp(R+).

Proof: First of all, observe that if x, y ∈ Lp(R+), then:∫ ∞
0

|Ttx(τ)− Tty(τ)|p dm(τ) =

∫ ∞
t

|x(τ − t)− y(τ − t)|p dm(τ) =

∫ ∞
0

|x(τ)− y(τ)|p dm(τ) (1.3.3)

Thus, if x = y almost everywhere in R+, then Ttx = Tty a.e and Tt is well defined. Moreover, from (1.3.3)
we deduce that Tt ∈ B(Lp(R+)) and ‖Tt ‖ = 1, for each t ≥ 0. In order to prove the semigroup property, we
will use the shorthand: Ttx(τ) = x(τ − t)X[t,∞)(τ), although it is not totally correct, since x(τ − t) is not
defined for τ < t. So, for x ∈ Lp(R+) and s, t ≥ 0 we have:

TsTtx(τ) = X[s,∞)(τ)Ttx(τ − s) = X[s,∞)(τ)X[t,∞)(τ − s)x(τ − s− t)
= X[s+t,∞)(τ)x(τ − s− t) = Ts+tx(τ), for each τ ≥ 0.

Proposition 1.3.3. The right translation semigroup on Lp(R+) is strongly continuous.

Proof: Since ‖Tt ‖ = 1 for each t ≥ 0, by virtue of Proposition (A.7.1), it is enough to show that
limt→0+ Ttx = x, for each x in a dense subset of Lp(R+). To this aim, consider the space Cc(0,∞) of
continuous functions x : (0,∞) → C with compact support (see [BR] chapter IV). Now, let x ∈ Cc(0,∞),
then x is also uniformly continuous and with a similar argument as in Proposition (1.3.2), we can show that
limt→0+ ‖Ttx− x ‖∞ = 0. Now, if the support of x is contained in the interval (0, k) for some k > 0, then:

‖Ttx− x ‖p ≤ k ‖Ttx− x ‖∞ ,

from which we deduce that limt→0+ ‖Ttx− x ‖p = 0 and the proof is complete.

Example 1.3.3 (Product Semigroups). Let (X, ‖ ‖X) be a Banach space and {Tt : t ≥ 0}, {St : t ≥ 0} two
strongly continuous semigroups on X such that:

StTt = TtSt, for each t ≥ 0.

Then {Ut : t ≥ 0}, where Ut = StTt, t ≥ 0 is a strongly continuous semigroup on X.
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Proof: We will show the strong continuity. Since limt→0+ Stx = x, by Corollary (A.6.2), there exists
δ > 0 such that: sup0≤t≤δ ‖St ‖ <∞. Therefore, for each 0 ≤ t ≤ δ and x ∈ X we have:

‖Utx− x ‖ ≤ ‖StTtx− Stx ‖ + ‖Stx− x ‖
≤ ‖St ‖ ‖Ttx− x ‖ + ‖Stx− x ‖
≤ ( sup

0≤t≤δ
‖St ‖) ‖Ttx− x ‖ + ‖Stx− x ‖

Example 1.3.4 (Rescaled semigroup). Let {Tt : t ≥ 0} ⊂ B(X) be a strongly continuous semigroup on a
Banach space (X, ‖ ‖X) and ω ∈ R. Then {Ut : t ≥ 0}, where Ut = eωtTt, t ≥ 0 is a strongly continuous
semigroup on X.

Proof: It is an easy task to show the semigroup properties. For the strong continuity, observe that:

‖Utx− x ‖ ≤
∥∥ eωtTtx− eωtx∥∥ +

∥∥ eωtx− x∥∥
≤ eωt ‖Ttx− x ‖ + |eωt − 1| ‖x ‖

1.4 The Infinitesimal Generator of a C0-Semigroup

Until now, we have seen that every uniformly continuous semigroup {Tt : t ≥ 0} on a Banach space X is
characterised by a linear and bounded operator A ∈ B(X), such that Tt = etA, for all t ≥ 0. We can say
that A generates in some way the semigroup. Moreover, Proposition (1.2.7) tells us that this A is given by
the formula

A = lim
h→0+

Th − I
h

.

The question now is if there is a similar situation for strongly continuous semigroups. In this section we wiil
show that there exists a densely defined linear operator A : X ⊃ D(A) → X, generally not bounded but
always closed, which characterises uniquely the semigroup.

Definition 1.4.1. Let {Tt : t ≥ 0} ⊂ B(X) be a strongly continuous semigroup on a Banach space (X, ‖ ‖X).
We call infinitesimal generator of the semigroup, the operator A : X ⊃ D(A)→ X, where:

D(A) = {x ∈ X : lim
t→0+

Ttx− x
t

exists }

and

A(x) = lim
t→0+

Ttx− x
t

, x ∈ D(A).

Remark 1.4.1. The set D(A) is a linear subspace of X and A is a linear operator. Indeed, for x, y ∈ D(A)
and λ, µ ∈ C we have:

lim
h→0+

Th(λx+ µy)− (λx+ µy)

h
= λ lim

h→0+

Thx− x
h

+ µ lim
h→0+

Thy − y
h

.

Thus, λx+ µy ∈ D(A) and A(λx+ µy) = λAx+ µAy.

Remark 1.4.2. The generator of a uniformly continuous semigroup {Tt : t ≥ 0} on a Banach space X is
the (unique) A ∈ B(X) such that: Tt = etA, t ≥ 0 (see Prop. (1.2.7)). Indeed, as we have already shown in
Proposition (1.2.6)

lim
h→0+

Th − I
h

= A.

Theorem 1.4.1. Let {Tt : t ≥ 0} ⊂ B(X) be a strongly continuous semigroup on a Banach space (X, ‖ ‖X)
and A : X ⊃ D(A)→ X its infinitesimal generator. Then the following are valid:

(i) If x ∈ D(A) and t ≥ 0 then Ttx ∈ D(A) and d
dtTtx = TtAx = ATtx.
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(ii) For each t ≥ 0 and x ∈ X, we have that
∫ t

0
Tsx ds ∈ D(A) and A(

∫ t
0
Tsx ds) = Ttx− x.

Proof:

(i) Let x ∈ D(A) and t ≥ 0. Then,

lim
h→0+

ThTtx− Ttx
h

= Tt lim
h→0+

Thx− x
h

= TtAx,

which means that:

Ttx ∈ D(A) and ATtx = TtAx = (
d

dt
)+ Ttx.

It remains to show that:

ATtx = TtAx = (
d

dt
)− Ttx.

To this end, for 0 < h < t we have :

‖Tt−hx− Ttx
−h

− TtAx‖X =

∥∥∥∥Tt−h(
x− Thx
−h

−Ax) + (Tt−hAx− TtAx)

∥∥∥∥
X

≤ ‖Tt−h ‖B(X)

∥∥∥∥ x− Thx−h
−Ax

∥∥∥∥
X

+ ‖Tt−hAx− TtAx ‖X

≤ Meω(t−h)

∥∥∥∥ x− Thx−h
−Ax

∥∥∥∥
X

+ ‖Tt−hAx− TtAx ‖X ,

for some ω ∈ R and M ≥ 1. Since x ∈ D(A) and {Tt : t ≥ 0} is strongly continuous, it follows that the
last expression tends to zero as h→ 0+.

(ii) For each x ∈ X and t ≥ 0 by virtue of Theorem (1.2.1) the integral
∫ t

0
Tsx ds is well defined and

Th
∫ t

0
Tsx ds−

∫ t
0
Tsx ds

h
=

∫ t
0
Th+sx ds−

∫ t
0
Tsx ds

h

=

∫ t+h
h

Tsx ds−
∫ t

0
Tsx ds

h
=

∫ t+h
t

Tsx ds−
∫ h

0
Tsx ds

h
,

where in the first identity we used Proposition (A.4.2). But from the strong continuity of the semigroup,
we deduce that

lim
h→0+

∫ t+h
t

Tsx ds−
∫ h

0
Tsx ds

h
= lim
h→0+

(Tt+hx− Thx) = Ttx− x.

As a result,
∫ t

0
Tsx ds ∈ D(A) and A(

∫ t
0
Tsx ds) = Ttx− x.

Corollary 1.4.1. Let {Tt : t ≥ 0} be a strongly continuous semigroup on a Banach space (X, ‖ ‖X) and
A : X ⊃ D(A)→ X its infinitesimal generator. Then,

(i) For each x ∈ D(A) the trajectory [0,∞) 3 t→ Ttx ∈ X is of class C1[0,∞).

(ii) D(A) = {x ∈ X : [0,∞) 3 t→ Ttx ∈ X is differentiable in [0,∞)}

(iii) For each x ∈ D(A) and t ≥ 0 it holds that Ttx− x =
∫ t

0
TsAx ds =

∫ t
0
ATsx ds.

Proof:

(i) It is a direct consequence of (i) of Theorem(1.4.1) and of the fact that the function [0,∞) 3 t→ TtAx ∈ X
is continuous in its domain, since (Tt)t≥0 is a strongly continuous semigroup.

(ii) Again from (i) of Theorem(1.4.1) we have:

x ∈ D(A)⇔ t→ Ttx right differentiable at 0⇔ t→ Ttx differentiable in [0,∞)
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(iii) Integrate both sides of the relationship of (i) of Theorem(1.4.1) and apply Corollary (A.3.2).

Proposition 1.4.1. Let {Tt : t ≥ 0} be a strongly continuous semigroup on a Banach space (X, ‖ ‖X) and
A : X ⊃ D(A)→ X its infinitesimal generator. Then, D(A) is dense in X and A is closed.

Let x ∈ X and t > 0. From (ii) of Theorem(1.4.1)
∫ t

0
Tsx ds ∈ D(A) and D(A) is a linear space, so∫ t

0
Tsx ds

t ∈ D(A). Observe now that,

lim
t→0+

∫ t
0
Tsx ds

t
= T0x = x,

from where we deduce that D(A) is dense in X. Now consider a sequence {xn}∞n=1 ⊂ D(A) such that:
limn→∞ xn = x ∈ X and limn→∞Axn = y ∈ X. From (iii) of Corollary (1.4.1) we have that:

Thxn − xn =

∫ h

0

TsAxn ds, for each n ∈ N and h > 0.

Observe now that limn→∞ TsAxn = Tsy and the convergence is uniform in [0, h]. For the last one, fix an
ε > 0. For each x ∈ X, the map [0, h] 3 t → Ttx ∈ X is continuous and since [0,h] is compact we deduce
that supt∈[0,h] ‖Ttx ‖ <∞. Therefore, by the Banach Steinhauss Theorem we get M = supt∈[0,h] ‖Tt ‖ <∞.
Now choose n0 ∈ N such that ‖Axn − y ‖ < ε

M , for all n ≥ n0 . Then, ‖TsAxn − Tsy ‖ ≤M ‖Axn − y ‖ < ε,
for all n ≥ n0 and s ∈ [0, h]. Thus, from the Uniform Convergence Theorem (A.3.3), taking the limits as
n→∞ we deduce:

Thx− x =

∫ h

0

Tsy ds, for each h > 0.

Therefore

lim
h→0+

Thx− x
h

= y.

This means that x ∈ D(A) and Ax = y.

Proposition 1.4.2. Let A : X ⊃ D(A) → X be the infinitesimal generator of two strongly continuous
semigroups {Tt : t ≥ 0} and {St : t ≥ 0} on a Banach space (X, ‖ ‖X). Then St = Tt, for each t ≥ 0.

Proof: Let x ∈ D(A) and t > 0. Define the function f : [0, t]→ X, where

fs = St−sTsx, s ∈ [0, t].

By Theorem (1.4.1), f is differentiable in [0, t] and

f ′s = −ASt−sTsx+ St−sATsx = −ASt−sTsx+ASt−sTsx = 0, for each s ∈ [0, t].

Therefore, from Proposition (A.3.1) it follows that f is constant. Thus,

f0 = ft ⇔ Stx = Ttx

Until now we have shown that Stx = Ttx, for each x ∈ D(A) and t ≥ 0. Because D(A) is dense in X and St,
Tt are linear bounded operators we get easily that Stx = Ttx, for each x ∈ X and t ≥ 0.

Corollary 1.4.2. Let (X, ‖ ‖X) be a Banach space.An operator A : X ⊃ D(A) → X is the infinitesimal
operator of a uniformly continuous semigroup on X if and only if D(A) = X and A ∈ B(X).

Proof: Assume that {Tt : t ≥ 0} is a uniformly continuous semigroup on X. As we have already
mention in Remark (1.4.2), its generator is the bounded operator A ∈ B(X) such that Tt = eAt and
A = limh→0+

Th−I
h . Converselly, suppose that the linear and bounded operator A : X → X is the generator

of a semigroup {Tt : t ≥ 0}. Then, A is also the generator of the semigroup {eAt : t ≥ 0}. By virtue of
Proposition (1.4.2), Tt = eAt, t ≥ 0.
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Remark 1.4.3. Theorem (1.4.1)(i) and Proposition (1.4.2) assert that for each x ∈ D(A), the function
u : [0,∞)→ X, defined by u(t) = Ttx, for each t ≥ 0 is the unique classical solution (see Definition (5.3.1))
of the Cauchy problem {

u′(t) = Au(t), t ∈ [0,∞)
u(0) = x, .

Example 1.4.1 (Left translation semigroup revisited). Let (X, ‖ ‖X) = (BCu(R+), ‖ ‖∞), {Tt : t ≥ 0} ⊂
B(X) the left translation semigroup on BCu(R+) (see Example (1.3.1)) and A : X ⊃ D(A) → X its
infinitesimal generator.Then,

D(A) = {x : R+ → C : x differentiable and x′ ∈ BCu(R+)}

and Ax = x′, for each x ∈ D(A).

Proof: Assume that x ∈ D(A).Then, the limit limt→0+
Ttx−x
t exists in BCu(R+).Now, since the conver-

gence on BCu(R+) with respect to the norm ‖ ‖∞ is equivalent to the uniform convergence we get that:

lim
t→0+

Ttx(τ)− x(τ)

t
= lim
t→0+

x(τ + t)− x(τ)

t
= (

d

dt
)+x(τ) ∈ BCu(R+).

Therefore, D(A) ⊂ {x : R+ → C : x differentiable and x′ ∈ BCu(R+)}, since x is uniformly continuous.For
the inverse inclusion, let x : R+ → C be a differentiable function with x′ ∈ BCu(R+).From the mean value
theorem, we deduce that for each τ ≥ 0, h > 0, there exists θ ∈ [0, 1] such that x(τ + h) − x(τ) = hx′(τ +
θh).Moreover, since x′ is uniformly continuous, for each ε > 0, there exists δ > 0 such that: for each τ, σ ≥
0 with |τ − σ| < δ, it holds that |x′(τ)− x′(σ)| < ε.Therefore for 0 < h < δ we have:∥∥∥∥ Thx− xh

− x′
∥∥∥∥
∞

= sup
τ∈R+

∣∣∣∣Thx(τ)− x(τ)

h
− x′(τ)

∣∣∣∣ = sup
τ∈R+

|x′(τ + θh− x′(τ)| ≤ ε.

This means that x ∈ D(A) and Ax = x′.

Example 1.4.2 (Rescaled semigroups revisited). Let {Tt : t ≥ 0} be a strongly continuous semigroup
on a Banach space X and A : X ⊃ D(A) → X its infinitesimal generator.Define the rescaled semigroup
{St : t ≥ 0}, where St = e−λtTt, t ≥ 0, for some λ ∈ R.Then, B : D(A)→ X, B = A− λI is its infinitesimal
generator.

Proof: Observe that for each x ∈ X:

lim
t→0+

{
Stx− x

t
− Ttx− x

t

}
= lim

t→0+

Stx− Ttx
t

= lim
t→0+

(e−λt − 1)Ttx

t
= −λx

Thus, the limit limt→0+
Stx−x
t exists if and only if the limit limt→0+

Ttx−x
t exists and in this case, Bx =

Ax− λx.

Example 1.4.3 (Isomorphic semigroups). Let X , Y be two Banach spaces and J : X → Y an isometric
isomorphism.If {Tt : t ≥ 0} is a strongly continuous semigroup on X, then {St : t ≥ 0}, where

St = JTtJ
−1, t ≥ 0,

is a strongly continuous semigroup on Y .Moreover, if A : X ⊃ D(A) → X is the infinitesimal generator of
{Tt : t ≥ 0} and B : X ⊃ D(B)→ Y is the generator of {St : t ≥ 0}, then

y ∈ D(B)⇔ J−1 ∈ D(A) and B = JAJ−1.
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Proof: It is an easy to task to verify that {St : t ≥ 0} is a semigroup on Y .Furthermore, if y ∈ Y , then
J−1y ∈ X.So, from strong continuity of {Tt : t ≥ 0} we get that

lim
t→0+

TtJ
−1y = J−1y.

Therefore,
lim
t→0+

JTtJ
−1y = JJ−1y = y,

which proves that {St : t ≥ 0} is strongly continuous.In addition, limh→0+
JTtJ

−1y−y
h exists if and only if

limh→0+
TtJ
−1y−J−1y
h exists.Thus, y ∈ D(B)⇔ J−1 ∈ D(A) and B = JAJ−1.

Example 1.4.4 (Restriction of a semigroup). Let {Tt : t ≥ 0} be a strongly continuous semigroup on a
Banach space X.If X1 is a linear Banach subspace of X, such that TtX1 ⊂ X1, then {St : t ≥ 0}, where
St = Tt|X1

, t ≥ 0 is a strongly continuous semigroup on X1.Moreover, if A : X ⊃ D(A) → X is the
infinitesimal generator of {Tt : t ≥ 0} and B : X ⊃ D(B)→ Y is the generator of {St : t ≥ 0}, then

D(B) = D(A) ∩X1 and Bx = Ax, ,for each x ∈ D(B).

Proof: It is enough to observe that X1 is closed.So, if x ∈ D(A)∩X1, then the limit limh→0+
Shx−x
h =

Ax ∈ X1.This means that D(A) ∩X1 ⊂ D(B).The inverse inclusion is direct.

Example 1.4.5 (Semigroup restricted to the domain of its generator). Let {Tt : t ≥ 0} be a strongly
continuous semigroup on a Banach space X and A : D(A) → X its infinitesimal generator.From Proposi-
tion (1.4.1), A is closed.So from Proposition (A.4.3) the space (A, ‖ ‖A) is Banach.Thus, we can define the
restriction semigroup {St : t ≥ 0}, where St = Tt|D(A), on (D(A), ‖ ‖A).Observe that:

‖Stx ‖A = ‖Stx ‖X +AStxX = ‖Ttx ‖X + ‖TtAx ‖X
≤ ‖Tt ‖B(X) ‖x ‖A , for each x ∈ D(A).

Thus, ‖St ‖ ≤ ‖Tt ‖.In addition, if B : X ⊃ D(B) → Y is the infinitesimal generator of {St : t ≥ 0} then
D(B) = {x ∈ D(A) : Ax ∈ D(A)} and Bx = Ax, for each x ∈ D(B).



Chapter 2

Generation Theorems

In this chapter we will present the most powerful Theorem in the theory of semigroups, the so-called Hille-
Yosida Theorem and its variants. All these theorems give necessary and sufficient conditions that a linear
operator A : X ⊃ D(A)→ X on a Banach space X must satisfy in order to be the infinitesimal generator of a
strongly continuous semigroup. In the first section we state and prove the Hille-Yosida Theorem which refers
to C0-semigroups of contractions. In section (2.3.1) we study the Feller-Miyadera-Phillips Theorem which
is the generalisation of the Hille-Yosida Theorem for arbitrary C0-semigroups. Finally in section (2.5) we
prove the two versions of the Lumer-Phillips Theorem which is a very useful reformulation of the Hille-Yosida
Theorem. In most cases it is easier to verify that an operator satisfies the conditions of the Lumer-Phillips
Theorem. This is why in many classic books of applied functional analysis for partial differential equations,(
e.g [BR] th.VII.4) , the Lumer-Phillips theorem plays the central role. As we will see in the next chapters (see
Chapter 7) generation theorems presented here combined with existence and uniqueness results of solutions
of determinitstic (stochastic) abstract Cauchy problems (e.g see Remark (1.4.3), Chapter 5 and Chapter 6)
are a powerful tool for the qualitative study of deterministic (stochastic )partial differential equations.

2.1 Elements of Spectral Analysis

Let {Tt : t ≥ 0} be a strongly continuous semigroup on a Banach space X. Then there exists its (unique)
infinitesimal generator A : X ⊃ D(A) → X, with the characteristics that we have already discussed in the
previous chapter. In order to retrieve the semigroup {Tt : t ≥ 0} from its infinitesimal generator, we need a
third object which is called the resolvent. In this section we will examine some definitions and results from
Spectral analysis, which will be very useful in the sequel.

Definition 2.1.1. Let A : X ⊃ D(A)→ X be a linear operator on a Banach space X. Then we define:

(i) the resolvent set of A:

ρ(A) := {λ ∈ C : λI −A is bijective and (λI −A)−1 ∈ B(X)}.

(ii) the spectrum of A:
σ(A) := C\ρ(A)

(iii) the resolvent operator of A at a point λ ∈ ρ(A):

R(λ,A) := (λI −A)−1

Remark 2.1.1. Observe that for ρ(A) 6= ∅, it is necessary A to be closed. Indeed, if λ ∈ ρ(A), then
(λI−A)−1 is a closed operator, since it is bounded. By virtue of Proposition (A.4.4), (λI−A) is also closed.
Finally, by Corollary (A.4.2), A is closed.

Remark 2.1.2. From Proposition (A.4.4) and the Closed Graph Theorem (see also Corollary (A.4.1)) we
deduce that if A is closed, then

ρ(A) = {λ ∈ C : λI −A is bijective }

23
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Remark 2.1.3. It is an easy task to verify that for λ, µ ∈ ρ(A), the operators R(λ,A), R(µ,A) commute,
i.e R(λ,A)R(µ,A) = R(µ,A)R(λ,A).

Lemma 2.1.1 (Resolvent Equation). Let A : X ⊃ D(A)→ X be a closed linear operator on a Banach space
X. Then, for each λ, µ ∈ ρ(A), it holds that:

R(λ,A)−R(µ,A) = (µ− λ)R(λ,A)R(µ,A).

Proof: From definition (2.1.1) we have that:

[λR(λ,A)−AR(λ,A)]R(µ,A) = R(µ,A)

µR(µ,A)−AR(µ,A)]R(λ,A) = R(λ,A).

By subtraction and Remark (2.1.3), we get the desired result.

Theorem 2.1.1. Let A : X ⊃ D(A) → X be a closed linear operator on a Banach space X. Then, ρ(A) is
an open subset in C.

Proof: Let µ ∈ ρ(A). We want to find an ε > 0 such that the open ball B(µ, ε) = {λ ∈ C : |λ − µ| <
ε} ⊂ ρ(A). To this end, consider

Sλ = R(µ,A)

∞∑
n=0

(µ− λ)nR(µ,A)n. (2.1.1)

Clearly as we have shown in Theorem (A.5.1), for each λ ∈ C, with |λ − µ| ‖R(µ,A) ‖B(X) < 1, the se-

ries in (2.1.1) is ‖ ‖B(X)- convergent. Moreover, again from Theorem (A.5.1), we deduce that for λ ∈
B(µ, 1

‖R(µ,A) ‖ ) it holds that

Sλ = (µI −A)−1[I − (µ− λ)R(µ,A)]−1

= [(I − (µ− λ)R(µ,A))(µI −A)]−1

= (λI −A)−1 = R(λ,A).

Thus, λ ∈ ρ(A) and the proof is complete.

Remark 2.1.4. By virtue of Theorem (2.1.1), we deduce that the resolvent map λ → R(λ,A) is locally
analytic and

dn

dλn
R(λ,A) = (−1)nn!R(λ,A)n+1,

for all λ ∈ ρ(A) and n ∈ N.

Lemma 2.1.2. Let {Tt : t ≥ 0} ⊂ B(X) be a C0−semigroup on a Banach space X and A : X ⊃ D(A)→ X
its generator. Then, for each t ≥ 0 and λ ∈ ρ(A) it holds that

R(λ,A)Tt = TtR(λ,A).

Proof: Let λ ∈ ρ(A), t ≥ 0, x ∈ X. Set y = R(λ,A)x ∈ D(A). By virtue of Theorem (1.4.1) we obtain

Ttx = Tt(λI −A)y = λTty −ATty = (λI −A)Tty = (λI −A)TtR(λ,A)x.

Therefore,

R(λ,A)Ttx = TtR(λ,A)x.



2.2. THE HILLE-YOSIDA THEOREM 25

2.2 The Hille-Yosida Theorem

Theorem 2.2.1 (Hille-Yosida Theorem). A linear operator A : X ⊃ D(A) → X on a Banach space X, is
the infinitesimal generator of a C0-semigroup of contractions if and only if :

(1) D(A) is dense and A is closed.

(2) (0,∞) ⊂ ρ(A) and for each λ > 0 it holds that:

‖R(λ,A) ‖B(X) ≤
1

λ
.

Remark 2.2.1. Observe that (λI − A)−1 = 1
λ (I − λ−1A)−1, whenever at least one of the two inverses is

well defined. This means that (2) of Theorem (2.2.1) can be replaced by:

(2’) For each λ > 0, I − λ−1A is bijective and
∥∥ (I − λ−1A)−1

∥∥
B(X)

≤ 1

Remark 2.2.2. If A is densely defined and

(2”) For each λ > 0, λI −A is bijective, (λI −A)−1 ∈ B(X) and
∥∥ (λI −A)−1

∥∥
B(X)

≤ 1
λ

then conditions (1), (2) of Theorem (2.2.1) are satisfied. See also Remark (2.1.1).

Proof (Necessity): Let A : X ⊃ D(A) → X be the infinitesimal generator of a C0-semigroup of
contractions {St : t ≥ 0} ⊂ B(X). By virtue of Proposition (1.4.1), A is a densely defined closed operator.
So it remains to show condition (2). To this end, for each λ > 0, define:

Rλx =

∫ ∞
0

e−λtStx dt, x ∈ X.

We claim that, Rλ : X → X, is well defined. Indeed, from the strong continuity of the semigroup it follows
that t → Stx is continuous , so Riemann integrable, for each x ∈ X. Moreover, for each a, b ≥ 0, a ≤ b, we
have: ∥∥∥∥∥

∫ b

a

e−λtStx dt

∥∥∥∥∥
X

≤
∫ b

a

e−λt ‖St ‖B(X) ‖x ‖X dt

≤ ‖x ‖X
∫ b

a

e−λt dt =
e−λa − e−λb

λ
‖x ‖X .

Since the last expression tends to zero as a, b → ∞, the integral converges. It is easy to verify the linearity
of Rλ. Moreover, for each x ∈ X, we have:

‖Rλx ‖X ≤
∫ ∞

0

e−λt ‖St ‖B(X) ‖x ‖X dt ≤ 1

λ
‖x ‖X .

This means that Rλ ∈ B(X) and ‖Rλ ‖B(X) ≤
1
λ , for each λ > 0.

Claim: For each λ > 0, the operator Rλ coincides with R(λ,A).

Proof of Claim: We will show that for each λ > 0, the operator Rλ is the right and the left inverse of the
operator λI −A. Let x ∈ X, λ > 0 and h > 0. We have:

ShRλx−Rλx
h

=
1

h

∫ ∞
0

e−λtSt+hx dt−
1

h

∫ ∞
0

e−λtStx dt

=
eλh

h

∫ ∞
h

e−λtStx dt−
1

h

∫ ∞
0

e−λtStx dt

=
eλh − 1

h

∫ ∞
0

e−λtStx dt−
eλh

h

∫ h

0

e−λtStx dt,
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where in the first equality we have used Proposition (A.4.2). Now observe that,

lim
h→0+

∥∥∥∥∥
∫ h

0
e−λtStx dt

h
− x

∥∥∥∥∥ ≤ lim
h→0+

1

|h|

∫ h

0

∥∥ e−λtStx− x ∥∥ dt

= lim
h→0+

∥∥ e−λhShx− x∥∥ = 0,

since (St)t is strongly continuous. Therefore,

lim
h→0+

ShRλx−Rλx
h

= λRλx− x,

from where we deduce that Rλx ∈ D(A) and ARλx = λRλx− x, for each x ∈ X. Thus,

ARλ = λRλ − I ⇔ (λI −A)Rλ = I.

Now, let x ∈ D(A). We have:

RλAx =

∫ ∞
0

e−λtStAx dt

=

∫ ∞
0

e−λt(
d

dt
Stx) dt

= lim
t→∞

e−λtStx− x+ λ

∫ ∞
0

e−λtStx dt

= λRλx− x,

where in the second equality we have used Corollary (1.4.1). For the last equality, observe that:∥∥ e−λtStx∥∥X ≤ e−λt ‖x ‖X → 0, as t→∞

Thus,
RλA = λRλ − I ⇔ Rλ(λI −A) = I.

The proof of the necessity is complete.

Definition 2.2.1. Let A : X ⊃ D(A) → X be a linear operator on a Banach space X, which satisfies
conditions (1) and (2) of the Hille-Yosida Theorem (2.2.1). For λ > 0, we define the operator Aλ : X → X,
where Aλ = λAR(λ,A), which is called the Yosida approximation of A.

Lemma 2.2.1. Let A : X ⊃ D(A)→ X be a linear operator on a Banach space X, which satisfies conditions
(1) and (2) of the Hille-Yosida Theorem (2.2.1). Then:

(i) lim
λ→∞

λR(λ,A)x = x, for each x ∈ X.

(ii) Aλx = λ2R(λ,A)x− λx, for each x ∈ X and λ > 0.

(iii) lim
λ→∞

Aλx = Ax, for each x ∈ D(A).

Proof:

(i) Observe that for x ∈ D(A), we have:

λR(λ,A)x− x = λR(λ,A)x−R(λ,A)(λI −A)x = R(λ,A)Ax.

Therefore, for each x ∈ D(A) we have:

lim
λ→∞

‖λR(λ,A)x− x ‖ = lim
λ→∞

‖R(λ,A)Ax ‖ ≤ lim
λ→∞

1

λ
‖Ax ‖ = 0.

Since D(A) is dense in X and ‖λR(λ,A) ‖B(X) ≤ 1, for each λ > 0, by virtue of Proposition (A.7.1),

we deduce that limλ→∞ ‖λR(λ,A)x− x ‖ = 0, for each x ∈ X, as desired.
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(ii) λ2R(λ,A)− λI = λ2R(λ,A)− λ(λI −A)R(λ,A) = λAR(λ,A) = Aλ.

(iii) For x ∈ D(A), we have:

lim
λ→∞

Aλx = lim
λ→∞

λAR(λ,A)x = lim
λ→∞

λR(λ,A)Ax = Ax,

where in the last equality, we used (i) of this Lemma. For the second equality, arguing as in the proof
of (i) we can show that for each x ∈ D(A) and λ > 0, AR(λ,A)x = R(λ,A)Ax.

Lemma 2.2.2. Let A : X ⊃ D(A)→ X be a linear operator on a Banach space X, which satisfies conditions
(1) and (2) of the Hille-Yosida Theorem (2.2.1). Then:

(i) For each λ > 0, the operator Aλ is the infinitesimal generator of the uniformly continuous semigroup
{etAλ : t ≥ 0} and

∥∥ etAλ ∥∥
B(X)

≤ 1, for each t ≥ 0.

(ii) For each x ∈ X, t ≥ 0 and λ, µ > 0 it holds that:∥∥ etAλx− etAµx∥∥ ≤ t ‖Aλx−Aµx ‖ .
Proof:

(i) Let λ > 0. From Lemma (2.2.1) we have that Aλx = λ2R(λ,A)x−λx, for each x ∈ X. Thus, Aλ ∈ B(X).
From Corollary (1.4.2), Aλ is the generator of the semigroup {etAλ : t ≥ 0} which is of course uniformly
continuous. Moreover, for each t ≥ 0:∥∥ etAλ ∥∥ =

∥∥∥ etλ2R(λ,A)−tλI
∥∥∥

≤ etλ
2‖R(λ,A) ‖ ∥∥ e−tλI ∥∥ ≤ etλe−tλ = 1.

(ii) It is easy to verify that for each λ, µ > 0 the operators Aλ, Aµ, e
tAλ , etAµ commute. In order to show

that AλAµ = AµAλ use (ii) of Lemma (2.2.1), while for Aλe
tAµ = etAµAλ, use Remark (A.3.5) and the

fact that AλAµ
n = Aµ

nAλ, for each n ∈ N (by induction). Therefore we have:

∥∥ etAλx− etAµx∥∥ =

∥∥∥∥∫ 1

0

d

ds
(estAλe(1−s)tAµx) ds

∥∥∥∥
=

∥∥∥∥∫ 1

0

d

ds
(est(Aλ−Aµ)etAµx) ds

∥∥∥∥
=

∥∥∥∥∫ 1

0

t(Aλ −Aµ)est(Aλ−Aµ)etAµx ds

∥∥∥∥
≤

∫ 1

0

t ‖Aλx−Aµx ‖
∥∥ estAλ ∥∥ ∥∥∥ e(1−s)tAµ

∥∥∥ ds

≤ t ‖Aλx−Aµx ‖ ,

where in the first equality we used Corollary (A.3.2), in the third equality we used Proposition (1.2.6) and
in the last inequality (i) of this Lemma.
Proof (Sufficiency): Let t ≥ 0. From Lemma (2.2.1) and Lemma (2.2.2) it follows that for each x ∈ D(A),∥∥ etAλx− etAµx∥∥ ≤ t ‖Aλx−Aµx ‖ → 0, as λ, µ→∞. (2.2.1)

Thus, by completeness of X, we can define the operator St : D(A)→ X,

Stx = lim
λ→∞

etAλx, x ∈ D(A). (2.2.2)
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By using (2.2.1), we can show that for x ∈ D(A) the convergence of the maps ([0,∞) 3 t→ etAλx ∈ X)λ>0

in (2.2.2) is uniform on compact subsets in R+. Now, it is easy to verify that St is a linear and bounded
operator. Observe that from Lemma (2.2.2), we deduce that for each x ∈ D(A), ‖Stx ‖ ≤ ‖x ‖, thus
‖St ‖ ≤ 1. Because St is a densely defined linear and bounded operator, there exists a unique extension

S̃t : X → X, such that S̃t|D(A) = St, S̃t ∈ B(X) and
∥∥∥ S̃t ∥∥∥

B(X)
≤ 1. Moreover, by Proposition (A.7.1) and

(2.2.2) it follows that
S̃tx = lim

λ→∞
etAλx, for eachx ∈ X, (2.2.3)

since D(A) is dense and
∥∥ etAλ ∥∥ ≤ 1, for each λ > 0. Again the convergence is uniform on compact subsets

in R+. It is an easy task, to verify that {S̃t : t ≥ 0} is a semigroup. To see this, use the semigroup poperty
of the exponential and Proposition (A.7.3). In the sequel, we will show that it is strongly continuous. Let
x ∈ X, T > 0 and ε > 0. Since the convergence in relationship (2.2.3) is uniform on compact subsets in R+,
we can choose a sufficiently large λ0, such that,∥∥∥ S̃tx− etAλ0x∥∥∥ < ε

2
, for each t ∈ [0, T ].

Furthermore, limt→0+ etAλ0x = x, since the semigroup {etAλ0 : t ≥ 0} is uniformly continuous. Thus, we can
choose δ > 0 such that, for each 0 < t < δ ∥∥ etAλ0x− x ∥∥ < ε

2

Therefore, for each 0 < t < min{δ, T} we have,∥∥∥ S̃tx− x∥∥∥ ≤ ∥∥∥ S̃tx− etAλ0x∥∥∥ +
∥∥ etAλ0x− x ∥∥ < ε.

This means that limt→0+ S̃tx = x, for each x ∈ X and the strong continuity has been proved. It remains
to show that A : X ⊃ D(A) → X is the generator of the strongly continuous semigroup of contractions
{S̃t : t ≥ 0}. To this aim, assume that B : X ⊃ D(B) → X is the generator of the semigroup and let
x ∈ D(A). Then, observe that

lim
λ→∞

etAλAλx = S̃tAx (2.2.4)

and the convergence is uniform on compact subsets of R+. Indeed,∥∥∥ etAλAλx− S̃tAx∥∥∥ ≤
∥∥ etAλAλx− etAλAx∥∥ +

∥∥∥ etAλAx− S̃tAx∥∥∥
≤ ‖Aλx−Ax ‖ +

∥∥∥ etAλAx− S̃tAx∥∥∥ ,
which tends to zero, as λ→∞, due to Lemma (2.2.1(iii)) and formula (2.2.3). Thus, for h > 0 we have:

S̃hx− x = lim
λ→∞

ehAλx− x

= lim
λ→∞

∫ h

0

etAλAλx dt

=

∫ h

0

S̃tAx dt,

where in the second equality we used Corollary (1.4.1(iii)) and the fact that Aλ is the generator of {etAλ : t ≥
0}, for λ > 0 and in the third equality we used formula (2.2.4) and the uniform convergence theorem (A.3.3).
Therefore,

lim
h→0+

S̃hx− x
h

= Ax, for eachx ∈ D(A).

This means that D(A) ⊂ D(B) and Bx = Ax, for each x ∈ D(A). Finally, we will show that D(A) = D(B).
Since B is the generator of a C0-semigroup of contractions, by the necessity of our theorem, we conclude that
1 ∈ ρ(B). Thus (I−B)−1(X) = D(B). But (I−B)(D(A)) = (I−A)(D(A)) = X, i.e (I−B)−1(X) = D(A).
Thus, D(A) = D(B).
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Corollary 2.2.1. Let {Tt : t ≥ 0} be a strongly continuous semigroup of contractions on a Banach space X.
If A : X ⊃ D(A)→ X is its infinitesimal generator and Aλ is the Yosida approximation of A, then,

Ttx = lim
λ→∞

etAλx, for eachx ∈ X.

Proof: It is a consequence of the proof of the sufficiency of the Hille-Yosida Theorem (2.2.1) and of Propo-
sition (1.4.2).

2.3 The Feller-Miyadera-Phillips Theorem

Theorem 2.3.1 (The Feller-Miyadera-Phillips Theorem). A linear operator A : X ⊃ D(A)→ X on a
Banach space X, is the infinitesimal generator of a strongly continuous semigroup {St : t ≥ 0} ⊂ B(X) of
type (M,ω), (i.e ‖St ‖ ≤Meωt, for each t ≥ 0), if and only if:

(1) A(D) is dense in X and A is closed.

(2) (ω,∞) ⊂ ρ(A) and for each λ > ω and n ∈ N∗ we have:

‖R(λ,A)n ‖B(X) ≤
M

(λ− ω)n
.

Remark 2.3.1. For the proof of the Feller-Miyadera-Phillips Theorem (??), it is enough to consider the
case ω = 0. To see this take for granted the Feller-Miyadera-Phillips Theorem (??) for the case ω = 0 and
suppose firstly that A : X ⊃ D(A)→ X is the generator of a C0-semigroup (St)t of type (M,ω). Then as we
have already seen in Example (1.4.2), the strongly continuous semigroup {e−ωtSt : t ≥ 0} is of type (M, 0)
and B : D(A)→ X, B = A−ωI, is its generator. Moreover, since λI−A = (λ−ω)I−B and (0,∞) ⊂ ρ(B),
we deduce that (ω,∞) ⊂ ρ(A). In addition

∥∥ (λI −A)−1
∥∥
B(X)

=
∥∥ ((λ− ω)I −B)−1

∥∥
B(X)

≤ M
(λ−ω)n , for

each λ > ω. Conversely, suppose that A : X ⊃ D(A)→ X satisfies conditions (1) and (2) of Theorem (??).
Consider B = A − ωI and arguing as before show that B is the infinitesimal generator of a C0-semigroup
(Tt)t of type (M, 0). It follows that {eωtTt : t ≥ 0} is a C0-semigroup of type (M,ω) and its generator is
B + ωI = A.

We begin with the following Lemma.

Lemma 2.3.1. Let A : X ⊃ D(A)→ X be a linear operator on a Banach space X, such that (0,∞) ⊂ ρ(A)
and ‖λnR(λ,A)n ‖B(X) ≤ M , for each n ∈ N and λ > 0. Then, there exists a norm | | : X → [0,∞), with
the properties:

(i) ‖x ‖ ≤ |x| ≤M ‖x ‖, for each x ∈ X.

(ii) |λR(λ,A)x| ≤ |x|, for each x ∈ X and λ > 0

Proof: For µ > 0, we define | |µ : X → [0,∞), such that,

|x|µ = sup
n∈N
‖µnR(µ,A)nx ‖ , for eachx ∈ X.

It is easy to verify that | |µ is a norm on X and satisfies,

‖x ‖ ≤ |x |µ ≤ M ‖x ‖ , for eachx ∈ X. (2.3.1)

|µR(µ,A)x |µ ≤ |x |µ , for eachx ∈ X. (2.3.2)

We will show now that,

|λR(λ,A)x |µ ≤ |x |µ , for each x ∈ X andλ ∈ (0, µ]. (2.3.3)
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By virtue of the ResolventEequation (Lemma (2.1.1)), for each λ ∈ (0, µ] we have:

|R(λ,A)x |µ = |R(µ,A)x+ (µ− λ)R(µ,A)R(λ,A)x |µ

=
1

µ
|µR(µ,A)(x+ (µ− λ)R(λ,A)x) |µ

≤ 1

µ
|x+ (µ− λ)R(λ,A)x |µ

≤ 1

µ
|x |µ + (1− λ

µ
) |R(λ,A)x |µ ,

where in the first inequality we used that µR(µ,A) is a contraction on (X, | |µ), by (2.3.2). Therefore, we
have shown (2.3.3). Now , by (2.3.1) and (2.3.3) we get:

‖λR(λ,A)x ‖ ≤ |λR(λ,A)x |µ ≤ |x |µ , for eachx ∈ X, λ ∈ (0, µ]. (2.3.4)

Moreover, by induction we have:

‖λnR(λ,A)nx ‖ ≤ |λnR(λ,A)nx |µ ≤ |x |µ , for eachx ∈ X, λ ∈ (0, µ] andn ∈ N,

from where we deduce that,
|x |λ ≤ |x |µ , for eachλ ∈ (0, µ], x ∈ X.

Therefore we can define the norm | | : X → [0,∞),

|x | = lim
µ→∞

|x |µ , for eachx ∈ X.

Taking the limits in relationships (2.3.1) and (2.3.3), we deduce the desired properties of the norm.

Remark 2.3.2. The key idea of the proof of Feller-Miyadera-Phillips Theorem (??), is based on the fact
that equivalent metrics on a space, induce the same topology. Thus all topological properties of a set or a
function (e.g continuity, closedness e.t.c) with respect to equivalent norms, are the same. This idea, combined
with the Hille-Yosida Theorem (2.2.1), leads us to the desired results.

Proof (Necessity): Let {St : t ≥ 0}, be a semigroup on X, such that ‖St ‖ ≤M , for each t ≥ 0 and let
A : X ⊃ D(A)→ X be its infinitesimal generator. Define ||| ||| : X → [0,∞),

|||x||| = sup
t≥0
‖Stx ‖ .

It is easy to verify, that ||| ||| is a norm on X. Moreover,

‖x ‖ ≤ |||x||| ≤M ‖x ‖ , for eachx ∈ X. (2.3.5)

Thus, we have equivalent norms. In addition,

|||Stx||| = sup
s≥0
‖SsStx ‖ ≤ sup

t≥0
‖Stx ‖ = |||x|||, for eachx ∈ X and t ≥ 0.

This means, that A is the generator of the semigroup of contractions {St : t ≥ 0} on (X, ||| |||). Thus, by
virtue of the Hille-Yosida Theorem (2.2.1), A is densely defined and closed and (0,∞) ⊂ ρ(A), with

|||λR(λ,A)|||B(X) ≤ 1, for eachλ > 0. (2.3.6)

So, accordingly to Remark (2.3.2), it remains to show, that ‖λnR(λ,A)n ‖B(X) ≤M , for each λ > 0. To this

end, observe that from relationships (2.3.5) and (2.3.6) we deduce that, for each x ∈ X and λ > 0, we have:

‖λnR(λ,A)nx ‖ ≤ |||λnR(λ,A)nx||| ≤ |||x||| ≤M ‖x ‖ .

Proof (Sufficiency): Assume that conditions (1) and (2) of Theorem (??) are satisfied. By virtue of
Lemma (2.3.1), there exists a norm | | on X, such that ‖x ‖ ≤ |x| ≤ M ‖x ‖ and |λR(λ,A)x| ≤ |x|, for
each x ∈ X and λ > 0. Therefore, A satisfies the conditions of the Hille-Yosida Theorem on (X, | |) and
so, it is the generator of a C0-semigroup of contractions {St : t ≥ 0} on (X, | |). It remains to show that
‖St ‖B(X) ≤M , for each t ≥ 0. Indeed, for each x ∈ X and t ≥ 0,

‖Stx ‖ ≤ |Stx| ≤ |x| ≤M ‖x ‖ .
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2.4 Some extra results

Lemma 2.4.1. Let {Tt : t ≥ 0} ⊂ B(X) be a C0-semigroup on a Banach space X and A : X ⊃ D(A)→ X
its infinitesimal generator. The following assertions hold,

(i) For each λ ∈ C, t > 0, x ∈ X,
∫ t

0
e−λsTsx ds ∈ D(A) and

e−λtTtx− x = (A− λI)

∫ t

0

e−λsTsx ds.

(ii) For each x ∈ D(A) we have:

e−λtTtx− x =

∫ t

0

e−λsTs(A− λI)x ds.

Proof:

i) For x ∈ X, t > 0, λ ∈ C, h > 0 we have:

Th
∫ t

0
e−λsTsx ds−

∫ t
0
e−λsTsx ds

h
=

∫ t
0
e−λsTs+hx ds−

∫ t
0
e−λsTsx ds

h

=
eλh

∫ t+h
h

e−λsTsx ds−
∫ t

0
e−λsTsx ds

h

=
1

h
(eλh − 1)

∫ t

0

e−λsTsx ds+
1

h
eλh

∫ t+h

t

e−λsTsx ds

− 1

h

∫ h

0

e−λsTsx ds

→ λ

∫ t

0

e−λsTsx ds+ e−λtTtx− x, as h→ 0+,

from where we deduce that (i) holds.

(ii) For each x ∈ D(A) we have:∫ t

0

e−λsTsAx ds =

∫ t

0

e−λs(
d

ds
Tsx) ds

= [e−λtTtx− x] + λ

∫ t

0

e−λsTsx ds

= [e−λtTtx− x] +

∫ t

0

e−λsTsλx ds.

Theorem 2.4.1. Let {St : t ≥ 0} ⊂ B(X) be a C0- semigroup of type (M,ω), (i.e ‖St ‖ ≤ Meωt, for each
t ≥ 0), on a Banach space X. Then, for its infinitesimal generator A : X ⊃ D(A) → X, the following
properties hold:

(i) If λ ∈ C such that the improper integral

Rλx :=

∫ ∞
0

e−λtStx dt

exists in X for all x ∈ X, then λ ∈ ρ(A) and Rλ = R(λ,A).

(ii) If Reλ > ω, then λ ∈ ρ(A) and the resolvent is given by the integral expression in (i).

(iii) ‖R(λ,A) ‖ ≤ M
Reλ−ω , for each Reλ > ω.

Proof:
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(i Argue as in the Proof of the necessity of The Hille-Yosida Theorem (2.2.1). (See the proof of the claim).

(ii) For each a, b ≥ 0, a ≤ b, we have:∥∥∥∥∥
∫ b

a

e−λtStx dt

∥∥∥∥∥
X

≤
∫ b

a

|e−λt| ‖St ‖B(X) ‖x ‖X dt

≤ M ‖x ‖X
∫ b

a

e(−Reλ+ω)t dt→ 0, as a, b→∞.

Consequently,
∫ s

0
eλtStx dt, converges (absolutely) in X as s→∞, for all x ∈ X.

(iii) Moreover, for each x ∈ X, we have:

‖Rλx ‖X ≤
∫ ∞

0

Me(−Reλ+ω)t ‖x ‖X dt ≤ M

Reλ− ω
‖x ‖X .

This means that Rλ ∈ B(X) and ‖Rλ ‖B(X) ≤
M

Reλ−ω , for each Reλ > ω.

Proposition 2.4.1. Let {St : t ≥ 0} ⊂ B(X) be a C0- semigroup of type (M,ω), (i.e ‖St ‖ ≤ Meωt, for
each t ≥ 0), on a Banach space X and let A : X ⊃ D(A)→ X be its infinitesimal generator. Then,

‖R(λ,A)n ‖ ≤ M

(Reλ− ω)n
,

for each n ∈ N and Reλ > ω.

Proof: Note that for each Reλ > ω and n ∈ N it holds that

R(λ,A)nx =
(−1)n−1

(n− 1)!

dn−1

dλn−1
R(λ,A)x

=
1

(n− 1)!

∫ ∞
0

tn−1e−λtStx dt,

for all x ∈ X. To see the second equality, observe that by virtue of Theorem (2.4.1), we have

d

dλ
R(λ,A)x =

d

dλ

∫ ∞
0

e−λtStx dt

= −λ
∫ ∞

0

te−λtStx dt,

for each Reλ > ω and x ∈ X. Continue with induction. Therefore it follows that,

‖R(λ,A)nx ‖ =
1

(n− 1)!

∥∥∥∥ ∫ ∞
0

tn−1e−λtStx dt

∥∥∥∥
≤

M ‖x ‖
(n− 1)!

∫ ∞
0

tn−1e(ω−Reλ)t dt

=
M

(Reλ− ω)n
‖x ‖ .

for all x ∈ X.

Corollary 2.4.1. A linear operator A : X ⊃ D(A)→ X on a Banach space X, is the infinitesimal generator
of a C0-semigroup of contractions if and only if :

(1) D(A) is dense and A is closed.

(2) For each λ ∈ C : Reλ > 0, one has λ ∈ ρ(A) and it holds that:

‖R(λ,A) ‖B(X) ≤
1

Reλ
.
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Proof: It is a consequence of the Hille-Yosida Theorem (2.2.1) and Theorem (2.4.1).

Corollary 2.4.2. A linear operator A : X ⊃ D(A)→ X on a Banach space X, is the infinitesimal generator
of a strongly continuous semigroup {St : t ≥ 0} ⊂ B(X) of type (M,ω), (i.e ‖St ‖ ≤ Meωt, for each t ≥ 0),
if and only if:

(1) A(D) is dense in X and A is closed.

(2) For each λ ∈ C : Reλ > ω, one has λ ∈ ρ(A) and also:

‖R(λ,A)n ‖B(X) ≤
M

(Reλ− ω)n
,

for each n ∈ N, Reλ > ω.

Proof: It is a consequence of the Feller-Miyadera-Phillips Theorem (??), Theorem (2.4.1) and Proposi-
tion (2.4.1).

2.5 The Lumer-Phillips Theorems

Let X be a Banach space and x∗ ∈ X∗ a linear bounded functional. x ∈ X,

x∗(x) := 〈x, x∗〉 = 〈x∗, x〉.

Definition 2.5.1. Let (X, ‖ ‖X) be a Banach space. We define the duality map,

F : X → P(X∗), F (x) = {x∗ ∈ X∗ : 〈x∗, x〉 = ‖x ‖2 = ‖x∗ ‖2}.

Remark 2.5.1. The Hahn-Banach Theorem, ensures us that F (x) 6= ∅, for each x ∈ X.

Definition 2.5.2. A linear operator A : X ⊃ D(A) → X on a Banach space X, is said to be dissipative
if-f for each x ∈ D(A), there exists x∗ ∈ F (x), such that Re〈Ax, x∗〉 ≤ 0.

Theorem 2.5.1. Let A : X ⊃ D(A) → X be a linear operator on a Banach space X. The following
statements are equivalent:

(i) A is dissipative

(ii) For each x ∈ D(A) and λ > 0, we have:

λ ‖x ‖ ≤ ‖ (λI −A)x ‖ .

Proof: Assume that A is dissipative. Let x ∈ D(A) and λ > 0. Choose x∗ ∈ X∗, such that 〈x, x∗〉 =

‖x ‖2 = ‖x∗ ‖2 and Re〈Ax, x∗〉 ≤ 0. Then we have:

λ ‖x ‖2 = Re〈λx, x∗〉 ≤ Re〈λx, x∗〉 − Re〈Ax, x∗〉
= Re〈λx−Ax, x∗〉
≤ |〈λx−Ax, x∗〉|
≤ ‖x∗ ‖ ‖λx−Ax ‖ = ‖x ‖ ‖λx−Ax ‖ .

Conversely, (LATER)

Theorem 2.5.2 (Lumer-Phillips Theorem I). Let A : X ⊃ D(A) → X be a densely defined linear operator
on a Banach space X. Then, A is the infinitesimal generator of a C0-semigroup of contractions on X, if and
only if:

((1) A is dissipative

(2) There exists λ > 0 such that R(λI −A) = X, i.e λI −A is surjective.
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Proof (Necessity): Assume, that A is the infinitesimal generator of a C0-semigroup of contractions
{St : t ≥ 0}. By virtue of the Hille-Yosida Theorem (2.2.1), we deduce that (0,∞) ⊂ ρ(A). Thus, for each
λ > 0, R(λI −A) = X. Now, let x ∈ D(A) and x∗ ∈ F (x). Then, for each t > 0, we have:

|〈Stx, x∗〉| ≤ ‖x∗ ‖ ‖Stx ‖ ≤ ‖x ‖2 .

Thus,
Re〈Stx− x, x∗〉 = Re〈Stx, x∗〉 − Re〈x, x∗〉 ≤ ‖x ‖2 − ‖x ‖2 = 0.

Therefore,

Re〈Ax, x∗〉 = lim
t→0+

Re〈Stx− x, x∗〉
t

≤ 0, for each x ∈ D(A) and x∗ ∈ F (x).

Proof (Sufficiency): Since A is dissipative, by Theorem (2.5.1), we deduce, that for each x ∈ D(A) and
λ > 0 we have:

‖λx ‖ ≤ ‖ (λI −A)x ‖ . (2.5.1)

Observe, that relationship (2.5.1), implies that λI −A is one to one for each λ > 0. Consider a λ0 > 0, such

that λ0I − A is surjective. Then, (λ0I − A)−1 exists and from (2.5.1) we get that
∥∥ (λ0I −A)−1y

∥∥ ≤ ‖ y ‖λ0
,

for each y ∈ X. Thus (λ0I − A)−1 ∈ B(X) and λ0 ∈ ρ(A). This implies that (λ0I − A)−1 is closed, thus
λ0I −A and A are also closed.
Claim: In order to complete the proof, it suffices to show that for each λ > 0, λI −A is surjective.
Proof of Claim: Indeed, in this case, relationship (2.5.1) implies that λ ∈ ρ(A) and ‖R(λ,A) ‖ ≤ 1

λ . Since,
A is densely defined and closed, by the Hille-Yosida Theorem, we get the desired result.
We will show now, that for each λ > 0, R(λI −A) = X. To this end, define the set

Λ = {λ > 0 : R(λI −A) = X}.

Let λ ∈ Λ. Then, λ ∈ ρ(A) and because ρ(A) is open in C, there exists an open neighborhood U of λ that
is contained in ρ(A). Observe that U ∩ R+\{0} is an open interval and is contained in Λ. Thus Λ is an
open subset in (0,∞). Next, we will show that Λ is closed. To this aim, consider {λn}∞n=1 ⊂ Λ, such that
limn→∞ λn = λ. It is clear that λ > 0. Moreover, if y ∈ X, then for each n ∈ N, we can choose xn ∈ D(A),
such that

λnxn −Axn = y (2.5.2)

By (2.5.1), we deduce that for each n ∈ N,

‖xn ‖ ≤
‖ y ‖
λn
≤ c,

for some positive c, since (λn)n is positive and convergent. In addition, from (2.5.1), we deduce that for each
positive integers m > n, we have,

λm ‖xn − xm ‖ ≤ ‖λm(xn − xm)−A(xn − xm) ‖
= ‖λmxn −Axn − y ‖
= ‖λmxn −Axn − λnxn +Axn ‖
= |λn − λm| ‖xn ‖
≤ c |λn − λm|.

Thus, (xn)n is Cauchy and so, by completeness of X, there exists x ∈ X: limn→∞ xn = x. Then, by (2.5.2)
limn→∞Axn = λx− y. By closedness of A, we conclude that x ∈ D(A) and y = λx− Ax. This means that
λ ∈ Λ. Thus Λ is a closed and an open subset in (0,∞). As a result Λ = ∅ or Λ = (0,∞). But by assumption,
Λ 6= ∅. Thus, Λ = (0,∞), as desired.

Remark 2.5.2. From the above proof, we deduce that if A is the generator of a C0-semigroup of contractions,
then

R(λI −A) = X, for eachλ > 0

and
Re < Ax, x∗ >≤ 0, for eachx ∈ D(A) and x∗ ∈ F (x).
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Corollary 2.5.1. Let A : X ⊃ D(A)→ X be a densely defined closed operator on a Banach space X. If A
and A∗ are dissipative, then A is the infinitesimal generator of a C0-semigroup of contractions on X.

Proof: By virtue of the Lumer-Phillips Theorem (2.5.2), it suffices to show that I −A is surjective.
Claim: R(I −A) is a closed subset in X.
Proof of Claim: Consider {yn}∞n=1 ⊂ R(I−A), such that limn→∞ yn = y ∈ X. For each n ∈ N, there exists
xn ∈ D(A), such that yn = xn −Axn. Since A is dissipative, for each positive integers m > n we have:

‖xn − xm ‖ ≤ ‖ yn − ym ‖ .

Thus, (xn)n is Cauchy. So, by completeness of X, we deduce that there exists x ∈ X, such that limn→∞ xn =
x. But then, limn→∞Axn = x− y. By closedness of A, x ∈ D(A) and y = Ax− x. Therefore, y ∈ R(I −A).
Now, assume that R(I −A) 6= X. From a corollary of Hahn-Banach Theorem, there exists x∗ ∈ X∗, x∗ 6= 0,
such that 〈x∗, x−Ax〉 = 0, for each x ∈ D(A). This implies, that x∗ −A∗x∗ = 0. Since A∗ is dissipative, we
conclude that x∗ = 0, which leads us to a contradiction. Thus, R(I −A) = X.

Definition 2.5.3. A linear operator A : X ⊃ D(A)→ X on a Banach space X, is said to be closable if-f it
can be extended to a closed linear operator, i.e there exists a linear operator B : X ⊃ D(B)→ X, such that,
D(A) ⊂ D(B) and Bx = Ax, for each x ∈ D(A).

Lemma 2.5.1. Let A : X ⊃ D(A)→ X be a linear operator on a Banach space X. The following assertions
are equivalent:

(i) A is closable

(ii) The closure of GA = {(x,Ax) : x ∈ D(A)} ⊂ X ×X, is the graph of a closed linear operator.

(iii) If {xn}∞n=1 ⊂ D(A) such that, lim
n→∞

xn = 0 and lim
n→∞

Axn exists, then lim
n→∞

Axn = 0.

Proof:

(ii)⇒ (i) It is clear that if B is a closed linear operator such that GB = GA, then Bx = Ax, for each
x ∈ D(A). This is direct from the fact that GB is the graph of a function.

(i)⇒ (iii) Let A be a closable linear operator and (xn)n a sequence in D(A), such that limn→∞ xn = 0 and
limn→∞Axn = y ∈ X. Consider a closed linear operator B : X ⊃ D(B) → X, such that B|D(A) = A.
Then, by the closedness of B, we conclude that y = B(0) = 0, as desired.

(iii)⇒ (ii) We will show that GA is the graph of a linear operator A. To this end, it suffices to show
that if (x, y), (x, y′) ∈ GA, then y = y′. Observe now, that if (x, y), (x, y′) ∈ GA, then there exist
sequences (xn)n and (x′n)n in D(A) such that limn→∞ xn = x, limn→∞Axn = y and limn→∞ x′n = x,
limn→∞Ax′n = y′. Therefore, limn→∞(xn−x′n) = 0 and limn→∞A(xn−x′n) = y− y′. Thus, from (iii)
we get the desired result. Therefore, GA is the graph of an operator A : X ⊃ D(A) → X. It remains
to show the linearity of D(A) and A. Let x, y ∈ D(A), then there exist sequences (xn)n and (yn)n
in D(A) such that limn→∞ xn = x, limn→∞ yn = y, limn→∞Axn = Ax and limn→∞Ayn = Ay. So,
limn→∞(xn+yn) = x+y and limn→∞(Axn+Ayn) = Ax+Ay. Since GA is closed we get x+y ∈ D(A)
and A(x+ y) = Ax+Ay. Similarly we work for the scalar multiplication.

Definition 2.5.4. Let A : X ⊃ D(A) → X be a closable linear operator on a Banach space X. Then, the
unique closed operator A with the property GA = GA, is said to be the closure of A.

Theorem 2.5.3. Let A : X ⊃ D(A)→ X be a linear dissipative operator on a Banach space X. Then

(i) If there exists λ0 > 0 such that rg(λ0I −A) = X, then rg(λI −A) = X, for each λ > 0.

(ii) If A is closable, then A is dissipative.

(iii) If D(A) is dense in X, then A is closable.

Proof:
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(i) We have already show this. See the proof of the sufficiency of Lummer-Phillips Theorem (2.5.2).

(ii) Let x ∈ D(A). Then, there exists a sequence (xn)n inD(A) such that limn→∞ xn = x and limn→∞Axn =
Ax. Since A is dissipative for each λ > 0 and n ∈ N we have,

‖λxn ‖ ≤ ‖λxn −Axn ‖

Taking the limits as n→∞ in the last relationship we conclude that

‖λx ‖ ≤
∥∥λx−Ax ∥∥ , for each x ∈ D(A), λ > 0,

from where we deduce that A is also dissipative.

(iii) Let (xn)n be a sequence in D(A) such that limn→∞ xn = 0 and limn→∞Axn = y ∈ X. By virtue of
(iii) of Lemma (2.5.1), it is enough to show that y = 0. Let x ∈ D(A). Since A is dissipative for each
λ > 0 we have, ∥∥∥∥ 1

λ
xn + x

∥∥∥∥ ≤ ∥∥∥∥ (
1

λ
xn + x)− λA(

1

λ
xn + x)

∥∥∥∥
Therefore, taking the limits as n→∞ and λ→ 0 successively we deduce that

‖−y + x ‖ ≥ ‖x ‖ , for each x ∈ D(A)..

Now, let ε > 0. Since D(A) is dense in X, there exists xε ∈ D(A), such that ‖ y − xε ‖ < ε. So, from
this last result and (2.5) we have that

‖ y ‖ ≤ ‖ y − xε ‖ + ‖xε ‖ < 2ε.

Since this is true for each ε > 0, we conclude that ‖ y ‖ = 0, thus y = 0.

Theorem 2.5.4 (Lumer-Phillips Theorem II). Let A : X ⊃ D(A)→ X be a linear densely defined dissipative
operator on a Banach space X. The closure A of A is the infinitesimal generator of a C0-semigroup of
contractions if and only if there exists λ0 > 0 such that rg(λ0I −A) is dense in X.

Proof:

”⇒ ” By virtue of Theorem (2.5.3), A is closable. If A is the generator of a strongly continuous semigroup of
contractions then by the Hille-Yosida Theorem (2.2.1), there exists λ0 > 0 such that rg(λ0I −A) = X.
Let y ∈ X. Then, there exists x ∈ D(A) such that y = λ0x−Ax. Moreover, there exists (xn)n in D(A)
such that limn→∞ xn = x and limn→∞Axn = Ax. Therefore, limn→∞(λ0xn − Axn) = y, from where
we deduce the desired result.

”⇐ ” By virtue of Theorem (2.5.3), A is closable and A is dissipative. Obviously A is densely defined.
Arguing as in the proof of Corollary (2.5.1)we can show that rg(λ0I − A) is closed in X. Therefore,

rg(λ0I−A) = rg(λ0I −A) ⊃ rg(λ0I −A) = X. Thus we can use the Lumer-Phillips Theorem I (2.5.2)
for A.

Corollary 2.5.2. Let A : X ⊃ D(A) → X be a densely defined linear operator on a Banach space X. If A
and A∗ are dissipative, then the closure A of A is the ifinitesimal operator of a C0-semigroup of contractions
on X.

Proof: It is a consequence of Theorem (2.5.3) and Corollary (2.5.1).
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Chapter 3

Probability in Banach Spaces

In this chapter we develop the necessary probabilistic tools for the study of stochastic integrals and stochastic
evolution equations in infinite dimensional spaces. We begin with a review of basic probability concepts in
R and Rn. Next we are going to introduce the notions of integrability, measurability in a more general
Banach space valued setting. In section (3.3) we study Banach space valued random variables, their Fourier
transform and several type of convergence of sequences of random variables. Finally in section (3.4) we will
be concerned with martingales in Banach spaces. The line followed in this chapter is taken from [DS I],
[DS II], [DP I], [DP II], [NR].

3.1 Basic Probability Theory

In this section we review some important notions and facts from measure-theoretic probability. A more
detailed and expanded treatment of this material can be found in [SP], [ASH], [BL] and [PR]. Here, we focus
on the notions of Borel σ-algebras, probability measures and measurability and we are interested mainly in
real random variables and random vectors. The section is only a collection of definitions and propositions
which will be taken for granted in the rest of the text. The notion of Lebesgue integrability is not examined
at all and is assumed familiarity with it. Some well known books on measure theory in the real line and in
eukleidean spaces are [KM], [FLD] and [CP].

Definition 3.1.1. Let Ω 6= ∅ be a set. A family F ⊂ P(Ω) is said to be a σ- algebra of subsets of Ω if-f

(i) ∅ ∈ F

(ii) If A ∈ F, then Ac ∈ F

(iii) If {An}∞n=1 ⊂ F, then ∪∞n=1An ∈ F.

In this case, the pair (Ω,F) is called a measurable space.

Definition 3.1.2. Let Ω 6= ∅ be a set and C ⊂ P(Ω) a class of subsets of Ω. The smallest σ−algebra of
subsets of Ω that contains C is said to be the σ-algebra generated by C and is denoted by σ(C). In other
words,

σ(C) :=
⋂
{F : F is a σ-algebra and C ⊂ F}.

Remark 3.1.1. Note that the existence of the above σ-algebra is clear from the fact that the intersection of
an arbitrary family of σ-algebras is also a σ−algebra of subsets of Ω.

Definition 3.1.3. Let (X,T) be a topological space. Then the σ − algebra

B(X) := σ(T) = σ({U ⊂ X : U is T-open})

is called the Borel σ-algebra of subsets of X.

Proposition 3.1.1. For the Borel σ−algebra B(R) of R the following assertions hold,

(i) It is generated by the class of closed subsets of R.
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(ii) It is generated by the class of open intervals of R, {(a, b) : a, b ∈ R, a < b}.

(iii) It is generated by the class of closed intervals of R, {[a, b] : a, b ∈ R, a < b}.

(iv) It is generated by the class of half open intervals of R, {(a, b] : a, b ∈ R, a < b} or {[a, b) : a, b ∈ R, a < b}.

(v) It is generated by the class {[a,∞) : a ∈ R} or {(−∞, a] : a ∈ R} or {(a,∞) : a ∈ R} or {(−∞, a) : a ∈
R}.

Proposition 3.1.2. Let (Ω,F) be a measurable space and suppose that F = σ(C). If Ω0 ⊂ Ω, then F0 :=
F∩Ω0 := {A∩Ω0 : A ∈ F} is a σ−algebra of subsets of Ω0 and F0 = σ(C0), where C0 := C∩Ω0 := {C ∩Ω0 :
C ∈ C}. Moreover, if Ω0 ∈ F, then F0 = {A ⊂ Ω0 : A ∈ F}.

Definition 3.1.4. Let (Ω,F) be a measurable space. A function µ : F→ [0,∞] is said to be a measure on
(Ω,F) if-f

(i) µ(∅) = 0

(ii) µ(A) ≥ 0, for each A ∈ F

(iii) µ(∪∞n=1An) =
∑∞
n=1 µ(An), for each {An}∞n=1 ⊂ F such that An ∩Am = ∅, for m 6= n.

The triple (Ω,F, µ) is called measure space. Moreover,

• If there exists a sequence {An}∞n=1 ⊂ F such that µ(An) < ∞, for each n ∈ N and Ω = ∪∞n=1An, then
µ is a σ-finite measure.

• If µ(Ω) <∞, then then µ is a finite measure.

• If µ(Ω) = 1, then then µ is a probability measure.

Remark 3.1.2. It is direct from the definition of a sigma-algebra that it is closed under at most countably
infinite operations between sets. Moreover, it can be easily verified that for a probability space (Ω,F,P),
the well known relationships from elementary probability stay true, e.g P(Ac) = 1 − P(A), P(A ∪ B) =
P(A) + P(B)− P(A ∩B),P(A−B) = P(A)− P(A ∩B)e.t.c.

Definition 3.1.5. Let (F,F) and (E,E) be two measurable spaces. A function f : F → E is called (F,E)-
measurable if-f

f−1(E) ⊂ F,

which means that
f−1(B) ∈ F, for each B ∈ E.

Furthermore, if (Ω,F,P) is a p.s then we say that a X : Ω→ E is a random variable if-f it is measurable.
Usually we take E = Rn and E = B(Rn).

Proposition 3.1.3. If σ(C) = E, then X is a random variable if and only if X−1(C) ⊂ F.

Corollary 3.1.1. A function X : (Ω,F,P) → R is a random variable if and only if X−1((−∞, a]) ∈ F, for
all a ∈ R.

Proposition 3.1.4. A vector function X : Ω → Rn, X = (X1, X2, . . . , Xn), is a random vector if and only
if Xi is a random variable, for each i = 1, . . . , n.

Proposition 3.1.5. Let (Ω,F,P) be a p.s, (E,E) a measurable space and X : Ω → E a random variable.
Then the space (E,E,PX), where

PX(B) = P[X ∈ B], B ∈ E,

is a probability space. Moreover the probability measure PX is called the distribution of X.

When E = Rn the distribution PX of a random variable X is uniquely determined by its distribution
function FX : Rn → [0, 1] which is defined by

FX(x1, x2, . . . , xn) := PX(

n∏
i=1

(−∞, xi]).

In the case n = 1 a distribution function is always a non decreasing, right continuous function and

lim
x→∞

F (x) = 1 and lim
x→−∞

F (x) = 0.
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Remark 3.1.3. Note that the set of real valued measurable functions is closed under addition. multiplica-
tion, subtraction, and division. Furthermore, the supremum, infimum, limit superior and limit inferior of a
sequence of real random variables is also a measurable function with values in R := R ∪ {−∞,∞}. Thus, if
the limit of a sequence of real random variables exists, then it is a measurable function.

Definition 3.1.6. A real random variable X on a probability space P is called:

(i) discrete if-f the set X(Ω) = rg(X) is countable

(ii) continuous if-f its distribution function is everywhere continuous, equivalently if-f P[X = x] = 0, for
all x ∈ R.

(iii) absolutely continuous if-f its distribution PX is absolutely continuous with respect to the Lebesgue
measure. In this case, from the Radon-Nikodym Theorem (e.g see [CP] ch.7) we deduce that there exists
a non negative integrable function fX : R→ [0,∞] such that

P[X ∈ B] =

∫
B

fX(x) dm(x).

We call this function the density of X. In particular for its distribution function we have that,

FX(x) =

∫ x

−∞
fX(t) dm(t), for each x ∈ R.

and that it is differentiable wherever the density is continuous, with derivative

d

dx
FX(x) = fX(x).

Remark 3.1.4. We can generalize the previous definition for a random vector.

3.2 Integration of Banach space valued functions II.

As we have already seen, when we have a continuous Banach space valued function defined on a real interval,
the Riemann integration is a choice with quite good properties for our purposes. In contrast, if a Banach
space valued function is defined on an arbitrary measurable space (A,A) then the notions of continuity and
Riemann integration have no meaning at all. Therefore, the scope of this section is an introduction to the
basic definitions and properties of the so called Bochner integration, which will be very useful in the sequel.

3.2.1 The Pettis Measurability Theorem

Consider a separable Banach space X, equipped with its Borel σ−algebra B(X) and a measurable space
(A,A). We remind you that the operations of addition + : X×X → X and scalar multiplication · : K×X →
X are continuous, thus Borel functions. Furthermore, since X is separable we have that B(X × X) =
B(X) ⊗B(X) and B(K × X) = B(K) ⊗B(X). Thus, if f, g : A → X are two measurable functions and
λ : A → K is also measurable, then (f, g) : A → X × X and (λ, f) : A → K × X are also measurable.
Thus, we can conclude that f + g and λf are measurable as compositions of Borel functions with measurable
functions. However, when X is not separable, it is not true in general that B(X ×X) = B(X)⊗B(X) and
B(K×X) = B(K)⊗B(X), so the above reasoning fails to guarantee the measurability of f + g and λf . So
we can see that separability plays a very important role in the Banach space valued setting. This will be even
more clear after the introduction of new measurability notions, the so called strong and weak measurability
which are also necessary for the generalization of the Lebesgue integral to the Banach space valued setting.
The main result of this subsection is the Pettis measurability theorems which guarantee that a function is
strongly measurable if and only if it is almost separably valued and weakly measurable.

Definition 3.2.1. Let X be a Banach space, F ⊂ X∗ a subspace of X∗ and S ⊂ X a subset of X. Then,

• F is said to be norming for S if-f, for each x ∈ S it holds that

‖x ‖ = sup{| < x∗, x > | : x∗ ∈ F, ‖x∗ ‖X∗ ≤ 1}. (3.2.1)
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• We say that F separates the points of S if-f for each x, y ∈ S, with x 6= y, there exists x∗ ∈ F , such
that < x?, x > 6=< x?, y >.

Remark 3.2.1. It is direct that if F is norming for S, then it separates the points of S. The converse is
not always true.

Lemma 3.2.1. Let X be a Banach space, S a separable subspace of X and F a subspace of X∗. Then, the
following assertions hold:

(i) If F is norming for S, then there exists a sequence of unit vectors {x∗n}∞n=1 ⊂ F which is norming for S.

(ii) If F separates the points of S, then there exists a sequence {x∗n}∞n=1 ⊂ F which separates the points of
S.

Proof:

(i) Let (xn)n be a dense sequence in S and {εn}∞n=1 ⊂ (0, 1] a sequence which converges to zero. According
to (3.2.1) and the property of the supremum, we can choose a sequence {x∗n}∞n=1 ⊂ F , with ‖x∗n ‖ = 1
such that

| < x∗n, xn > | > (1− εn) ‖xn ‖ , for each n ∈ N.

We claim that the sequence {x∗n}∞n=1 is norming for S. Indeed, for a fixed x ∈ S, since {| < x∗n, x >
| : n ∈ N} ⊂ {| < x∗, x > | : x∗ ∈ F, ‖x∗ ‖ ≤ 1}, we derive that ‖x ‖ ≥ supn∈N | < x∗n, x > |. Now,
consider an arbitrary δ > 0. For this δ > 0 we can choose n0 ∈ N such that εn0

< δ and ‖xn0
− x ‖ < δ.

Therefore,

(1− δ) ‖x ‖ ≤ (1− εn0
) ‖x ‖

≤ (1− εn0
) ‖x− xn0

‖ + (1− εn0
) ‖xn0

‖
≤ δ + | < x∗n0

, xn0
> |

≤ δ +
∥∥x∗n0

∥∥ ‖xn0
− x ‖ + | < x∗n0

, x > |
≤ | < x∗n0

, x > |+ 2δ ≤ sup
n∈N
| < x∗n, x > |+ 2δ

Therefore, ‖x ‖ ≤ supn∈N | < x∗n, x > |.

(ii) Since F separates the points of S, then for each x ∈ S\{0}, there exists fx ∈ F such that fx(x) 6= 0. So
for fixed x ∈ X, we define

Vx := {y ∈ S\{0} : fx(y) 6= 0}.

Observe that {x} ⊂ Vx and Vx is open in S\{0}. This means that (Vx)x∈S\{0} is an open cover of
S\{0}. But since S\{0} is separable, we conclude that there exists a sequence {xn}∞n=1 ⊂ S\{0}, such
that S\{0} ⊂ ∪∞n=1Vxn . This is because each open cover of a separable metric space has a countable
subcover(for details see [TS] ch.9). Now it is easy to see that {fxn}n∈N ⊂ F separates the points of S.
Indeed, for each x, y ∈ S with x 6= y, since x− y ∈ S\{0}, there exists n0 ∈ N such that x− y ∈ Vxn0

.
Therefore, fxn0

(x) 6= fxn0
(y).

Definition 3.2.2. A function f : A→ X is said to be A-simple if-f it has the form

f =

n∑
i=1

IAixi,

where n ∈ N, {Ai}ni=1 ⊂ A and {xi}ni=1 ⊂ X.

Definition 3.2.3. Consider a function f : A → X, where (A,A) is a measurable space and X is Banach
space. Then,

• f is called stongly A-measurable if-f there exits a sequence (fn)∞n=1 of A-simple functions fn : A→ X,
n ∈ N, which converges pointwise to f .

• f is called separably valued if-f there exists a closed separable subspace E ⊂ X such that rg(f) ⊂ E.
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• f is called weakly A-measurable if-f the scalar valued function x∗◦f is A-measurable for each x∗ ∈ X∗.

Remark 3.2.2. Obviously if f is A-measurable, then it is also weakly A-measurable, since x∗ is a Borel
function, i.e (B(X),B(K))-measurable

We are now ready to state and prove the first version if the Pettis measurability theorem due to Pettis in his
celebrated paper [PT].

Theorem 3.2.1 (The Pettis measurability Theorem I). Consider a function f : A → X, where (A,A) is
a measurable space and X is Banach space and let F ⊂ X∗ be a norming subspace. Then, the following
assertions are equivalent:

(1) f is strongly A-measurable.

(2) f is separably valued and weakly A-measurable.

(3) f is separably valued and the scalar function x∗ ◦ f is A-measurable for each x∗ ∈ F .

Proof:

(1)→ (2) Since f is strongly A-measurable there exists a sequence (fn)n∈N of A-simple functions which
converges pointwise to f . Set

E := < ∪∞n=1rg(fn) > =: < {εn : n ∈ N} >.

Observe that the set M = {
∑n
i=1 riεi : n ∈ N, {ri}ni=1 ⊂ D}, where D is countable and dense in K,

is countable and dense in E. Therefore E is a closed separable subspace of X. Moreover, rg(f) ⊂ E.
Finally, for a fixed x∗ ∈ X∗, we have that (x∗ ◦ fn)n∈N is a sequence of scalar A-measurable functions
which converges pointwise to x∗ ◦ f . Therefore, x∗ ◦ f is A-measurable.

(2)→ (3) It is obvious.

(3)→ (1) Let E be a closed and separable subspace of X, such that rg(f) ⊂ E. We want to construct
a sequence (fn)n∈N of A-simple functions fn : A → X, n ∈ N, which converges pointwise to f . To
this aim, consider a sequence (xn)n∈N which is dense in E and for each n ∈ N define the function
sn : E → {x1, x2, . . . , xn} as follows: For each y ∈ E, consider the minimum k(n, y) ∈ {1, . . . , n} with
the property ∥∥xk(n,y) − y

∥∥ = min
1≤i≤n

‖xi − y ‖

and set sn(y) := xk(n,y). Moreover, observe that

lim
n→∞

‖ sn(y)− y ‖ = 0,

Indeed, let ε > 0 then there exists n0 ∈ N such that ‖xn0
− y ‖ < ε. Therefore, for each n ≥ n0 we

have that
‖ sn(y)− y ‖ ≤ ‖xn0 − y ‖ < ε.

For each n ∈ N define the function fn : A → X, fn(a) = sn(f(a)), a ∈ A. Obviously, for each n ∈ N,
fn takes values in {x1, . . . , xn} and according to the last observation

lim
n→∞

fn(a) = f(a), for each a ∈ A.

Furthermore, for each k ∈ {1, . . . , n} we have

{a ∈ A : fn(a) = xk} = {a ∈ A : sn(f(a) = xk}
= {a ∈ A : ‖ f(a)− xk ‖ = min

1≤i≤n
‖ f(a)− xi ‖} ∩ {a ∈ A : ‖ f(a)− xi ‖ > ‖ f(a)− xk ‖ ,∀i = 1, . . . , k − 1}.

It remains to show that {a ∈ A : fn(a) = xk} ∈ A. To this end it suffices to show the following claim.
Claim: For each x ∈ E the scalar function A 3 a→ ‖ f(a)− x ‖ is A-measurable.
Proof of Claim: Since F is norming and E is a separable subspace, by virtue of Lemma (3.2.1) we
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can choose a sequence of unit vectors {x∗n}∞n=1 ⊂ F which is norming for E. This means that for a
fixed x ∈ E we have

‖ f(a)− x ‖ = sup
n∈N
| < x∗n, f(a) > − < x∗n, x > |, for each a ∈ A.

Since, by assumption (x∗n ◦f)n is a sequence of scalar A-measurable functions we get the desired result.
The proof now is complete.

Corollary 3.2.1. Let fn : A→ X, n ∈ N,( where (A,A) is a measurable space and X is a Banach space), be
strongly A-measurable functions such that limn→∞ fn = f pointwise. Then, f is also strongly A-measurable.

Proof: For each n ∈ N, consider a closed separable subspace En ⊂ X, such that rg(fn) ⊂ En. Then,
∪∞n=1En is also separable, thus < ∪∞n=1En > is separable and finally E:=< ∪∞n=1En > is a separable and
closed subspace of X. Moreover rg(f) ⊂ E. By virtue of Theorem (3.2.1), for fixed x∗ ∈ X∗, (x∗ ◦ fn)n
is a sequence of scalar A-measurable functions which converges to x∗ ◦ f pointwise. Therefore, x∗ ◦ f is
A-measurable.

Corollary 3.2.2. Let X,Y be two Banach spaces and (A,A) a measurable space. If f : A→ X is a strongly
A-measurable function and g : X → Y a continuous function, then g ◦ f : A→ Y is strongly A-measurable.

Proof: Let (fn)n be a sequence of A- simple functions which converges to f pointwise. Then (g ◦ fn)n is
a sequence of A- simple functions which converges to g ◦ f pointwise.

Proposition 3.2.1. For a function f : A→ X, where (A,A) is a measurable space and X is a Banach space
the following assertions are equivalent:

(1) f is strongly A-measurable.

(2) f is separably valued and A-measurable.

Proof:

(1)⇒ (2) By virtue of Theorem (3.2.1), f is separably valued. In order to show that f is A-measurable, it
is enough to show that f−1(U) ∈ A, for each U ⊂ X open. Consider a sequence (fn)n of A- simple
functions which converges pointwise to f . Since U is open we have,

a ∈ f−1(U)⇒ lim
n→∞

fn(a) ∈ U

⇒ ∃n0 ∈ N : ∀n ≥ n0, fn(a) ∈ U

⇒ ∃n0 ∈ N : ∀n ≥ n0 ∃m ∈ N such that B(fn(a),
1

m
) ⊂ U

⇒ ∃n0 ∈ N : ∀n ≥ n0 ∃m ∈ N, such that fn(a) ∈ U and d(fn(a), U c) >
1

m
.

Therefore, if for r > 0 we set Ur := {x ∈ U : d(x, U c) > r}, we have that

f−1(U) =

∞⋃
n0=1

∞⋂
n=n0

∞⋃
m=1

f−1
n (U 1

m
).

Since fn is A- simple, f−1
n (Ur) ∈ A, for each n ∈ N and r > 0. Therefore, f−1(U) ∈ A.

(2)⇒ (1) Since f is A-measurable, it is also weakly A-measurable, hence the result follows from Theo-
rem (3.2.1).

Corollary 3.2.3. Let X be a separable Banach space, (A,A) a measurable space and consider a function
f : A→ X. Then the following assertions are equivalent:

(1) f is strongly A-measurable
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(2) f is weakly A-measurable

(3) f is A-measurable

Definition 3.2.4. Let (A,A, µ) be a σ-finite measure space, X a Banach space and f : A→ X a function.

• f is said to be µ-simple if-f it is has the form f =
∑N
i=1 IAixi, where N ∈ N, Ai ∈ A, µ(Ai) <∞, for

all i = 1, . . . , N and {xi}Ni=1 ⊂ X.

• f is said to be strongly µ-measurable if-f there exists a sequence {fn}∞n=1 of µ-simple functions
which converges to f µ-almost everywhere.

• a function f̃ : A→ X is said to be a µ-version of f , if-f f = f̃ µ-almost everywhere.

• f is called weakly µ-measurable if-f the scalar function x∗ ◦ f is µ-measurable, for each x∗ ∈ X∗.

• f is called µ-separably valued if-f there exists a closed separable subspace E ⊂ X such that f(a) ∈ E,
for µ-almost all a ∈ A.

Proposition 3.2.2. If f is strongly A-measurable, then it is also strongly µ-measurable.

Proof: If {fn}∞n=1 is a sequence of A-simple functions which converges pointwise to f and (An)n a sequence
in A such that An ⊂ An+1, µ(An) <∞ and A = ∪∞n=1An, then (IAnfn)n is a sequence of µ-simple functions
which converges to f pointwise .

Proposition 3.2.3. For a function f : A→ X the following assertions are equivalent

(1) f is strongly µ-measurable.

(2) f has a µ-version which is strongly A-measurable.

Proof:

(1)⇒ (2) If {fn}∞n=1 is a sequence of µ-simple functions such that limn→∞ fn(a) = f(a), for each a ∈ A\N ,
where N ∈ A and µ(N) = 0, then (INcfn)n is a sequence of A- simple functions which converges
pointwise to f̃ = INcf . Furthermore f̃ is a µ-version of f .

(2)⇒ (1) Let f̃ be a stronlgy A-measurable µ-version of f and (f̃n)n a sequence of A-simple functions which
converges pointwise to f̃ . If (An)n is an increasing sequence in A such that µ(An) < ∞ and A =
∪∞n=1An, then (IAn f̃n)n is a sequence of µ-simple functions which converges to f µ-almost everywhere
(since it converges to f̃ pointwise).

We are now ready to state and prove the second and most important version of the Pettis measurability
theorem which can be found again in [PT].

Theorem 3.2.2 (The Pettis measurability Theorem II). Let f : A→ X be a function, where (A,A, µ) is a
σ-finite measure space and X is a Banach space, and let F ⊂ X∗ be a norming subspace. Then, the following
assertions are equivalent:

(1) f is strongly µ-measurable

(2) f is µ-separably valued and weakly µ-measurable.

(3) f is µ-separably valued and x∗ ◦ f is µ-measurable, for each x∗ ∈ F .

Proof:

(1)⇒ (2) By Proposition (3.2.3), f has a µ-version f̃ which is strongly A-measurable. By the Pettis mea-
surability Theorem I (3.2.1) f̃ is separably valued, thus f is µ-separably valued. Again by Theorem
(3.2.1) x∗ ◦ f̃ is A-measurable, for x∗ ∈ X∗. Therefore if B ∈ B(K), Aµ is the completion of A and

f(a) = f̃(a), for each a ∈ A\N , where N ∈ A with µ(N) = 0, we have

[(x∗ ◦ f) ∈ B] = ([(x∗ ◦ f̃) ∈ B] ∩N c)
⋃

([(x∗ ◦ f) ∈ B] ∩N) ∈ Aµ.

This means that x∗ ◦ f is Aµ-measurable, for each x∗ ∈ X∗.
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(2)⇒ (3) It is obvious

(3)⇒ (1) Let E ⊂ X be a closed and separable subspace, such that f(a) ∈ E, for all a ∈ A\N , where
N ∈ A and µ(N) = 0. Consider a dense sequence (xn)n in E. For each n ∈ N we define the function
sn : E → {x1, . . . , xn}, as in the proof of Theorem (3.2.1) and the function f̃n : A→ X,

f̃n(a) =

{
sn(f(a)) when a ∈ N c,
0 when a ∈ N.

Arguing again as in the proof of Theorem (3.2.1), we conclude that

lim
n→∞

f̃n(a) = f(a), for each a ∈ A\N.

and f̃n is Aµ-simple, for each n ∈ N. Easily, for each n ∈ N we can construct a µ-version f̂n of f̃n,
which is A-simple. For more details on this see [KM] pg 72. Let (An)n be an increasing sequence in

A such that µ(An) < ∞ and A = ∪∞n=1An. Then, (IAn f̂n)n is a sequence of µ-simple functions which
converges to f µ-almost everywhere.

Both versions of the Pettis measurability theorem remain true if in the statements we replace the norming
subspace F ⊂ X∗ with a subspace which separates the point of X. The proof is more complicated in this
case. For more details on this see [DS I].

Corollary 3.2.4. The almost everywhere limit of a sequence of strongly µ-measurable functions is strongly
µ-measurable

Corollary 3.2.5. Let X,Y be two Banach spaces and (A,A, µ) a σ- finite measure space. If f : A → X is
strongly µ-measurable and g : X → Y continuous, then g ◦ f is strongly µ-measurable.

For the proof of the above two corollaries combine Proposition (3.2.3), Corollary (3.2.1) and Corol-
lary (3.2.2)

Corollary 3.2.6. If f, g : A→ X are two strongly µ-measurable functions such that x∗ ◦ f = x∗ ◦ g µ-almost
everywhere, for each x∗ ∈ F , where F ⊂ X∗ is a subspace which separates the points of X, then f = g,
µ-almost everywhere

Proof: If f takes almost all its values in a separable closed subspace E1 ⊂ X and g takes almost all its
values in a separable closed subspace E2 ⊂ X, then both f, g take almost all their values (outside a µ-null
set N ∈ A) in the separable closed subspace E := < E1 ∪ E2 > ⊂ X. Since F separates the points of E,
by virtue of Lemma (3.2.1), we can choose a sequence {x∗n}∞n=1 ⊂ F , which separates the points of E. But
by our assumption, for each n ∈ N, there exists a µ-null set Nn ∈ A, such that (x∗n ◦ f)(a) = (x∗n ◦ g)(a),
for each a ∈ A\Nn. Therefore, x∗n(f(a)) = x∗n(g(a)), for each n ∈ N and a ∈ A\(N

⋃
∪∞n=1Nn). Therefore,

f(a) = g(a), for each a ∈ A\(N
⋃
∪∞n=1Nn).

3.2.2 The Bochner Integral

In this subsection we turn our attention to the so called Bochner integral, the natural generalization of the
Lebesgue integral to the Banach space valued setting

Definition 3.2.5. A function f : A → X, where (A,A, µ) is a σ-finite measure space and X is Banach, is
said to be µ-Bochner integrable if-f there exists a sequence (fn)n of µ-simple functions such that

(1) limn→∞ fn = f µ-almost everywhere.

(2) limn→∞
∫
A
‖ fn − f ‖ dµ = 0.

Remark 3.2.3.

1. If f is µ-Bochner integrable then it is strongly µ-measurable. The same is true for the functions fn−f ,
n ∈ N. So, by the continuity of the norm and Corollary (3.2.5), we deduce that ‖ fn − f ‖ is strongly
µ-measurable, so ‖ fn − f ‖ is µ-measurable, for each n ∈ N.
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2. A µ-simple function is trivially µ-Bochner integrable.

Definition 3.2.6. Let f : A → X be a µ-simple function, as in Definition (3.2.4), which has the form

f =
∑N
i=1 IAixi. Then we define the Bochner integral of f with respect to µ as follows:∫

A

f dµ =

N∑
i=1

µ(Ai)xi ∈ X.

Definition 3.2.7. Let f : A → X be a µ-Bochner integrable function as in Definition (3.2.5). Then the
limit ∫

A

f dµ := lim
n→∞

∫
A

fn dµ

exists in X and is called the Bochner integral of f with respect to µ.

Remark 3.2.4. In definition (3.2.6) the integral is independent of the representation of the µ-simple function
f . In definition (3.2.7) the integral is independent of the approximating sequence.

Proposition 3.2.4. If f is µ-Bochner integrable and g is a µ-version of f , then g is also µ-Bochner integrable
and

∫
A
f dµ =

∫
A
g dµ

Proof: It is direct from Definitions (3.2.5) and (3.2.7).

Proposition 3.2.5. Let f : A → X,(where (A,A, µ) is a σ-finite measure space and X is Banach), be a
µ-Bochner integrable function. Then, for each x∗ ∈ X∗ it holds that

x∗(

∫
A

f dµ) =

∫
A

(x∗ ◦ f) dµ.

Proof: Make use of the standard machinery, i.e prove the above identity for µ-simple functions and then
the general case follows by approximation.

A practical necessary and sufficient condition for Bochner-integrability is given by the following proposition:

Proposition 3.2.6. Let (A,A, µ) be a σ-finite measure space and X a Banach space. A strongly µ-measurable
function f : A→ X is µ-Bochner integrable if and only if:∫

A

‖ f ‖ dµ <∞.

Proof:

”⇒ ” Let f be µ-Bochner integrable and consider a sequence (fn)n of µ-simple functions which satisfies the
two conditions of Definition (3.2.5). Obviously, for each n ∈ N, we have that

∫
A
‖ fn ‖ dµ < ∞. In

addition, for a fixed ε > 0, there exists a n0 ∈ N, such that
∫
A
‖ fn − f ‖ dµ < ε, for each n ≥ n0. So

we have, ∫
A

‖ f ‖ dµ ≤
∫
A

‖ fn0
− f ‖ dµ+

∫
A

‖ fn0
‖ dµ <∞.

”⇐ ” Let (fn)n be a sequence of µ-simple functions such that limn→∞ fn(a) = f(a), for each a ∈ A\N ,
where N ∈ A, µ(N) = 0. For each n ∈ N, define the function

gn := I[‖ fn ‖≤2‖ f ‖]fn.

Then, (gn)n is a sequence of µ-simple functions which converges to f µ-almost everywhere. Indeed, for
a fixed a ∈ A\N , there exists n0 ∈ N, such that

‖ fn(a) ‖ − ‖ f(a) ‖ ≤ ‖ fn(a)− f(a) ‖ ≤ ‖ f(a) ‖ , for each n ≥ n0.

Therefore, for each n ≥ n0, we have gn(a) = fn(a) and the result follows.
On the other hand, for each n ∈ N it holds that

‖ gn − f ‖ ≤ ‖ gn ‖ + ‖ f ‖ ≤ 2 ‖ f ‖ + ‖ f ‖ = 3 ‖ f ‖ .

Therefore, by the scalar Dominated Convergence Theorem we get that

lim
n→∞

∫
A

‖ gn − f ‖ dµ = 0.
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Proposition 3.2.7. If f : A→ X is µ-Bochner integrable then it holds that
∥∥ ∫

A
f dµ

∥∥ ≤ ∫
A
‖ f ‖ dµ.

Proof: Use the standard machinery. The above inequality is true for µ-simple functions. The general case
follows by approximation.

Remark 3.2.5. If f : A→ X is µ-Bochner integrable andB ∈ A, then the function IBf is µ-Bochner integrable
and the function f |B is µ|B-Bochner integrable and it holds that

∫
A
IBf dµ =

∫
B
f |B dµ|B .

Definition 3.2.8. If f : A→ X is a µ-Bochner integrable function and B ∈ A, then we define∫
B

f dµ :=

∫
A

IBf dµ =

∫
B

f |B dµ|B .

Proposition 3.2.8. If f : A→ X is a µ-Bochner integrable function and µ(A) = 1, then∫
A

f dµ ∈ conv{f(a) : a ∈ A}.

Proof: Suppose that
∫
A
f dµ /∈ conv{f(a) : a ∈ A}. Then, by the Hahn-Banach Separation Theorem

([BR] Th. I.7) we can choose x∗ ∈ X∗ and δ ∈ R such that:

Re < x∗,

∫
A

f dµ > < δ ≤ Re < x∗, f(a) >, for each a ∈ A.

Equivalently, by Proposition (3.2.5)∫
A

Re < x∗, f > dµ < δ ≤ Re < x∗, f(a) >, for each a ∈ A.

By integration, since µ(A) = 1, we get∫
A

Re < x∗, f > dµ < δ ≤
∫
A

Re < x∗, f > dµ,

which leads us to a contradiction.

Proposition 3.2.9 (Dominated Convergence Theorem). Let (fn)n be a sequence of µ-Bochner integrable
functions from a σ-finite measure space (A,A, µ) to a Banach space X such that

1. limn→∞ fn = f , µ-almost everywhere.

2. there exists a µ-Bochner integrable function g : A→ K, such that ‖ fn ‖ ≤ |g|, µ-almost everywhere.

Then, f is µ-Bochner integrable and

lim
n→∞

∫
A

‖ fn − f ‖ dµ = 0.

In particular,

lim
n→∞

∫
A

fn dµ =

∫
A

f dµ.

Proof: Because ‖ f ‖ ≤ |g| µ-almost everywhere we deduce from Proposition (3.2.6), that f is µ−Bochner
integrable. In addition, since ‖ fn − f ‖ ≤ 2|g|, µ-almost everywhere, we can apply the scale Dominated
convergence theorem to get the first identity. Moreover,∥∥∥∥ ∫

A

fn dµ−
∫
A

f dµ

∥∥∥∥ =

∥∥∥∥∫
A

(fn − f) dµ

∥∥∥∥
≤

∫
A

‖ fn − f ‖ dµ→ 0, as n→∞.
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Proposition 3.2.10. Let (A,A, µ) be a σ-finite measure space and X,Y two Banach spaces. If f : A→ X
is a µ-Bochner integrable function and T ∈ B(X,Y ) is a linear and bounded operator, then Tf : A → Y is
µ-Bochner integrable and it holds that

T

∫
A

f dµ =

∫
A

Tf dµ.

Proof: It is a direct consequence of Definition (3.2.5) and the continuity of T .

Theorem 3.2.3 (Hille). Let f : A→ X be a µ-Bochner integrable function and T : X ⊃ D(T )→ Y , where
Y is Banach, a closed linear operator. If f takes µ-almost all its values in D(T ) and the µ-almost everywhere
defined function Tf : A→ Y , is µ-Bochner integrable, then∫

A

f dµ ∈ D(T )

and

T

∫
A

f dµ =

∫
A

Tf dµ.

Proof: Consider the Banach space X×Y , equipped with the norm ‖ (x, y) ‖X×Y = ‖x ‖X+‖ y ‖Y . Since,
T is a closed operator the graph GT of T is a closed subset in X × Y . Consider the µ-almost everywhere
defined function g : A → GT ⊂ X × Y , g = (f, Tf). Then, it is easy to see that g is strongly µ-measurable
and since ∫

A

‖ g ‖ dµ =

∫
A

‖ f ‖ dµ+

∫
A

‖Tf ‖ dµ <∞,

we conclude, by Proposition (3.2.6) that g is µ-Bochner integrable. Furthermore, since GT is closed, we
have that

∫
A
g dµ ∈ GT . But applying Proposition (3.2.10), for the two projections of X × Y to X and Y

respectively, we get ∫
A

g dµ = (

∫
A

f dµ,

∫
A

Tf dµ) ∈ GT .

Therefore,
∫
A
f dµ ∈ D(T ) and T

∫
A
f dµ =

∫
A
Tf dµ.

Theorem 3.2.4 (Pettis). Let (A,A, µ) be a finite measure space and consider a fixed 1 < p < ∞. If
f : A → X is a strongly µ-measurable function such that < x∗, f >∈ Lp(A), for each x∗ ∈ X∗, then there
exists a unique xf ∈ X such that

< x∗, xf >=

∫
A

< x∗, f > dµ, for all x∗ ∈ X∗.

In this case, the element xf is said to be the Pettis integral of f with respect to µ.

Proof: Without loss of generality (Pr. (3.2.3)), we assume that f is strongly A-measurable, thus
A-measurable (Pr. (3.2.1)). For each n ∈ N, set An = [‖ f ‖ ≤ n] ∈ A. Then, by Proposition (3.2.6)
the Bochner integral

∫
An

f dµ exists in X, for each n ∈ N. Moreover, the linear operator S : X∗ →
Lp(A), Sx∗ =< x∗, f > is closed, so by the closed graph theorem is bounded. We will show that the limit
limn→∞

∫
An

f dµ exists in X. Since X is Banach, it is enough to show (
∫
An

f dµ)n is Cauchy. To this aim,
by using Hölder’s inequality, for each, x∗ ∈ X∗ and positive integers m > n we have,∣∣∣∣∣< x∗,

∫
Am\An

f dµ >

∣∣∣∣∣ ≤ µ(Am\An)
1
q (

∫
A

| < x∗, f > |p dµ)
1
p

= µ(Am\An)
1
q ‖Sx∗ ‖Lp

≤ µ(Am\An)
1
q ‖S ‖ ‖x∗ ‖ ,

where 1
p + 1

q = 1. Therefore,∥∥∥∥∥
∫
Am\An

f dµ

∥∥∥∥∥ ≤ µ(Am\An)
1
q ‖S ‖ → 0, as n,m→∞.



50 CHAPTER 3. PROBABILITY IN BANACH SPACES

So, the limit

xf := lim
n→∞

∫
An

f dµ ∈ X.

Moreover, for each x∗ ∈ X∗

< x∗, xf >= lim
n→∞

∫
An

< x∗, f > dµ =

∫
A

< x∗, f > dµ.

Finally the uniqueness of xf is obvious from the Hahn-Banach Theorem.

Definition 3.2.9. Let (A,A, µ) be a σ-finite measure space, X a Banach space and 1 ≤ p < ∞. We define
the space Lp(A,X) as the linear space of (equivalence classes of) strongly µ-measurable functions f : A→ X,
which satisfy ∫

A

‖ f ‖p dµ <∞.

This space equipped with the norm

‖ f ‖Lp(A,X) = (

∫
A

‖ f ‖p dµ)
1
p

is a Banach space.

Definition 3.2.10. Let (A,A, µ) be a σ-finite measure space, X a Banach space. We define the space
L∞(A,X) as the linear space of (equivalence classes of) strongly µ-measurable functions f : A → X, which
satisfy the condition

there exists r ≥ 0 such that µ{‖ f ‖ > r} = 0.

This space equipped with the norm

‖ f ‖L∞(A,X) = inf{r ≥ 0 : µ{‖ f ‖ > r} = 0}

is a Banach space.

For further information on the above spaces of functions see [DS I].

3.3 Random variables in Banach spaces

In this section we study random variables with values in Banach spaces. We begin with the definition of
a Banach valued random variable X on a probability space (Ω,F,P) as a strongly P-measurable function.
By virtue of Proposition (3.2.3), this automatically allows us to assume that X is F-measurable choosing an
F-measurable P-version X̂ of X when necessary. This leads us naturally to the extension of the definition of
the distribution of a random variable to the Banach space valued setting. We continue with the notions of
the independency and the Fourier transform of a probability measure and of a random variable, which are
very important for the forthcoming material. The section ends with the celebrated Itô-Nisio theorem which
gives equivalent types of convergence of sums of independent and symmetric random variables.
From now on, we consider that all the vector spaces are real.

3.3.1 Random variables

Definition 3.3.1. Let (Ω,F,P) be a probability space and E a Banach space. A function X : Ω→ E is said
to be a random variable if-f it is strongly P-measurable.

Definition 3.3.2. Let (Ω,F,P) be a probability space and E a Banach space. For a P-Bochner integrable
random variable X : Ω→ E we define the mean value or expectation of X as the integral

E[X] :=

∫
Ω

X dP.
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Remark 3.3.1. It is easy to check the following aseertions. If X : Ω → E, Y : Ω → E are two E-valued
random variables and λ ∈ R, then X + Y and λX are E-valued random variables and (X,Y ) is an E × E-
valued random variable. Furthermore, if X,Y are Bochner integrable, then the same is true for (X,Y ),
X + Y and λX and E(X,Y ) = (EX,EY ), E[X + Y ] = E[X] + E[Y ] and E[λX] = λE[X]. Moreover, if ξ is a
real random variable on (Ω,F,P) and x ∈ E, then ξ · x is an E-valued random variable. If in addition ξ is
integrable, then ξ · x is also integrable and E[ξ] · x = E[ξ · x].

Remark 3.3.2. Let X : Ω→ E be a random variable. Then by virtue of Proposition (3.2.3) there exists a P-
version X̃ of X, which is strongly F-measurable. By Proposition (3.2.1) it follows that X̃ is also F-measurable.
Moreover, it is easy to verify that for two strongly F-measurable versions X̃, Ỹ of X it holds that

P[X̃ ∈ B] = P[Ỹ ∈ B], for each B ∈ B(E).

Definition 3.3.3. Let X : Ω → E be a random variable and X̃ a strongly F-measurable version of X. We
define the set function PX : B(E)→ [0, 1],

PX(B) := P[X ∈ B] := P[X̃ ∈ B].

Then (E,B(E),PX) is a probability space and the Borel probability measure PX is called the distribution
of X.

Definition 3.3.4. Two E-valued random variables which are not necessarily defined in the same probability
space but they have the same distribution are called identically distributed.

Proposition 3.3.1 (Change of Variable). Let (Ω,F,P) be a probability space, E,F two Banach spaces,
X : Ω→ E a random variable and g : E → F a continuous function. Then, it holds that∫

Ω

g(X) dP =

∫
E

g(x) dPX(x).

whenever at least one of the above integrals is defined.

Proof: Use the standard machinery, i.e prove the above for simple functions and then the general case
follows by approximation.

Corollary 3.3.1. Let X,Y be two E-valued random variables that are identically distributed and p ≥ 1.
Then,

E ‖X ‖p = E ‖Y ‖p ,

Proposition 3.3.2. Let X : Ω→ E be a random variable. Then, it is tight, i.e for each ε > 0, there exists
a compact subset K ⊂ E, such that P[X /∈ K] < ε.

Proof: Without loss of generality we assume that E is separable. Consider a dense sequence {xn}∞n=1 in

E. Then, for each k ∈ N we have that E =

∞⋃
n=1

B(xn,
1

k
). For each n ∈ N, set Bn :=

n⋃
i=1

B(xi,
1

k
). Then, it

holds that

1 = P[

∞⋃
n=1

[X ∈ Bn]] = lim
n→∞

P[X ∈ Bn].

Therefore, for a fixed ε > 0, there exists Nk ∈ N, such that

|P[X ∈ BNk ]− 1| < ε

2k
,

which implies that

P [X ∈
Nk⋃
n=1

B(xn,
1

k
)] > 1− ε

2k
.

Observe now that the set K :=

∞⋂
k=1

Nk⋃
n=1

B(xn,
1

k
) is closed and totally bounded, thus compact, since E is

complete. Moreover,

P[X /∈ K] ≤
∞∑
k=1

P[X /∈
Nk⋃
n=1

B(xn,
1

k
)] <

∞∑
k=1

ε

2k
= ε.
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Definition 3.3.5. A family X of E-valued random variables on a probability space (Ω,F,P) is said to be
uniformly tight if-f for each ε > 0, there exists a compact K ⊂ E such that P[X /∈ K] < ε, for each X ∈ X.

Lemma 3.3.1. If X is a uniformly tight family, then X− X = {X1 −X2 : X1, X2 ∈ X} is uniformly tight.

Proof: Let ε > 0. Consider a compact set K ⊂ E such that P[X /∈ K] < ε
2 , for each X ∈ X. Then, the set

L = {x1−x2 : x1, x2 ∈ K} is compact as the image of the continuous function K×K 3 (x, y)→ x− y ∈ K.
Moreover, for each X1, X2 ∈ X, we have

P[(X1 −X2) /∈ L] ≤ P[X1 /∈ K] + P[X2 /∈ K] < ε.

3.3.2 Convergence in Probability

Definition 3.3.6. Let (Xn)n be a sequence of E-valued random variables, (where E is Banach), on a
probability space (Ω,F,P). We say that

• (Xn)n converges in Probability to the random variable X, if-f for each r > 0:

lim
n→∞

P[‖Xn −X ‖ > r] = 0.

• (Xn)n converges in Lp to the random variable X, (for a fixed 1 ≤ p < ∞), if-f E ‖Xn ‖p < ∞,
E ‖X ‖p <∞ and

lim
n→∞

E ‖Xn −X ‖p = 0.

Lemma 3.3.2 (Chebyshev’s Inequality). For a random variable X : Ω → E, X ∈ Lp, for some fixed
1 ≤ p <∞, it holds that, for each r > 0

P[‖X ‖ ≥ r] ≤ 1

rp
E ‖X ‖p .

Proof:

E(‖X ‖p) ≥
∫

[‖X ‖p≥rp]

‖X ‖p dP ≥
∫

[‖X ‖p≥rp]

rp dP = rpP[‖X ‖ ≥ r].

Corollary 3.3.2. If limn→∞Xn = X, in Lp, for some 1 ≤ p ≤ ∞, then limn→∞Xn = X, in probability.

Proof: Apply the Chebyshev’s inequality.

Proposition 3.3.3. If Xn : (Ω,F,P) → E, n ∈ N converges in probability, then there exists an almost sure
convergent subsequence,

Proof: Assume that limn→∞Xn = X in probability. Then, we can choose an increasing sequence of
indices n1 < n2 < . . ., such that

P[‖Xnk −X ‖ >
1

k
] <

1

2k
, for each k ∈ N.

Set

Ak := [‖Xnk −X ‖ >
1

k
], k ∈ N,

Since
∑∞
n=1 P(An) <∞, by the first Borel-Cantelli Lemma (e.g see [SP] pg 9) we have that for

N := {ω ∈ Ω : ω ∈ Ak i.o} ∈ F,

it is P(N) = 0. Observe now that for each ω /∈ N , there exists k0 ∈ N, such that

‖Xnk(ω)−X(ω) ‖ ≤ 1

k
, for each k ≥ k0.

Therefore, for each ω /∈ N , we have limk→∞Xnk(ω) = X(ω). Thus, limk→∞Xnk = X, almost surely.
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3.3.3 Independency and Fourier Transforms

Definition 3.3.7. Let E be a Banach space and µ a Borel probability measure on E. The Fourier trans-
form of µ, is the function µ̂ : E∗ → C

µ̂(x∗) :=

∫
E

ei<x
∗,x> dµ(x).

Definition 3.3.8. Let (Ω,F,P) be a probability space, and E a Banach space. The Fourier transform of
a random variable X : Ω→ E is the Fourier transform of its distribution PX : B(E)→ [0, 1]. This is

X̂(x∗) :=

∫
E

ei<x
∗,x> dPX(x) =

∫
Ω

ei<x
∗,X> dP = E[ei<x

∗,X>].

Theorem 3.3.1 (Uniqueness of the Fourier Transform). Let X1, X2 be two E-valued random variables such

that X̂1(x∗) = X̂2(x∗), for each x∗ ∈ E∗. Then, they are identically distributed. In other words if P̂X = P̂Y ,
then PX = PY .

For a proof of this result see [NR] pg 19.

Definition 3.3.9. Let (Ω,F,P) be a probability space, I a parameter set and (Xi)i∈I a family of random
variables on (Ω,F,P) such that, for each i ∈ I, the r.v Xi takes its values in the Banach space Ei. The family
(Xi)i∈I is said to be independent if-f for each N ∈ N and all choices of distinct indices i1, i2, . . . , iN and
Borel sets B1 ∈ B(Ei1), B2 ∈ B(Ei2), . . . , BN ∈ B(EiN ), it holds that

P(

N⋂
s=1

[Xis ∈ Bs]) =

N∏
s=1

P[Xis ∈ Bs].

Proposition 3.3.4. Let (X1, X2, . . . , XN ) be random variables on (Ω,F,P) with values in the Banach spaces
E1, E2, . . . , EN respectively. Then, (X1, X2, . . . , XN ) is independent if and only if

P(X1,X2,...,XN ) = PX1
⊗ PX2

⊗ . . .⊗ PXN .

Proof: If the random variables are independent, then the above probability measures are equal in the
class of measurable rectangles C = {B1 × B2 × . . . × BN : Bi ∈ B(Ei), i = 1, . . . , N}, which is a π-
system. Therefore, by Dynkin’s Lemma we conclude that the two probability measures are equal in σ(C) =
B(E1)⊗B(E2)⊗ . . .⊗B(EN ), as desired.

For a detailed discussion of π-systems, λ-systems and Dynkin’s Lemma see [BL] ch.1 section 3, while for a
beautiful presentation of product measure spaces and σ-algebras see [KM] ch. 9.
In the following Proposition the random variables are defined on (Ω,F,P) and are E-valued.

Proposition 3.3.5. If limn→∞Xn = X and limn→∞ Yn = Y in probability and for each n ∈ N Xn is
independent of Yn, then X,Y are independent.

Proof: By virtue of Proposition (3.3.3), without loss of generality we assume that limn→∞Xn = X and
limn→∞ Yn = Y P-a.s. Then, for each x∗ ∈ E∗ and y∗ ∈ E∗ we have

P̂(X,Y )(x
∗, y∗) = E

{
ei(<x

∗,X>+<y∗,Y >)
}

= lim
n→∞

E
{
ei<x

∗,Xn>ei<y
∗,Yn>

}
= lim

n→∞
E
{
ei<x

∗,Xn>
}
E
{
ei<y

∗,Yn>
}

= E
{
ei<x

∗,X>
}
E
{
ei<y

∗,Y >
}

= P̂X(x∗) · P̂Y (y∗) = ̂PX ⊗ PY (x∗, y∗),

where in the second and fourth line we used the scalar Dominated Convergence Theorem, in the third line
we used the independency of (Xn, Yn) and in the last line the Fubini’s Theorem. So, we have concluded

that P̂(X,Y ) = ̂PX ⊗ PY . Therefore, by the uniqueness of the Fourier transform (Th. (3.3.1)) we get that
P(X,Y ) = PX ⊗ PY . By virtue of Proposition (3.3.4), the random variables X,Y , are independent.
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Definition 3.3.10. A random variable X : Ω → E is said to be symmetric if-f the r.v X and −X are
identically distributed.

Remark 3.3.3. If X is an E-valued symmetric random variable and λ ∈ R, then λX is also an E-valued
symmetric random variable. Moreover, if ξ is a real symmetric random variable and x ∈ E, then ξ · x is an
E-valued symmetric random variable. Indeed, for B ∈ B(E)

P({ω ∈ Ω : ξ(ω)x ∈ B}) = P({ω ∈ Ω : ξ(ω) ∈ f−1(B)}) = P({ω ∈ Ω : −ξ(ω) ∈ f−1(B)}) =

= P({ω ∈ Ω : −ξ(ω)x ∈ B}),
where f : R→ E, f(a) = a · x is Borel measurable.

Proposition 3.3.6. Let X,Y : Ω→ E, be two random variables. If X is symmetric and independent of Y ,
then for each 1 ≤ p <∞, we have:

E ‖X ‖p ≤ E ‖X + Y ‖p

Proof: The random variables X+Y and −X+Y are identically distributed. This is because the random
vectors (X,Y ) and (−X,Y ) are identically distributed, since their distributions are equal in the π-system of
measurable rectangles. Therefore we have,

(E ‖X ‖p)
1
p =

1

2
(E ‖ (X + Y ) + (X − Y ) ‖p)

1
p

≤ 1

2
(E ‖X + Y ‖p)

1
p +

1

2
(E ‖X − Y ‖p)

1
p

= (E ‖X + Y ‖p)
1
p

Lemma 3.3.3 (Lévy’s Inequality). Let X1, . . . , Xn be independent and symmetric random variables defined

on (Ω,F,P) and with values in E and set Sk =
∑k
i=1Xi, k = 1, . . . , n. Then, for each r ≥ 0, we have:

P
{

max
1≤k≤n

‖Sk ‖ > r

}
≤ 2P {‖Sk ‖ > r} .

Proof: For each k = 1, . . . , n, we set

Ak := {‖S1 ‖ ≤ r, . . . , ‖Sk−1 ‖ ≤ r, ‖Sk ‖ > r}.

Observe that Al ∩ Am = ∅, for each l 6= m and ∪nk=1Ak = {max1≤k≤n ‖Sk ‖ > r}. Furthermore, for each
1 ≤ k ≤ n we have,

Sk =
1

2
(Sn + (2Sk − Sn)).

Therefore,
{‖Sk ‖ > r} ⊂ {‖Sn ‖ > r} ∪ {‖ 2Sk − Sn ‖ > r}.

Moreover, for a fixed k ∈ {1, . . . , n} it is easy to verify that (X1, . . . , Xn) and (X1, . . . , Xk,−Xk+1, . . . ,−Xn)
are identically distributed. To see this use the symmetry of each Xi and Proposition (3.3.4). Furthermore,
since

Sn = Sk +Xk+1 + . . .+Xn and 2Sk − Sn = Sk −Xk+1 − . . . Xn,

we can conclude that (X1, . . . , Xk, Sn) and (X1, . . . , Xk, 2Sk − Sn) are identically distributed. To see the
last statement, observe first of all that since (Xk, Xk+1, . . . , Xn) and (−Xk,−Xk+1, . . . ,−Xn) are identically
distributed, then f((Xk, Xk+1, . . . , Xn)) and f(−Xk,−Xk+1, . . . ,−Xn), where f : En → E is the continuous
function f(x1, . . . , xn) =

∑n
i=1 xi, are identically distributed. But these are Sn − Sk and 2Sk − Sn − Sk.

Now, arguing as before we get that (X1, . . . , Xk, Sn − Sk) and (X1, . . . , Xk, 2Sk − Sn − Sk) are identically
distributed and the desired result follows by making a continuous transformation. After all that, we have,

P(Ak) ≤ P(Ak ∩ {‖Sn ‖ > r}) + P(Ak ∩ {‖ 2Sk − Sn ‖ > r}) = 2P(Ak ∩ {‖Sn ‖ > r}).

Therefore,

P(A) =

n∑
k=1

P(Ak) ≤ 2

n∑
k=1

P(Ak ∩ {‖Sn ‖ > r}) = 2P{‖Sn ‖ > r}.

We end the section with the celebrated Itô-Nisio theorem which was proved in their paper [I-N].
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Theorem 3.3.2 (Itô-Nisio Theorem). Let Xn : Ω → E,n ∈ N be independent and symmetric random
variables and set Sn =

∑n
i=1Xi, n ∈ N. Then, the following statements are equivalent:

(1) limn→∞ < x∗, Sn >=< x∗, S > P-a.s, for each x∗ ∈ E∗.

(2) limn→∞ < x∗, Sn >=< x∗, S > in probability, for each x∗ ∈ E∗.

(3) limn→∞ Sn = S P-a.s

(4) limn→∞ Sn = S in probability.

where S : Ω→ E is a random variable.
Furthermore, if the following conditions are true and E ‖S ‖p <∞, for some 1 ≤ p <∞, then

lim
n→∞

E ‖Sn − S ‖p = 0.

3.4 Gaussian measures in Hilbert spaces

Let (U,< ,>) be a separable Hilbert space with an orthonormal basis {en}∞n=1 and B(U) its Borel σ-algebra.
Let µ be a probability measure on (U,B(U)). By a real random variable on the probability space
(U,B(U), µ) we understand a measurable function X : (U,B(U)) → (R,B(R)). For each v ∈ U define
fv ∈ U∗ by fv(u) =< u, v >U , u ∈ U .

Definition 3.4.1. A probability measure µ on (U,B(U)) is said to be Gaussian measure if-f for each
v ∈ U , the element fv ∈ U∗ has Gaussian law, as a real random variable on (U,B(U), µ). That is, for each
v ∈ U there exist σv ≥ 0 and mv ∈ R such that, if σv > 0

µv(B) := µfv (B) = µ({u ∈ U : fv(u) ∈ B}) =
1√

2πσv2

∫
B

e
− (t−mv)2

2σv2 dt, ∀B ∈ B(R).

If σv = 0, then µv = δmv , where δmv is the Dirac measure concentrated at mv.

In order to give a characterization of Gaussian measures on Hilbert spaces we need the following Lemma

Lemma 3.4.1. Let µ be a probability measure on (U,B(U)) and k ∈ N such that∫
U

| < z, x > |k dµ(x) <∞, for all z ∈ U.

Then, there exists a constant C(µ, k) > 0 such that for all h1, h2, . . . , hk ∈ U∫
U

| < h1, x > . . . < hk, x > | dµ(x) ≤ C(µ, k) ‖h1 ‖ . . . ‖hk ‖ .

This means that the symmetric k-form

(h1, . . . , hk)→
∫
U

< h1, x > . . . < hk, x > dµ(x)

is continuous.

Proof: For each n ∈ N set

Un = {z ∈ U :

∫
U

| < z, x > |k dµ(x) ≤ n}.

Obviously U = ∪∞n=1Un. Moreover, for each n ∈ N, Un is closed. Indeed if {zj}∞j=1 ⊂ Un such that

limj→∞ zj = z. Then, limj→∞ | < zj , x > |k = | < z, x > |k. Thus, by Fatou’s Lemma∫
U

| < z, x > |k dµ(x) ≤ lim inf
j→∞

∫
U

| < zj , x > |k dµ(x) ≤ n.
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Thus, z ∈ Un. Now, since U is complete by virtue of Baire’s Category Theorem, there exists n0 ∈ N such
that Un0 is not nowhere dense. This means, that there exists r0 > 0 and z0 ∈ Un0 such that B(z0, r0) ⊂
Un0

⇒ B(z0, r0) ⊂ Un0
. Therefore, for each y ∈ B(0, r0) we have z0, z0 + y ∈ B(z0, r0) ⊂ Un0

. Thus,∫
U

| < z0 + y, x > |k dµ(x) ≤ n0

And for each y ∈ B(0, r0) we have,∫
U

| < y, x > |k dµ(x) =

∫
U

| < z0 + y, x > − < z0, x > |k dµ(x)

≤ 2k
∫
U

| < z0 + y, x > |k dµ(x) + 2k
∫
U

| < z0, x > |k dµ(x) ≤ 2k+1n0.

So, if z ∈ U and ‖ z ‖ = 1, y = r0z ∈ B(0, r0). Thus,∫
U

| < z, x > |k dµ(x) = r−k0

∫
U

| < y, x > |k dµ(x) ≤ 2k+1n0r0
−k.

Therefore, for all h1, . . . , hk ∈ U\{0}, by Hölder’s inequality we have,∫
U

∣∣∣∣< h1

‖h1 ‖
, x > . . . <

hk
‖hk ‖

, x >

∣∣∣∣ dµ(x)

≤
(∫

U

| < h1

‖h1 ‖
, x > |k dµ(x)

) 1
k

. . .

(∫
U

| < hk
‖hk ‖

, x > |k dµ(x)

) 1
k

≤ 2k+1n0r0
−k.

Theorem 3.4.1 (Characterization of Gaussian measures). A finite measure µ on (U,B(U)) is Gaussian if
and only if

µ̂(u) =

∫
U

ei<u,x>U dµ(x) = ei<m,u>U−
1
2<Qu,u>U , u ∈ U,

where m ∈ U and Q ∈ B(U), Q ≥ 0 and Tr(Q) < ∞. In this case we write µ = N(m,Q), m is called
the mean of µ and Q is called the covariance operator of µ. The probability measure µ is uniquely
characterized by m and Q.

Proof: (Sufficiency) Assume that

µ̂(u) =

∫
U

ei<u,x>U dµ(x) = ei<m,u>U−
1
2<Qu,u>U , u ∈ U.

We will show that µ is Gaussian, i.e for each v ∈ U the real-valued random variable fv ∈ U∗ has Gaussian
law. But, for each t ∈ R

µ̂fv (t) =

∫
U

eitfv(x) dµ(x) =

∫
U

eit<x,v>U dµ(x)

=

∫
U

ei<tv,x>U dµ(x) = µ̂(tv).

Thus,

µ̂fv (t) = eit<m,v>−
1
2 t

2<Qv,v>.

By the uniqueness of the Fourier transform of Borel probability measures (Theorem (3.3.1)),this means that
fv is a Gaussian real valued random variable with mv =< m, v >∈ R and σv

2 =< Qv, v >≥ 0.
(Necessity) Conversely, now assume that µ is a Gaussian measure on (U,B(U)). Since, for each v ∈ U ,
fv ∈ U∗ is real valued Gaussian random variable, arguing as before we have

µ̂(v) = µ̂fv (1) = eimv−
1
2σv

2

.
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So, it is enough to show that there exists m ∈ U such that mv =< m, v >, for each v ∈ U and there exists
Q ∈ B(U), Q ≥ 0 and Tr(Q) <∞ such that σv

2 =< Qv, v >, for all v ∈ U . Note that∫
U

| < x, v > | dµ(x) =

∫
U

|fv| dµ =

∫
R
|t| dµfv (t) <∞, for all v ∈ U

Thus, form Lemma (3.4.1) we have that the map

U 3 v →
∫
U

< x, v > dµ(x) ∈ R.

is a linear and bounded functional on U . Thus, by Riesz Representation Theorem, there exist a m ∈ U such
that

< m, v >=

∫
U

< x, v > dµ(x) = E[fv] = mv, for all v ∈ U.

Moreover we have∫
U

| < x, v > |2 dµ(x) =

∫
U

|fv|2 dµ =

∫
R
t2 dµfv (t) <∞, for all v ∈ U.

Therefore, again by Lemma (3.4.1), the symmetric bilinear form

(h1, h2)→
∫
U

< x, h1 >< x, h2 > dµ(x)− < m,h1 >< m,h2 >

is continuous. Thus there exists a symmetric Q ∈ B(U) such that

< Qh1, h2 >=

∫
U

< x, h1 >< x, h2 > dµ(x)− < m,h1 >< m,h2 >, for all h1, h2 ∈ U.

Therefore,

< Qv, v >=

∫
U

< x, v >2 dµ(x)− < m, v >2= E[fv
2]− E[fv]

2 = σ2
v ≥ 0, for all v ∈ U.

It remains to show that Tr(Q) <∞. Without loss of generality we may assume that m = 0. This is because
the translated measure µ̃(A) = µ(A + m), A ∈ B(U) has zero mean and the same covariance operator
with µ. Indeed it is an easy task to show that for an integrable random variable f : U → R it holds that∫
U
f(x) dµ̃(x) =

∫
U
f(x−m) dµ(x). Therefore, for each u ∈ U we have ˆ̃µ(u) = e−

1
2<Qu,u>.

So, we assume that m = 0 and thus we have

e−
1
2<Qh,h> =

∫
U

ei<h,x> dµ(x) =

∫
U

cos < h, x > dµ(x).

By using the inequality 1− cosx ≤ 1
2x

2, we get that for a fixed c > 0

1− e− 1
2<Qh,h> =

∫
U

(1− cos < h, x >) dµ(x) ≤ 1

2

∫
{‖ x ‖≤c}

| < h, x > |2 dµ(x) + 2µ({x : ‖x ‖ > c}).

We define Qc ∈ B(U), Qc ≥ 0 by

< Qch1, h2 >=

∫
{‖ x ‖≤c}

< h1, x >< h2, x > dµ(x), h1, h2 ∈ U.

Observe that Tr(Qc) <∞. Indeed,

Tr(Qc) =

∞∑
k=1

< Qcek, ek >=

∞∑
k=1

∫
{‖ x ‖≤c}

< ek, x >
2 dµ(x)

=

∫
{‖ x ‖≤c}

∞∑
k=1

< ek, x >
2 dµ(x) =

∫
{‖ x ‖≤c}

‖x ‖2 dµ(x) ≤ c2 <∞.
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We will show that there exist c > 0 such that

< Qh, h >≤ 2 log 4 < Qch, h > , for all h ∈ U, (3.4.1)

which implies that Tr(Q) ≤ 2 log 4 Tr(Qc) < ∞. Since limc→∞ µ({x ∈ U : ‖x ‖ > c}) = 0, we can choose
c > 0 such that µ({x ∈ U : ‖x ‖ > c}) ≤ 1

8 . And for this c > 0 choose h ∈ U such that < Qch, h >≤ 1.

Thus, we have 1− e− 1
2<Qh,h> ≤ 1

2 + 1
4 = 3

4 , which implies that

< Qh, h > ≤ 2 log 4. (3.4.2)

Now, for an arbitrary h ∈ U such that < Qch, h >6= 0 we replace h with h√
<Qch,h>

in (3.4.2) and we

derive (3.4.1). On the other hand, if < Qch, h >= 0, then for each n ∈ N < Qcnh, nh >= 0 ≤ 1 and thus

< Qh, h >≤ n−2 2 log 4.

So < Qh, h >= 0, which means that in this case (3.4.1) is true.

Corollary 3.4.1. Let µ be a Gaussian measure on (U,B(U)) with mean m and covariance operator Q. Then
for each u, v ∈ U we have

(1) < m,u >U= mu = E[fu] =
∫
U
< x, u > dµ(x).

(2) < Qu, v >U=
∫
U
< x−m,u >U< x−m, v >U dµ(x).

(3) Tr(Q) =
∫
U
‖x−m ‖2U dµ(x).

Proof:

(1) It is direct from the proof of the previous Theorem.

(2) Use (1) and do the computations to derive that
∫
U
< x−m,u >U< x−m, v >U dµ(x) =

∫
U
< x, u ><

x, v > dµ(x)− < m,u >< m, v >=< Qu, v >.

(3) Use the Monotone convergence Theorem to interchange the sum and the integral and Parseval’s equality.

Definition 3.4.2. Let (Ω,F,P) be a p.s. A random variable X : Ω → U is an (F,B(U)) measurable
mappping. We say that X is Gaussian random variable if-f the distribution PX is a Gaussian measure
on (U,B(U)), i.e PX = N(m,Q), for some m ∈ U and Q ∈ B(U), Q ≥ 0, Tr(Q) < ∞. In this case m is
called the mean of X and Q is called the covariance operator of X.

Proposition 3.4.1. If X is a U -valued Gaussian random variable with mean m and covariance operator Q,
then for each u, v ∈ U

(1) E[< X,u >U ] =< m,u >U

(2) E(< X −m,u >U< X −m, v >U ) =< Qu, v >U

(3) E(‖X −m ‖2U ) = Tr(Q)

(4) E[X] = m and Qu = E(< X −m,u > (X −m)), for all u ∈ U

Proof: (1), (2), (3) follows from Corollary (3.4.1) by a change of variables. By Proposition (3.2.5) for
x∗ = fu, observe that for each u ∈ U , < E[X], u >= E[< X, u >] =< m,u > and thus E[X] = m. Moreover
for all u, v ∈ U we have

< Qu, v >= E (< X −m,u >< X −m, v >) = E (<< X −m,u > ·(X −m), v >) =< E (< X −m,u > (X −m)) , v > .

Therefore, Qu = E(< X −m,u > (X −m)), for all u ∈ U .

Remark 3.4.1. Let (Ω,F,P) be a probability space and U a separable Hilbert space. A U -valued random
variable X : (Ω,F,P) → U is Gaussian if and only if for each u ∈ U , < u,X > is an R-valued Gaussian
random variable. This is direct from Definition (3.4.2) and Definition (3.4.1).
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Proposition 3.4.2. Let m ∈ U , Q ∈ B(U), Q ≥ 0 with Tr(Q) < ∞. A U -valued random variable
X : (Ω,F,P)→ U is Gaussian with PX = N(m,Q) if and only if X can be represented as a P-a.s convergent
series

X = m+

∞∑
k=1

√
λkβkek, (3.4.3)

where (λk, ek) are the eigenpairs of Q, and {βk}∞k=1 are independent real random variables with Pβk = N(0, 1),
when λk > 0 and βk = 0, when λk = 0. Moreover, the series in (3.4.3) is convergent in L2((Ω,F,P), U).

Proof: Assume that X is a Gaussian U -valued random variable. Then by remark (3.4.1) we have that
for each u ∈ U , < u,X > is a real Gaussian random variable. Moreover by Proposition (3.4.1) we have

E[< X, ek >] =< m, ek > (3.4.4)

and
E[< X −m, ek >< X −m, el >] =< Qek, el >= λkδkl. (3.4.5)

Observe that when λk = 0, by (3.4.5) we deduce that < X −m, ek >= 0 P-a.s. Therefore we have

X(ω) =

∞∑
k=1

< X(ω), ek) > ek

= m+

∞∑
k=1

< X(ω)−m, ek > ek

= m+

∞∑
k=1

√
λkβk(ω)ek, P-a.s

where

βk =

{ 1√
λk

< X −m, ek > when λk > 0,

0 when λk = 0.

By (3.4.4) and (3.4.5) is direct that when λk > 0 the real random variable βk has distribution Pβk = N(0, 1).
It remains to show that {βk}∞k=1 are independent. In order to show this, we will use the well known fact
from probability theory (see Th. 16.4 [PR]), which says that if Y = (Y1, Y2, . . . , Yn) is an Rn-valued Gaussian
random variable, then the family {Yk}nk=1 of real random variables is independent if and only if for each
k 6= l, Cov[Yk, Yl] = 0. In our case, for a fixed n ∈ N, β = (β1, . . . , βn) is an Rn-valued Gaussian random
variable. Indeed, for each ν ∈ Rn we have,

< β, ν >Rn=

n∑
k=1

νkβk =
∑
λk>0

νk
1√
λk

< X −m, ek >U

=< X,
∑
λk>0

νk√
λk
ek > +C,

which is an R-valued Gaussian random variable. And by (3.4.5), we deduce that for k 6= l, E[βkβl] = 0. This
shows the desired independency.
Finally we will show that the series in (3.4.3) is convergent in L2((Ω,F,P), U). Indeed we have Tr(Q) =∑∞
k=1 λk <∞ and thus ∥∥∥∥∥

m∑
k=n

√
λkβkek

∥∥∥∥∥
2

L2((Ω,F,P),U)

= E

∥∥∥∥∥
m∑
k=n

√
λkβkek

∥∥∥∥∥
2

U


= E

(
m∑
k=n

λkβk
2

)
=

m∑
k=n

λkE[βk
2] =

m∑
k=n

λk → 0 n,m→∞.

Conversely, let βk, ek and λk be as assumed and define

X = m+

∞∑
k=1

√
λkβkek.
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By the above computation the series is convergent in L2((Ω,F,P), U) and thus by lemma (3.3.2) is convergent
in probability. So by the Itô-Nisio Theorem (3.3.2) the series is convergent P-almost surely. We want to show
that X is Gaussian with mean m and covariance operator Q. Let u ∈ U . We have

< m+

n∑
k=1

√
λkβkek, u >=< m,u > +

n∑
k=1

√
λkβk < ek, u > (3.4.6)

is a real Gaussian random variable, since {βi}ni=1 are independent real Gaussian random variables. Moreover
the sequence of partial sums in (3.4.6) is convergent in L2((Ω,F,P),R). Indeed, since Yk =

√
λkβk < ek, u >,

k = 1, . . . ,m are independent real Gaussian random variables with mean zero we have

V ar[

m∑
k=n

Yk] = E[

{
m∑
k=n

Yk

}2

] =

m∑
k=n

E[Yk
2] =

m∑
k=n

V ar[Yk].

Therefore, ∥∥∥∥∥
m∑
k=n

√
λkβk < ek, u >

∥∥∥∥∥
2

L2(Ω,R)

= E

∣∣∣∣∣
m∑
k=n

√
λkβk < ek, u >

∣∣∣∣∣
2

=

m∑
k=n

E[λkβk
2 < ek, u >

2] ≤ ‖u ‖2
m∑
k=n

λkE[βk
2] = ‖u ‖2

m∑
k=n

λk → 0, n,m→∞.

Since the series is L2((Ω,F,P),R) convergent, we get (see Th. 4.1.5 [BW]) that the limit < X, u > is a
Gaussian real random variable with E[< X,u >] =< m,u >. Moreover, for each u, v ∈ U we have

E[< X −m,u >< X −m, v >] = E[<

∞∑
k=1

√
λkβkek, u ><

∞∑
l=1

√
λlβlel, v >]

= E

( ∞∑
k=1

∞∑
l=1

√
λk
√
λlβkβl < ek, u >< el, v >

)

=

∞∑
k=1

∞∑
l=1

√
λk
√
λlE[βkβl] < ek, u >< el, v >

=

∞∑
k=1

λk < ek, u >< ek, v >=< Qu, v > .

The interchange of the integral and the infinite sum in the above computations is due to Beppo Levy’s
theorem, since

∞∑
k=1

∞∑
l=1

E
∣∣∣√λk√λlβkβl < ek, u >< el, v >

∣∣∣
=

∞∑
k=1

λk| < ek, u >< ek, v > | ≤ ‖u ‖ ‖ v ‖
∞∑
k=1

λk <∞.

Corollary 3.4.2 (Existence of Gaussian measures). For each m ∈ U , Q ∈ B(U), Q ≥ 0, Tr(Q) there exists
a Gaussian measure on (U,B(U)) such that µ = N(m,Q).

Proof: We assume that there exists a probability space with a countably infinite family of independent
real Gaussian random variables. This is a non-trivial fact from probability theory (see [KAL]). For a given
m ∈ U and Q ≥ 0, Tr(Q) < ∞ construct a Gaussian random variable X according to Proposition (3.4.2)
and take µ = PX .
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3.5 Infinite dimensional Wiener Processes

Definition 3.5.1. Let (Ω,F,P) be a probability space and I ⊂ R an interval. A U -valued stochastic process
{X(t)}t∈I is a family of U -valued random variables X(t) on (Ω,F,P) indexed by I.

Definition 3.5.2. Two U -valued stochastic processes (X(t))t∈I and (Y (t))t∈I on a probability spaces (Ω,F,P)
are said to be versions or modifications of each other if-f

P([X(t) 6= Y (t)]) = 0, for each t ∈ I.

In addition, we say that they are indistinguishable if-f

P(
⋃
t∈I

[X(t) 6= Y (t)]) = 0

Definition 3.5.3. Let Q ∈ B(U), Q ≥ 0 and Tr(Q) <∞. A U -valued stochastic process {W (t)}t≥0 is said
to be nuclear Q-Wiener process if-f

(1) W (0) = 0

(2) (W (t))t≥0 has continuous paths. That is for all ω ∈ Ω the mapping t→W (t, ω) is continuous.

(3) For each 0 ≤ s < t, we have W (t)−W (s) ∼ N(0, (t− s)Q).

(4) (W (t))t≥0 has independent increments. That is, for all 0 = t0 < t1, . . . < tn < ∞ the random variables
{W (tj)−W (tj−1)}nj=1 are independent.

Proposition 3.5.1 (Representation of Q-Wiener processes). Let Q ∈ B(U), Q ≥ 0 and Tr(Q) < ∞. A
U -valued stochastic process (W (t))t≥0 is a U -valued Q-Wiener process if and only if for each t ≥ 0, W (t)
can be represented as a P-a.s convergent series

W (t) =

∞∑
k=1

√
λkβk(t)ek, (3.5.1)

where (λk, ek) are the eigenpairs of Q and {βk(t)}t≥0 are independent real valued standard Brownian motions
on (Ω,F,P). Moreover, for each T > 0 the series in (3.5.1) converges in L2((Ω,F,P), C([0, T ], U)). In
particular for every Q ∈ B(U), Q ≥ 0 and Tr(Q) <∞, there exists a U -valued Q-Wiener process.

Proof: Assume that (W (t))t≥0 is a U -valued Q-Wiener process. Then it is direct by Definition (3.5.3)
that for each t ≥ 0, W (t) ∼ N(0, tQ). Arguing as in the Proof of Proposition (3.4.2) we derive that for a
fixed t ≥ 0

W (t) =

∞∑
k=1

√
λkβk(t)ek P− a.s,

where

βk(t) =

{ 1√
λk

< W (t), ek > when λk > 0,

0 when λk = 0.

Moreover for a fixed t ≥ 0, we have that {βk(t)}∞k=1 are independent real Gaussian random variables, with
βk(t) ∼ N(0, t), for all λk > 0. In addition the series in (3.5.1) is convergent in L2((Ω,F,P), U).
We will show that for each fixed k ∈ N such that λk > 0 the stochastic process (βk(t))t≥0 is an R-valued
standard Brownian motion. Indeed it is direct that βk(0) = 0 and since (W (t))t≥0 has continuous paths, by
the continuity of the inner product the same is true for (βk(t))t≥0. In addition, for 0 = t0 < t1 < . . . < tn

βk(tj)− βk(tj−1) =
1√
λk

< W (tj)−W (tj−1), ek > .

So, by the independency of {W (tj) − W (tj−1)}nj=1, we deduce (see Pr.13.13 [KM]) the independency of
{βk(tj) − βk(tj−1)}nj=1. Now, by assumption for each 0 ≤ s < t, W (t) − W (s) ∼ N(0, (t − s)Q), so by

proposition (3.4.1) we have E[< W (t)−W (s), ek >] =< 0, ek >= 0 and E[< W (t)−W (s), ek >
2] = (t−s)λk.

Thus, βk(t)− βk(s) ∼ N(0, t− s).
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Next, we will show that (βk())∞k=1 is a family of independent stochastic processes. So, for distinct {ki}ni=1

and 0 = t0 < t1 < . . . < tm we have to show that

(βk1(t1), . . . , βk1(tm)), . . . (βkn(t1), . . . βkn(tm))

are independent. For each i = 1, . . . n, the Rm-valued random variable (βki(t1), . . . βki(tm)) is Gaussian with
zero mean. So, in order to show the desired independency it is enough to show that for {aj}mj=1, {a′j}mj=1 ⊂ Rm

E[

m∑
j=1

ajβki(tj)

m∑
j=1

a′jβki′ (tj)] = 0, for ki 6= ki′ .

This is direct from the following claim.
Claim: For t > s > 0 and i 6= j such that λi, λj > 0 we have E[βi(t)βj(s)] = 0.
Proof of the Claim:

E[βi(t)βj(s)] =
1√
λi

1√
λj

E[< W (t), ei >< W (s), ej >]

=
1√
λi

1√
λj
{E[< W (t)−W (s), ei >< W (s), ej >] + E[< W (s), ei >< W (s), ej >]}

=
1√
λi

1√
λj
s < Qei, ej >=

1√
λi

1√
λj
sλi < ei, ej >= 0.

Conversely, let (βk())k∈N and Q be given as in the statement and define

W (t) =

∞∑
k=1

√
λkβk(t)ek.

We will give a sketch of the basic steps. The very technical points are omitted. Note again that the series in
the above formula is convergent in L2((Ω,F,P), U) due to the fact that Tr(Q) <∞. It is direct that W (0) = 0.
Arguing again as in the proof of Proposition (3.4.2) one can shows that W (t) −W (s) ∼ N(0, (t − s)Q), for
0 ≤ s < t and the independency of the increments. The continuity of the paths is a result of the convergence
of the series in L2((Ω,F,P), C([0, T ], U)).Here, we consider the C([0, T ], U)-valued random variables (ξj)

∞
j=1,

defined by
ξj(t) =

√
λjβj(t)ej , t ∈ [0, T ].

In order to show that the sequence of partial sums SN =
∑N
j=1 ξj is convergent in L2((Ω,F,P), C([0, T ], U)),

we will use the Doob’s maximal inequality (Th 4.1 [BRZ]), which states that for a real valued p-integrable
martingale {M(t)}t≥0 it holds that(

E[ sup
0≤t≤T

|M(t)|p]
) 1
p

≤ p

p− 1
(E(|M(T )|p))

1
p , 1 < p <∞.

We know that a real-valued Brownian motion (B(t))t≥0 is an FBt -martingale, where FBt = σ({Bs : 0 ≤ s ≤
t}). Therefore, ∥∥∥∥∥

m∑
k=n

√
λkβk(t)ek

∥∥∥∥∥
2

L2((Ω,F,P),C([0,T ],U))

= E

 sup
0≤t≤T

∥∥∥∥∥
m∑
k=n

√
λkβk(t)ek

∥∥∥∥∥
2

U


= E

(
sup

0≤t≤T

m∑
k=n

λkβk(t)
2

)
≤

m∑
k=n

λkE
(

sup
0≤t≤T

βk(t)2

)

≤ 4

m∑
k=n

λkE(βk(T )2) = 4T

m∑
k=n

λk → 0, n,m→∞,

since Tr(Q) <∞. By the completeness of L2((Ω,F,P), C([0, T ], U)) we get the desired result.
For the existence of a U -valued Q-Wiener process it is enough to consider a probability space with a count-
ably infinite set of independent Brownian motions (the existence of such a space is a non-trivial fact from
probability theory, see [KAL]) and construct a random process as described in this Proposition.
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Definition 3.5.4. Let (Ω,F,P) be a probability space. A filtration is a family of sub-sigma-algebras {Ft}t≥0

such that Ft ⊂ Fs ⊂ F, for all t ≤ s.
A filtration {Ft}t≥0 is said to be normal if-f

(1) F0 contains all sets A ∈ F such that P (A) = 0.

(2) Ft = Ft+ := ∩s>tFs, for all t ≥ 0.

Definition 3.5.5. A Q-Wiener process (W (t))t≥0 is called Q-Wiener process with respect to the fil-
tration {Ft}t≥0 if-f

(1) {W (t)}t≥0 is adapted to {Ft}t≥0, that is W (t) is Ft-measurable, for all t ≥ 0.

(2) For each 0 ≤ s < t, the random variable W (t)−W (s) is independent of Fs.

For a given Q-Wiener process (W (t))t≥0, there is always a normal filtration {Ft}t≥0 such that {W (t)}t≥0

becomes a Q-Wiener process with respect to {Ft}t≥0. To see this, define

N := {A ∈ F : P (A) = 0}, F̃s := σ(W (r) : 0 ≤ r ≤ s) F̃0
s := σ(N ∪ F̃s)

and
Fs := ∩r>sF̃0

r. (3.5.2)

Proposition 3.5.2. If {W (t)}t≥0 is a U -valued Q-Wiener process on the probability space (Ω,F,P), then
{W (t)}t≥0 is a Q-Wiener process with respect to the normal filtration defined in (3.5.2).

Proof: Since Fs ⊃ F̃s, we have that (W (t))t≥0 is Ft-adapted. So we have to show that for fixed 0 ≤ s < t,
the random variable W (t) −W (s) is independent of Fs. Observe that for all the choices of 0 ≤ t1 < t2 <
. . . < tn ≤ s we have

σ(W (t1), . . . ,W (tn)) = σ(W (t1),W (t2)−W (t1), . . . ,W (tn)−W (tn−1))

which is independent of W (t) −W (s), since (W (t))t has independent increments. By this observation we
deduce that W (t)−W (s) is independent of F̃s and therefore of F̃0

s as well. Finally by the continuity of the
paths,

W (t)−W (s) = lim
n→∞

(W (t)−W (s+
1

n
)).

If n is large enough such that s + 1
n ≤ t, then W (t) −W (s + 1

n ) is independent of F̃0
s+ 1

n

⊃ Fs and hence of

Fs. This shows that W (t)−W (s) is independent of Fs.

3.6 Martingales in Banach spaces

Let E be a separable Banach space and B(E) be its Borel σ-algebra. When we say that X : (Ω,F,P) → E
is a random variable we mean that it is (F,B(E))-measurable. The following Proposition is a generalization
of the existence of the conditional expectation of an integrable random variable to the Banach space-valued
setting. For the proof see [KV] pg.28-30.

Proposition 3.6.1. Let E be a real separable Banach space and X an E-valued Bochner integrable random
variable on a probability space (Ω,F,P) and let G ⊂ F be a sub-σ-algebra. Then there exists a unique (up to
a set of P- measure zero) random variable Z ∈ L1((Ω,G,P), E) such that

(1) Z is G-measurable

(2)
∫
A
X dP =

∫
A
Z dP, for all A ∈ G.

The random variable Z is called the conditional expectation of X given G and is denoted by E[X|G].
Furthermore,

‖E[X|G] ‖ ≤ E[‖X ‖ |G] P− a.s.

Lemma 3.6.1 (Law of double expectation). Let E be a real separable Banach space and X an E-valued
Bochner integrable random variable on a probability space (Ω,F,P) and let G ⊂ F be a sub-σ-algebra. Then
E(E(X|G)) = E(X).
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Proof: In (2) of Proposition (3.6.1), put A = Ω.

Lemma 3.6.2. Let E be a real separable Banach space and X an E-valued Bochner integrable random
variable on a probability space (Ω,F,P) and let G ⊂ F be a sub-σ-algebra. Then for all x∗ ∈ E∗ we have

x∗(E(X|G)) = E(x∗(X)|G) P− a.s.

Proof: First of all, E(|x∗(X)) ≤ ‖x∗ ‖ E(‖X ‖) < ∞. Thus E(x∗(X)|G) is well defined. Of course
x∗(E(X|G)) is G-measurable and for each A ∈ G we have∫

A

E(X|G) dP =

∫
A

X dP

⇒ x∗(

∫
A

E(X|G) dP) = x∗(

∫
A

X dP)

⇒
∫
A

x∗(E(X|G)) dP =

∫
A

x∗(X) dP.

Therefore, x∗(E(X|G)) = E(x∗(X)|G) P− a.s., for all x∗ ∈ E∗.

Corollary 3.6.1. Let E be a real separable Banach space and X an E-valued Bochner integrable random
variable on a probability space (Ω,F,P) and let G ⊂ F be a sub-σ-algebra. If X is independent of G, then
x∗(X) is also independent of G, for each x∗ ∈ E∗ and

E(X|G) = E(X).

Proof: Let x∗ ∈ E∗. Since X is independent of G, we have for each A ∈ B(R) and B ∈ G

P([x∗(X) ∈ A] ∩B) = P([X ∈ x∗−1(A)] ∩B) = P([X ∈ x∗−1(A)]) P(B) = P([x∗(X) ∈ A]) P(B),

since x∗−1(A) ∈ B(E). Therefore, x∗(X) is independent of G. Now, by virtue of Lemma (3.6.2), for each
x∗ ∈ E∗ we have

x∗(E(X|G)) = E(x∗(X)|G) = E(x∗(X)) = x∗(E(X)) P− a.s.
Now by Corollary (3.2.6), we get E(X|G) = E(X) P-a.s.

Definition 3.6.1. Let (Ω,F,P) be a probability space, E a separable Banach space, (M(t))t≥0 an E-valued
stochastic process and (F(t))t≥0 a filtration on (Ω,F,P). The stochastic process (M(t))t≥0 is said to be
Ft-martingale if-f

(1) E(‖M(t) ‖) <∞, for all t ≥ 0.

(2) (M(t))t is Ft-adapted.

(3) E(M(t)|Fs) = M(s), for all 0 ≤ s < t.

Theorem 3.6.1. Let E be a separable Banach space and (M(t))t≥0 an E-valued stochastic process and
(F(t))t≥0 a filtration on (Ω,F,P). If (M(t))t≥0 is an Ft-martingale, then for all x∗ ∈ E∗, (x∗(M(t)))t≥0 is a
real-valued Ft-martingale. Conversely, if E(‖M(t) ‖) <∞, for all t ≥ 0 and for all x∗ ∈ E∗, (x∗(M(t)))t≥0

is an R-valued Ft-martingale, then (M(t))t≥0 is an E-valued Ft-martingale.

Proof: Assume that (M(t))t≥0 is an Ft-martingale and fix a x∗ ∈ E∗. Then, we have

E(|x∗(M(t))|) ≤ ‖x∗ ‖ E(‖M(t) ‖) <∞.

for all t ≥ 0. Moreover, M(t) is Ft-measurable, thus x∗(M(t)) is also Ft-measurable, for all t ≥ 0. Finally,
for 0 ≤ s < t we have

E(x∗(M(t))|Fs) = x∗(E(M(t)|Fs)) = x∗(M(s)), P− a.s.

Conversely, assume that E(‖M(t) ‖) <∞ for all t ≥ 0 and that (x∗(M(t)))t≥0 is an R-valued Ft-martingale
for all x∗ ∈ E∗. Since x∗(M(t)) is Ft-measurable for all x∗ ∈ E∗, by the Pettis measurability Theorem (3.2.1)
we deduce that M(t) is Ft-measurable for all t ≥ 0. Moreover, for 0 ≤ s < t and for all x∗ ∈ E∗ we have

x∗(E(M(t)|Fs)) = E(x∗(M(t))|Fs) = x∗(M(s)), P− a.s.

Therefore by Corollary (3.2.6) we get E(M(t)|Fs) = M(s), P-a.s.
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Remark 3.6.1. The assumption E(‖M(t) ‖) <∞ for all t ≥ 0 in the converse statement is necessary. It is
possible x∗(Z) ∈ L1((Ω,F,P),R), for all x∗ ∈ E∗ but Z not in L1((Ω,F,P), E). For more details on this see
[KV] pg 34.

Theorem 3.6.2 (Doob’s Maximal Inequality). Let E be a separable Banach space and (M(t))t≥0 an E-
valued Ft-martingale. If M(t) ∈ Lp((Ω,F,P), E) for all t ≥ 0, for some p ≥ 1, then (‖M(t) ‖p)t≥0 is a
non-negative real-valued Ft-sub-martingale. That is

E(‖M(t) ‖p |Fs) ≥ ‖M(s) ‖p , for 0 ≤ s < t. (3.6.1)

Moreover if p > 1, T ≥ 0, then

E( sup
0≤t≤T

‖M(t) ‖p) ≤ (
p

p− 1
)p E(‖M(T ) ‖p) (3.6.2)

Proof: For each 0 ≤ s < t, we have

E(‖M(t) ‖p |Fs) ≥ {E(‖M(t) ‖ |Fs)}p ≥ ‖E(M(t)|Fs) ‖p = ‖M(s) ‖p .

Where in the first inequality we used Jensen’s inequality for ψ(x) = xp, x ≥ 0. The next of the proof is
consequence of Doob’s maximal inequality for positive real-valued sub-martingales.

Definition 3.6.2. Let E be a separable Banach space, (Ω,F,P) a probability space and (F(t))t≥0 a filtration.
For T > 0 we define the linear space M2

T(E) of continuous square integrable E-valued {Ft}t∈[0,T ]-martingales
(M(t))t∈[0,T ] =: M . We equip the space M2

T (E) with the norm

‖M ‖M2
T (E) := sup

t∈[0,T ]

(E(‖M(t) ‖2))
1
2 .

Observe that from (3.6.1) by taking the expectations we get

E(‖M(s) ‖2) ≤ E(‖M(T ) ‖2), ∀0 ≤ s < T.

Therefore, ‖M ‖M2
T (E) = E(‖M(T ) ‖2)

1
2 .

Proposition 3.6.2. The space M2
T (E) is a Banach space and for each M ∈M2

T (E) we have

‖M ‖M2
T (E) ≤ (E( sup

t∈[0,T ]

‖M(t) ‖2))
1
2 ≤ 2 ‖M ‖M2

T (E) . (3.6.3)

Proof: The first inequality is obvious and the second one is derived by (3.6.2) for p = 2. Let (Mn)n be a
Cauchy sequence in M2

T (E). Then by (3.6.3), (Mn)n is also Cauchy in L2((Ω,F,P), (C([0, T ]), E)) which is
Banach. Thus, there exists M ∈ L2((Ω,F,P), (C([0, T ]), E)) such that

‖Mn −M ‖L2((Ω,F,P),(C([0,T ]),E)) → 0, n→∞.

Therefore by (3.6.3) we have that

‖Mn −M ‖M2
T (E) → 0, n→∞.

It remains to show thatM is an Ft-martingale. Fix 0 ≤ s < t. For each t ∈ [0, T ] we have ‖Mn(t)−M(t) ‖L2(Ω,E) →
0, as n → ∞. Therefore E[Mn(t)|Fs] → E(M(t)|Fs) in L2(Ω, E). Indeed, ‖E(Mn(t)−M(t)|Fs) ‖2 ≤
E(‖Mn(t)−M(t) ‖2 |Fs). Thus, E(‖E(Mn(t)−M(t)|Fs) ‖2) ≤ E(E(‖Mn(t)−M(t) ‖2 |Fs)) = E ‖Mn(t)−M(t) ‖2 →
0, as n→∞. On the other hand, E(Mn(t)|Fs) = Mn(s), a.s, from where we deduce that E(Mn(t)|Fs)→M(s)
in L2(Ω, E). From the uniqueness of the limit we conclude that E(M(t)|Fs) = M(s) a.s.

Proposition 3.6.3. Let (W (t))t≥0 be a U -valued Q-Wiener process with respect to the normal filtration
(Ft)t≥0 on (Ω,F,P). Then W ∈M2

T (E) for all T > 0.

Proof: (W (t))t≥0 has continuous trajectories. Moreover E(‖W (t) ‖2) = t T r(Q) ≤ T Tr(Q) <∞, for all
t ∈ [0, T ] and (W (t))t is Ft-adapted. Finally for 0 ≤ s < t we have

E(W (t)|Fs) = E(W (t)−W (s)|Fs) + E(W (s)|Fs) = E(W (t)−W (s)) +W (s) = W (s), a.s,

since W (t)−W (s) is independent of Fs and W (s) is Fs-measurable.
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Chapter 4

Stochastic integration in Hilbert
spaces

4.1 The stochastic integral for nuclear Wiener processes

4.1.1 Measurability of operator valued random variables

Consider the space B(U,H) of linear and bounded operators L : U → H, where U,H are separable Hilbert
spaces. It is well known that B(U,H) is a Banach space, when it is endowed with the norm

‖T ‖B(U,H) = sup{‖Tx ‖ : x ∈ U, ‖x ‖ ≤ 1}.

We define the uniform Borel σ-algebra Buni(B(U,H)) as the smallest σ-algebra which contains the open
balls

Br(T ) = {L ∈ B(U,H) : ‖L− T ‖ < r}, r > 0 T ∈ B(U,H).

Generally the space B(U,H) is not separable (see [KV] page 37) thus it has too many open balls and as a
result the class of B(U,H)-valued measurable functions with respect to Buni(B(U,H)) is very small. Instead
of the uniform Borel σ-algebra we consider the strong Borel σ-algebra Bstr(B(U,H)) on B(U,H) defined
as the smallest σ-algebra which contains the sets of the form

{T ∈ B(U,H) : Tx ∈ A, ∀x ∈ U}, A ∈ B(H).

Definition 4.1.1. Let (Ω,F) be a measurable space and G ⊂ F a sub-σ-algebra. A mapping L : Ω→ B(U,H)
is said to be strongly G-measurableif-f it is G-measurable, when we endow B(U,H) with the strong Borel
σ-algebra Bstr(B(U,H)). This means that L : Ω→ B(U,H) is strongly G-measurable if and only if for each
x ∈ U , Lx : (Ω,F)→ (H,B(H)) is G-measurable.

Generally, it holds that Bstr(B(U,H)) ⊂ Buni(B(U,H)). Moreover it can be shown that B(B2(U,H)) ⊂
Bstr(B(U,H)). In particular B2(U,H) is a strongly measurable subset of B(U,H). For more details see [KV].

Lemma 4.1.1. If L is a B(U,H)-valued strongly measurable mapping and ξ a U -valued measurable mapping
on a measurable space (Ω,F), then Lξ : Ω→ H is an H-valued measurable mapping on (Ω,F).

Proof: Since H is a separable Hilbert space, by virtue of the Pettis measurability Theorem (3.2.1), Lξ is
measurable if and only if for each x ∈ H, < x,Lξ > is R-valued F-measurable. Let {en}∞n=1 be an orthonormal
basis for U . Then,

< Lξ, x >=< ξ,L∗x >=

∞∑
k=1

< ξ, ek >< Lek, x > .

Since Lek is (F,B(H))-measurable and ξ is (F,B(U))-measurable we deduce that < ξ, ek >< Lek, x > is
(F,B(R))-measurable and so the everywhere convergent sum < Lξ, x > is F-measurable as well.

67
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4.1.2 The stochastic integral for elementary random processes.

In this section we consider that (U,< , >U ) and (H,< , >H) are separable Hilbert spaces, T > 0 fixed and
(W (t))t∈[0,T ] is a U -valued Q-Wiener process on the probability space (Ω,F,P) with respect to the normal
filtration (F(t))t∈[0,T ].

Definition 4.1.2. A B(U,H)-valued random process (Φ(t))t∈[0,T ] is said to be elementary process if-f
there exists a partition 0 = t0 < t1 < . . . < tN = T , N ∈ N such that

Φ(t) =

N−1∑
m=0

ΦmI(tm,tm+1](t), t ∈ [0, T ] (4.1.1)

where

• Φm : Ω→ B(U,H) is strongly Ftm-measurable.

• Φm takes only a finite number of values in B(U,H). That is,

Φm(ω) =

km∑
j=1

IΩmj (ω)Lmj ,

where Lmj ∈ B(U,H) and Ω = ∪kmj=1Ωmj with the union being disjoint. The linear space of elementary
stochastic processes is denoted by E.

Definition 4.1.3. For each Φ ∈ E having the representation in (4.1.1) we define

It(Φ) :=:

∫ t

0

Φ dW :=

N−1∑
n=0

Φn(∆Wn(t)), t ∈ [0, T ],

where ∆Wn(t) = W (tn+1 ∧ t)−W (tn ∧ t) and t ∧ s = min{t, s}.

Proposition 4.1.1. For each Φ ∈ E, (
∫ t

0
Φ dW )t∈[0,T ] is a continuous square integrable H-valued Ft-

martingale. In other words, (It(Φ))t∈[0,T ] ∈M2
T (H).

Proof: Let Φ ∈ E having the representation in (4.1.1). Define M(t) =
∫ t

0
Φ dW , t ∈ [0, T ].

• (M(t))t∈[0,T ] has continuous paths.

For a fixed ω ∈ Ω the mapping [0, T ] 3 t →
∑N−1
n=0 Φn(ω)(∆Wn(t)(ω)) is continuous. This is because

t→ ∆Wn(t)(ω) is continuous and Φn(ω) is continuous for all n ∈ N.

• (M(t))t∈[0,T ] is square integrable.
For each t ∈ [0, T ] we have

E(‖M(t) ‖2) = E(

∥∥∥∥∥
N−1∑
n=0

Φn(∆Wn(t))

∥∥∥∥∥
2

)

≤ N

N−1∑
n=0

E
(
‖Φn(∆Wn(t)) ‖2

)
≤ N

N−1∑
n=0

E
(
‖Φn ‖2B(U,H) ‖∆Wn(t) ‖2U

)

≤ N

N−1∑
n=0

E

(

kn∑
j=0

∥∥Lnj ∥∥2

B(U,H)
) ‖∆Wn(t) ‖2U


≤ N max

n=0...N−1
(

kn∑
j=0

∥∥Lnj ∥∥2

B(U,H)
)

N−1∑
n=0

E(‖∆Wn(t) ‖2U ) <∞.
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• (M(t))t∈[0,T ] is an Ft-martingale.

– E(‖M(t) ‖) <∞, for all t ∈ [0, T ] since each M(t) is square integrable.

– For each n = 0, . . . , N −1, Φn(∆Wn(t)) is Ft-measurable H-valued random variable and thus Φ(t)
is Ft-measurable H-valued random variable as well. Indeed, first of all observe that ∆Wn(t) is
U -valued and Ft-measurable. In particular for t ∈ (tk, tk+1] we have

∆Wn(t) =

 W (tn+1)−W (tn), when tn < tk,
W (t)−W (tk), when tn = tk.
0, when tn > tk.

Therefore, for each tn > tk, we have Φn(∆Wn(t)) = 0 which is Ft-measurable. In any other case
Ftn ⊂ Ft and thus Φn is strongly Ft-measurable. The conclusion now follows from Lemma (4.1.1).

– For each 0 ≤ s < t it holds that
∫ s

0
Φ dW = E(

∫ s
0

Φ dW |Fs).
Indeed, assume that 0 = t0 < t1 < . . . < tl < s ≤ tl+1 < . . . < tk < t ≤ tk+1 < . . . < tN = T .
Then, ∫ t

0

Φ dW =

N−1∑
n=0

Φn(∆Wn(t)) =

=

l−1∑
n=0

Φn(∆Wn(t)) + Φl(W (s)−W (tl)) + Φl(W (tl+1 ∧ t)−W (s)) +

N−1∑
n=l+1

Φn(∆Wn(t)) =

=

l∑
n=0

Φn(∆Wn(s)) + Φl(W (tl+1 ∧ t)−W (s)) +

N−1∑
n=l+1

Φn(∆Wn(t)) =

=

∫ s

0

Φ dW + Φl(W (tl+1 ∧ t)−W (s)) +

N−1∑
n=l+1

Φn(∆Wn(t)).

Therefore,

E
(∫ t

0

Φ dW |Fs
)

= E
(∫ s

0

Φ dW |Fs
)

+ E (Φl(W (tl+1 ∧ t)−W (s))|Fs)

+E

(
N−1∑
n=l+1

Φn(∆Wn(t))|Fs

)
.

Since
∫ s

0
Φ dW is Fs-measurable, we have E

(∫ s
0

Φ dW |Fs
)

=
∫ s

0
Φ dW .

For the second term we will make use of the following well-known result for real-valued martingales.

Lemma 4.1.2. Let X,Y be real valued martingales on (Ω,F,P) and G ⊂ F be a sub-σ-algebra. If
X is G-measurable and Y ,XY ∈ L1((Ω,F,P),R), then E(XY |G) = XE(Y |G).

Returning now to our proof, let {en}∞n=1 be an orthonormal basis for U . Then, for each x ∈ H,
we have

< E (Φl(W (tl+1 ∧ t)−W (s)|Fs), x) >=

=< E(Φl(

∞∑
k=1

< W (tl+1 ∧ t)−W (s), ek > ek)|Fs), x >

=

∞∑
k=1

E (< W (tl+1 ∧ t)−W (s), ek >< Φlek, x > |Fs)

=

∞∑
k=1

< Φlek, x > E (< W (tl+1 ∧ t)−W (s), ek > |Fs)

=

∞∑
k=1

< Φlek, x > E (< W (tl+1 ∧ t)−W (s), ek >) = 0,
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where in the fourth equality we used that< Φlek, x > is real-valued Fs-measurable and Lemma (4.1.2)
and in the last inequality that W (tl+1∧ t)−W (s) is independent of Fs. Eventually we have shown
that E (Φl(W (tl+1 ∧ t)−W (s))|Fs) = 0.
The rest of the terms are of the form E (Φm(W (tm+1 ∧ t)−W (tm))|Fs), where s ≤ tm ≤ t. For
all A ∈ Fs we have,∫

A

Φm(W (tm+1 ∧ t)−W (tm)) dP =

∫
A

km∑
j=1

IΩmj L
m
j (W (tm+1 ∧ t)−W (tm)) dP

=

km∑
j=1

Lmj

∫
A∩Ωmj

(W (tm+1 ∧ t)−W (tm)) dP.

But A ∈ Fs ⊂ Ftm and Ωmj ∈ Ftm , so A ∩ Ωmj ∈ Ftm , for all j = 1, . . . , km. Thus,

km∑
j=1

Lmj

∫
A∩Ωmj

(W (tm+1 ∧ t)−W (tm)) dP

=

km∑
j=1

Lmj

∫
A∩Ωmj

E(W (tm+1 ∧ t)−W (tm)|Ftm) dP

=

km∑
j=1

Lmj

∫
A∩Ωmj

E((W (tm+1 ∧ t)−W (tm)) dP = 0.

So by the definition of conditional expectation we conclude that

E (Φm(W (tm+1 ∧ t)−W (tm))|Fs) = 0.

Remark 4.1.1. Since M(t) =
∫ t

0
Φ dW is a martingale we have

E(

∫ t

0

Φ dW ) = E(M(0)) = 0.

Definition 4.1.4. For Φ ∈ E we define

‖Φ ‖T := (E(

∫ T

0

∥∥∥Φ(s)Q1/2
∥∥∥2

B2(U,H)
ds))

1
2 = (E(

∫ T

0

‖Φ(s) ‖2L0
2
ds))

1
2 .

The following identity, called the Itô isometry, will be crucial when we extend the stochastic integral to a
larger class of integrands.

Proposition 4.1.2 (Itô isometry). If Φ ∈ E, then

E

∥∥∥∥∥
∫ T

0

Φ dW

∥∥∥∥∥
2
 = E

(∫ T

0

∥∥∥Φ(s)Q1/2
∥∥∥2

B2(U,H)
ds

)
(4.1.2)

or equivalently, ∥∥∥∥∫ .

0

Φ dW

∥∥∥∥
M2
T (H)

= ‖Φ ‖T .

Proof: Let Φ ∈ E . First of all, ∫ T

0

Φ dW =

N−1∑
n=0

Φn(∆Wn),

where ∆Wn = W (tn+1)−W (tn). So,

E
(∥∥∥∫ T

0

Φ dW
∥∥∥2)

= E
(〈N−1∑

n=0

Φn∆Wn,

N−1∑
m=0

Φm∆Wm

〉)
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= E
(N−1∑
n=0

‖Φn∆Wn‖2
)

+ 2E
( ∑
m<n

〈Φn∆Wn,Φm∆Wm〉
)

= T1 + T2.

We will show that T1 = ‖Φ‖2T and that T2 = 0. Let {fk}k∈N be an orthonormal basis of H and {ek}k∈N be
an orthonormal basis of U such that Qek = λkek. Then,

E
(
‖Φn∆Wn‖2

)
= E

(∑
l

〈Φn∆Wn, fl〉2
)

=
∑
l

E
(
〈Φn∆Wn, fl〉2

)
=
∑
l

E
(
E
(
〈Φn∆Wn, fl〉2

∣∣Ftn)) =
∑
l

E
(
E
(
〈∆Wn,Φ

∗
nfl〉2

∣∣Ftn)).
But,

〈∆Wn,Φ
∗
nfl〉2 =

(∑
k

〈∆Wn, ek〉〈Φ∗nfl, ek〉
)2

=
(∑

k

〈fl,Φnek〉︸ ︷︷ ︸
=ak

〈∆Wn, ek〉︸ ︷︷ ︸
=bk

)2

=
(∑

k

akbk
)2

=
∑
k,j

akajbkbj .

Thus,

E
(
〈∆Wn,Φ

∗
nfl〉2

∣∣∣Ftn) = E
(∑
k,j

akajbkbj

∣∣∣Ftn)
=

∑
k,j

E
(
akajbkbj

∣∣∣Ftn) (4.1.3)

=
∑
k,j

akajE
(
bkbj

∣∣Ftn) =
∑
k,j

akajE(bkbj) (4.1.4)

=
∑
k,j

〈fl,Φnek〉〈fl,Φnej〉E(〈∆Wn, ek〉〈∆Wn, ej〉)

=
∑
k,j

〈fl,Φnek〉〈fl,Φnej〉∆tn〈Qek, ej〉 (4.1.5)

=
∑
k,j

〈fl,Φnek〉〈fl,Φnej〉∆tnλk〈ek, ej〉

=

∞∑
k=1

〈fl,Φnek〉〈fl,Φnek〉∆tnλk

= ∆tn

∞∑
k=1

〈Φ∗nfl, Q1/2ek〉2

= ∆tn

∞∑
k=1

〈Q1/2Φ∗nfl, ek〉2

= ∆tn

∥∥∥Q1/2Φ∗nfl

∥∥∥2

P− a.s

We used the Beppo Levy Theorem in 4.1.3, properties of conditional expectation in 4.1.4, and the assumption
on the increments of a Q-Wiener process in 4.1.6. Hence, using property (1) in Remark ??,

T1 =

N−1∑
n=0

∞∑
l=1

E
(

∆tn‖Q1/2Φ∗nfl‖2
)

= E
(N−1∑
n=0

∆tn‖Q1/2Φ∗n‖2B2(H,U)

)
= E

(N−1∑
n=0

∆tn‖ΦnQ1/2‖B2(U,H)

)
= E

(∫ T

0

‖Φ(s)Q1/2‖B2(U,H) ds
)
.

Following the similar reasoning for the second term we conclude easily that T2 = 0.
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Corollary 4.1.1. If Φ1,Φ2 ∈ E, then

E
(〈∫ T

0

Φ1 dW,

∫ T

0

Φ2 dW
〉
H

)
= E

(∫ T

0

〈Φ1(s)Q1/2,Φ2(s)Q1/2〉B2(U,H) ds
)
.

Remark 4.1.2. The functional ‖ · ‖T is only a seminorm on E . Indeed, if Φ ∈ E and

‖Φ‖2T = E
(∫ T

0

‖Φ(s)Q1/2‖2B2(U,H) ds
)

= 0.

then Φ(s)Q1/2 = 0, PT := m× P-a.s.. Therefore, Φ = 0 on Q1/2(U), m× P-a.s. Let

E0 :=
{

Φ ∈ E : Φ = 0 on Q1/2(U), PT -a.s.
}
.

We re-define E to be the quotient space E := E/E0. Then ‖ · ‖T is a norm on E .

4.2 Extension of the stochastic integral to more general processes

We have already seen that the map

Int :
(
E , ‖ · ‖T

)
→
(
M2

T , ‖ · ‖M2
T

)
is isometric. Since, the space

(
M2

T , ‖ · ‖M2
T

)
is Hilbert , Int extends uniquely to an isometric mapping to the

abstract completion E of E , by the obvious way. In this section we will give a characterization of E . Here it
is convenient to treat the processes as random variables from ΩT := [0, T ]×Ω to B(U,H), where the product
space ΩT is equipped with the product σ-algebra B([0, T ])⊗ F and the product measure PT := m⊗ P. The
σ-field just introduced does not take into acount the adaptivity of the considered process. To this aim we
introduce the following σ-algebra

PT = σ
({

(s, t]× F : 0 ≤ s < t ≤ T, F ∈ Fs

}
∪
{
{0} × F : F ∈ F0

})
.

and introduce the notion of predictable process.

Definition 4.2.1. If H̃ is a separable Hilbert space and Y : (ΩT ,PT )→ (H̃,B(H̃)) is measurable, then Y is
called H̃-predictable.

The next proposition shows that the class of predictable processes is rich.

Proposition 4.2.1. If H is a separable Hilbert space, then the following σ-algebras coincide.

1. P1 = σ(adapted continuous processes)

2. P2 = σ(adapted left continuous processes with right hand limits)

3. P3 = σ(adapted left continuous processes)

4. PT
We are now in position to characterize the proper class of integrands.

Theorem 4.2.1. There is an explicit characterization of E given by

N 2
W = N 2

W (0, T ;H)

=
{

Φ : [0, T ]× Ω→ L0
2 : Φ is L0

2-predictable and ‖Φ‖T <∞
}

= L2
(
[0, T ]× Ω,PT ,m× P ;L0

2

)
.

In fact

1. If a mapping Φ from ΩT in to B(U,H) is B(U,H)-predictable, then Φ is also L0
2-predictable. In

particular elementary processes are L0
2-predictable.

2. If Φ is an L0
2- predictable process with ‖Φ ‖T <∞ then there exists a sequence Φn ⊂ E with limn→∞ ‖Φn − Φ ‖T =

0.

In the last case we define Int(Φ) = limn→∞Φn, where the limit is in (M2
T (H), ‖ ‖M2

T (H)). It is direct that

this limit exists and is independent of the choice of the approximating sequence. Both Itô’s Isometry and
Corollary 4.1.1 still hold for Φ ∈ N 2

W
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4.3 Stochastic integral for cylindrical Wiener processes

In order to extend the construction of stochastic integrals to the case where the covariance operator Q is
only bounded but not necessarily of finite trace, one needs to extend the notion of a Q- Wiener process. We
would like to consider a Wiener process {W (t)}t≥0 with covariance operator Q such that Tr(Q) = ∞, for
example, Q = I.If Tr(Q) =∞, then the sum

W (t) =

∞∑
k=1

√
λkβk(t)ek

does not even converge in L2(Ω, U), since

E

(∥∥∥∥∥
∞∑
k=1

√
λkβk(t)ek

∥∥∥∥∥
)

= t T r(Q) =∞.

The above sum does converge in a suitable bigger space H̃ where it defines an H̃-valued nuclear Wiener
process. Neverthless the formal sum (3.5.1) is called the cylindrical Wiener process.
We begin with the remark that when Tr(Q) <∞ the inclusion

J : (U0, 〈· , ·〉0)→ (U, 〈· , ·〉), with x 7→ Jx = x,

is Hilbert-Schmidt. Indeed, if {ek} is an ortonormal basis for U0, then fk = Q−1/2ek, k ∈ N is an orthonormal
basis for Ker(Q)⊥, thus

‖J‖2B2(U0,U) =
∑
k

〈Jek, Jek〉U =
∑
k

〈ek, ek〉U

=
∑
k

〈Q1/2Q−1/2ek, Q
1/2Q−1/2ek〉U

=
∑
k

〈Q1/2fk, Q
1/2fk〉U = Tr(Q) <∞,

Therefore, if Tr(Q) =∞, then we need to consider another Hilbert space (Ũ , [·, ·], [] · []) such that there is an
embedding J : U0 → Ũ which is Hilbert-Schmidt. This can always be done (see [KV])

Proposition 4.3.1 (Cylindrical Wiener process). Let (Ω,F,P) be a probability space and let Q ∈ B(U),
Q ≥ 0. If {ek}k∈N is an orthonormal basis for the Cameron Martin space U0 = Q1/2(U) and {βk}k∈N is a
family of independent real-valued Brownian motions and (Ũ , [·, ·], [] · []) is a separable Hilbert space such that
there is an embedding J : U0 → Ũ is Hilbert-Schmidt, then Q̃ : Ũ → Ũ defined by Q̃ := JJ∗ is bounded,
Q̃ ≥ 0, Tr(Q̃) <∞, and the series

W̃ (t) =

∞∑
k=1

βk(t)Jek, t ∈ [0, T ], (4.3.1)

converges in M2
T (Ũ) and defines a Q̃-Wiener process on Ũ . Moreover,

Ũ0 := Q̃1/2(Ũ) = J(U0)

and, for all u ∈ U0,
‖u‖0 = []Q̃−1/2Ju[] := []Ju[]0.

That is, J : U0 → Ũ0 is an isometric isomorphism.

Proof: First of all we wiil prove th properties of Q̃. Obviously Q̃ ∈ B(Ũ) and Q̃ is selfadjoint since
Q̃∗ = (JJ∗)∗ = JJ∗ = Q̃. Moreover, for each u ∈ Ũ we have

[Q̃u, u]Ũ = [JJ∗u, u]Ũ = ||J∗u||2U0
≥ 0.

Furthermore, if (φk)k is an orthonormal basis for Ũ then ,

Tr(Q̃) =

∞∑
k=1

[Q̃φk, φk]Ũ = ‖ J∗ ‖2B2(Ũ,U0) = ‖ J ‖2B2(U0,Ũ) <∞.
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Next, we wil show first that {W̃ (t)}t∈[0,T ] is a Q̃-Wiener process on Ũ . For j ∈ N set ξj(t) = βj(t)Jej ,
t ∈ [0, T ] and define

Gt := σ
( ∞⋃
j=1

σ({βj(s) : , 0 ≤ s ≤ t})
)
, t ∈ [0, T ].

Then for each fixed j ∈ N the process {ξj(t)}t∈[0,T ] is a continuous Ũ -valued square integrable martingale
with respect to {Gt}t≥0. For the martingale property we will use the following Lemma from real valued
martingales.

Lemma 4.3.1. Let X ∈ L1(Ω,F,P;R) be a random variable and G1,G2 ⊂ F be σ-algebras. If G1 is indepen-
dent of σ(σ(X) ∪ G2), then

E
(
X
∣∣σ(G1 ∪ G2)

)
= E

(
X
∣∣G2

)
.

Indeed, take 0 ≤ s ≤ t ≤ T and then

E
(
βj(t)

∣∣∣Gs) = E
(
βj(t)

∣∣∣σ({βj(u)}u≤s
)

= βj(s),

This follows from Lemma 4.3.1 with X = βj(t), G2 = σ({βj(u)}u≤s), and G1 = σ
(⋃

k 6=j{βk(u)}u≤s
)

. The

independency of σ(σ(X) ∪ G2) and G1 follows by the independency of (βk)∞k=1. Therefore

W̃n(t) :=

n∑
j=1

βj(t)Jej , t ∈ [0, T ]

is also in M2
T (Ũ). We will now show that ((W̃n(t))t)

∞
n=1 is Cauchy in M2

T (Ũ). Indeed for m > n,

‖W̃m − W̃n‖2M2
T (Ũ)

= E
(

[]W̃m(T )− W̃n(T )[]2
)

= E
([] m∑

j=n+1

βj(T )Jej

[]2)
= T

m∑
j=n+1

[]Jej []
2 → 0, n→∞.

since J : U0 → Ũ is a Hilbert-Schmidt operator, Therefore, W̃n converges inM2
T (Ũ) and its limit W̃ ∈M2

T (Ũ)
is a continuous process. It follows easily that W̃ (0) = 0 and that the increments are independent. It remains
to show that for 0 ≤ s < t, W̃ (t)− W̃ (s) N(0, (t− s)Q̃). For all u ∈ Ũ ,

[W̃ (t)− W̃ (s), u] =

∞∑
j=1

(βj(t)− βj(s))[Jej , u].

In addition,

E


∣∣∣∣∣∣

m∑
j=n+1

{βj(t)− βj(s)}[Jej , u]

∣∣∣∣∣∣
2
 =

=

m∑
j=n+1

E
(
(βj(t)− βj(s))2[Jej , u]2

)
≤ []u[]2(t− s)

m∑
j=n+1

[]Jej []

which converges to zero as n,m → ∞ since J is Hilbert-Schmidt. Thus [W̃ (t) − W̃ (s), u] is Gaussian being
an L2(Ω,F,P;R) limit of Gaussian random variables. To compute the mean we have

E([W̃ (t)− W̃ (s), u]) =

∞∑
n=1

E(βn(t)− βn(s))[Jen, u] =< 0, u > .
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Thus m = 0. To compute the covariance operator of the increments, take u, v ∈ Ũ , and

E
(
[W̃ (t)− W̃ (s), u] · [W̃ (t)− W̃ (s), v]

)
=

∞∑
k=1

(t− s)[Jek, u][Jek, v]

=

∞∑
k=1

(t− s)〈ek, J∗u〉0〈ek, J∗v〉0 = (t− s)〈J∗u, J∗u〉0 = (t− s)[JJ∗u, v],

where we used that E
(
βj(t) − βj(s))(βk(t) − βk(s)

)
= δjk. Thus, Q̃ = JJ∗. For the remain of the proof we

use a result from operator theory. For details see [KV].
Now we are ready to define the stochastic integral with respect to a cylindrical Wiener process. Since
Tr(Q̃) < ∞, we can integrate processes {Φ(t)}t∈[0,T ] which are in L2(([0, T ] × Ω,PT ,m ⊗ P);B2(Ũ0, H)).

But we are aiming at integrating processes with values in B2(U0, H). Since J : U0 → Ũ0 is isometrically
isomorphsmi we have that if {ek}k∈N is an orthonormal basis for U0, then {Jek}k∈N is an orthonormal basis
for Ũ0. This leads us to the very important remark that,

Φ ∈ B2(U0, H) ⇔ ΦJ−1 ∈ B2(Ũ0, H).

Indeed,

‖Φ‖2B2(U0,H) =

∞∑
k=1

〈Φek,Φek〉 =

∞∑
k=1

〈ΦJ−1Jek,ΦJ
−1Jek〉

= ‖ΦJ−1‖2
B2(Ũ0,H)

.

Note that an B2(U0, H)-valued process is {Φ(t)}t∈[0,T ] is B2(U0, H)-predictable if and only if {Φ(t)J−1}t∈[0,T ]

is L2(Ũ0, H)-predictable.

Definition 4.3.1 (Integral with respect to a cylindrical Wiener process). Let {W (t)}t∈[0,T ] be a cylindrical
Wiener process. For processes {Φ(t)}t∈[0,T ] ∈ N 2

W := L2(([0, T ] × Ω,PT ,m ⊗ P);B2(U0, H)) we define the
stochastic integral by ∫ t

0

Φ(s) dW (s) :=

∫ t

0

Φ(s)J−1 dW̃ (s), t ∈ [0, T ],

Remark 4.3.1. The cylindrical Wiener process {W̃ (t)}t∈[0,T ] constructed in Proposition 4.3.1 depends on J

but
∫ t

0
Φ dW does not.
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Chapter 5

The deterministic abstract Cauchy
problem

In this chapter we will study how the variation of constants formula

u(t) = etAx+

∫ t

0

e(t−s)Af(s) ds

which is the solution to the inhomogeneous problem{
u′(t) = Au(t) + f(t),
u(0) = x ∈ X, .

whereX is Banach and A ∈ B(X) can be generalised to give a solution formula for the more general case where
A is a generator of a strongly continuous semigroup. The notion of a classical solution to the inhomogeneous
abstract Cauchy problem (see section (5.3)) leads us to the so-called problem of maximal regularity(e.g see
[PZ]). In order to overcome this we introduce two alternative notions of solutions in terms of the integrated
equation, the so-called strong and weak solutions. The main result of this chapter is Theorem (5.3.1) which
is due to Ball [BAL].

5.1 Overview of Weak and Weak∗ topologies

In this section we overview the very basics of weak and weak* topologies. For more details see [BR] chapter
III.

Definition 5.1.1. Let X 6= ∅ be a non empty set, X = {(Ya,Sa) : a ∈ J}, a collection of topological spaces
indexed by J and F = {fa : X → Ya : a ∈ J} a family of maps. The weakest topology with respect to which
the functions f ∈ F are continuous is called the σ(X,F) topology on X,.

Remark 5.1.1. Note that the existence of the σ(X,F) topology is clear by the fact that the intersection of
a family of topologies on X is also a topology. Moreover,

σ(X,F) =
⋂
{T : T topology onX and T ⊃ ∪a∈J{f−1

a (V ) : V ∈ Sa}}.

Theorem 5.1.1. Let X 6= ∅ be a non empty set, X = {(Ya,Sa) : a ∈ J}, a collection of topological spaces
indexed by J and F = {fa : X → Ya : a ∈ J} a family of maps. If for each a ∈ J , the topological space
(Ya,Sa) is Hausdorff and if F separates the points of X, then σ(X,F) is Hausdorff.

Proof: Let x, y ∈ X with x 6= y. Then, there exists a ∈ J such that fa(x) 6= fa(y) and since (Ya,Sa) is
Hausdorff, there exist U, V ∈ Sa such that fa(x) ∈ U , fa(y) ∈ V and U ∩V = ∅. But then f−1

a (U), f−1
a (V ) ∈

σ(X,F) with f−1
a (U) ∩ f−1

a (V ) = ∅ and x ∈ f−1
a (U), y ∈ f−1

a (V ). Therefore, σ(X,F) is Hausdorff.

Definition 5.1.2. Let (X, T ) be a topological space. A class of open sets B ⊂ T is called base for the
topology T if-f each element of T can be written as union of elements of B.

79
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Proposition 5.1.1. Let (X, T ) be a topological space and B ⊂ T a collection of open sets. Then the following
statements are equivalent

1. B is a base for T .

2. For each ∅ 6= U ∈ T and x ∈ U , there exists B ∈ B such that x ∈ B ⊂ U .

Proof:

(1)→ (2) Let ∅ 6= U ∈ T and x ∈ U . Then, U = ∪i∈IBi, where I is an index set and {Bi}i∈I ⊂ B. So, there
exists i ∈ I, such that x ∈ Bi ⊂ U

(2)→ (3) If U ∈ T and x ∈ U , then by assumption there exists Vx ∈ B, such that {x} ⊂ Vx ⊂ U . Therefore,
U = ∪x∈UVx.

Proposition 5.1.2. Let (X, T ) be a topological space and B ⊂ T a base for T . Then,

T = {G ⊂ X : ∀x ∈ G,∃B ∈ B : x ∈ B ⊂ G}.

Proof: Use similar arguments as in the proof of Proposition (5.1.1)

Definition 5.1.3. Let (X, T ) be a topological space. A collection of open sets S ⊂ T is said to be a sub-base
for T if-f the collection of intersections of finite families of members of S is a base for T .

Proposition 5.1.3. Let X 6= ∅ be a non empty set and S a collection of subsets of X which covers X. This
is, for each x ∈ X, there exists A ∈ S such that x ∈ A. Denote by B the collection of intersections of finite
families of elements of S. Then,

T = {∪i∈IBi : {Bi}ı∈I ⊂ B} ∪ {∅}

is a topology on X and is the weakest topology on X which contains the family S. Moreover, S is a sub-base
for T and B is a base for T .

Proof: It is obvious that ∅, X ∈ T and that T is closed under arbitrary unions. It remains to show, that
if A,B ∈ T , then A ∩ B ∈ T . If A or B is empty then the result is trivial. Suppose that A,B 6= ∅. Then,
A = ∪αAα and B = ∪βBβ , where {Aα}α, {Bβ}β ⊂ B. Therefore,

A ∩B = ∪α,β(Aα ∩Bβ).

But since each Aα and Bβ is a finite intersection of elements of S, the same is true for all Aα ∩ Bβ . This
means that Aα ∩Bβ ∈ B. Therefore, A ∩B ∈ T . So we have shown that T is a topology on X. Let T ′ be a
topology on X such that S ⊂ T ′. Then, B ⊂ T ′ and finally T ⊂ T ′.

Corollary 5.1.1. Let X 6= ∅ be a non empty set, X = {(Ya,Sa) : a ∈ J}, a collection of topological spaces
indexed by J and F = {fa : X → Ya : a ∈ J} a family of maps. Then

S = {f−1
a (V ) : a ∈ J, V ∈ Sa}

is a sub-base for the σ(X,F) topology.

Definition 5.1.4. Let (X, ‖ ‖X) be a normed space. The Tw := σ(X,X∗) topology on X is called the weak
topology on X.

Proposition 5.1.4. Let (X, ‖ ‖X) be a normed space. A non empty set G 6= ∅ is weakly open if and only
if for each a ∈ G, there exist n ∈ N, x∗1, x

∗
2, . . . , x

∗
n ∈ X∗ and ε > 0 such that

N (a, x∗1, . . . , x
∗
n, ε) = {x ∈ X : |x∗j (x)− x∗j (a)| < ε, j = 1, . . . , n} ⊂ G.

Proof: As we have already discussed in Corollary (5.1.1), S = {(x∗)−1(U) : x∗ ∈ X∗, U ⊂ C open} is a
sub-base for Tw. In other words

B := {∩ki=1Si : k ∈ N, {Si}ki=1 ⊂ S}
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is a base for Tw. Therefore by Proposition (5.1.3) a ∅ 6= G ⊂ X is weakly open if and only if for each a ∈ G,
there exists B such that a ∈ B ⊂ G, where B has the form

B = (x∗1)−1(U1) ∩ (x∗2)−1(U2) ∩ . . . ∩ (x∗n)−1(Un),

for some n ∈ N, x∗1, x
∗
2, . . . , x

∗
n ∈ X∗ and U1, . . . , Un open subsets in C. But for a fixed j ∈ {1, . . . , n},

a ∈ (x∗j )
−1(Uj) ⇔ x∗j (a) ∈ Uj and since Uj is open there exists εj > 0 such that B(x∗j (a), εj) ⊂ Uj . So we

can easily derive that G is weakly open if and only if for each a ∈ G, there exists B such that a ∈ B ⊂ G,
where B has the form

B = (x∗1)−1(B(x∗1(a), ε1)) ∩ . . . ∩ (x∗n)−1(B(x∗n(a), εn)),

for some n ∈ N, x∗1, x
∗
2, . . . , x

∗
n ∈ X∗ and ε1, . . . , εn > 0. By taking ε = min{εi}ni=1, we conclude that G is

weakly open if and only if for each a ∈ G, there exists B such that a ∈ B ⊂ G, where B has the form

B = (x∗1)−1(B(x∗1(a), ε)) ∩ . . . ∩ (x∗n)−1(B(x∗n(a), ε)) = {x ∈ X : |x∗j (x)− x∗j (a)| < ε, j = 1, . . . , n},

for some n ∈ N, x∗1, x
∗
2, . . . , x

∗
n ∈ X∗ and ε > 0.

Remark 5.1.2. Each N (a, x∗1, . . . , x
∗
n, ε) is weakly open and contains a. Therefore, an equivalent definition

of a weakly open set G 6= ∅ is: G is weakly open if and only if it can be written as a union of elements which
have the form N (a, x∗1, . . . , x

∗
n, ε), a ∈ G, n ∈ N, x∗1, x

∗
2, . . . , x

∗
n ∈ X∗ and ε > 0.

Definition 5.1.5. Let (X, T ) be a topological space and x ∈ X. A collection Nx of neighborhoods of x is
said to be a neighborhood base at x if-f for all G ∈ T such that x ∈ G, there exists N ∈ Nx such that
x ∈ N and N ⊂ G.

Corollary 5.1.2. Let (X, ‖ ‖X) be a normed space and a ∈ X. The family Nα = {N (a, x∗1, . . . , x
∗
n, ε) : n ∈

N, ε > 0, x∗1, x
∗
2, . . . , x

∗
n ∈ X∗} is an open neighborhood base at a for the weak topology on X.

Proposition 5.1.5. Let (X, ‖ ‖X) be a normed space. Then (X, Tw) is Hausdorff.

Proof: The space (C, T||) is Hausdorff, as a metric space and by the Hahn-Banach theorem X∗ separates
the points of X. Therefore the result follows by Theorem (5.1.1).

Definition 5.1.6. Let (X, ‖ ‖X) be a normed space. The weak∗ topology on X∗ is the σ(X∗, X̂) topology,
where

X̂ = {x̂ : X∗ → C, x̂(x∗) = x∗(x) : x ∈ X}.

Proposition 5.1.6. The topological space (X∗, Tw∗) is Hausdorff.

Proof: The space (C, T||) is Hausdorff, as a metric space and X̂ separated the points of X∗. Indeed if
x∗, y∗ ∈ X∗ with x∗ 6= y∗, then there exists x ∈ X such that x∗(x) 6= y∗(x)⇔ x̂(x∗ 6= x̂(y∗)). Therefore the
result follows by Theorem (5.1.1).

Remark 5.1.3. It is well known that X̂ ⊂ X∗∗. Therefore, the weak* topology on X∗ is weaker than
the weak topology on X∗, i.e the σ(X∗, X∗∗) topology. Of course, if X is reflexive, then the two topologies
coincide. In fact, the inverse statement is also true, i.e X is reflexive if and only if the weak topology and
the weak∗ topology on X∗ coincide.

Proposition 5.1.7. Let (X, ‖ ‖X) be a normed space. A non empty subset G ⊂ X∗ is weakly* open if and
only if for each l ∈ G, there exist n ∈ N, x1, . . . , xn ∈ X and ε > 0 such that

N (l, x1, x2, . . . , xn, ε) = {x∗ ∈ X∗ : |x∗(xi)− l(xi)| < ε, i = 1, . . . , n} ⊂ G.

Proof: Use similar arguments as in the proof of Proposition (5.1.4).

Corollary 5.1.3. Let (X, ‖ ‖X) be a normed space and l ∈ X∗. The family Nl = {N (l, x1, . . . , xn, ε) : n ∈
N, ε > 0, x1, x2, . . . , xn ∈ X} is an open neighborhood base at l for the weak* topology on X∗.
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5.2 Duality of densely defined linear operators

Definition 5.2.1. Let X,Y be two Banach spaces and A : X ⊃ D(A)→ Y a densely defined linear operator.
The adjoint of A is the operator A∗ : Y ∗ ⊃ D(A∗)→ X∗, where

D(A∗) = {y∗ ∈ Y ∗ : ∃x∗ ∈ X∗ : < x∗, x >=< y∗, Ax >, ∀x ∈ D(A).} and A∗y∗ = x∗.

Remark 5.2.1. Note that in the definition of D(A), the element x∗ is unique, since D(A) is dense in X,
therefore A∗ is well defined. Moreover it is easy to check that D(A∗) is a linear subspace of Y ∗ and A∗ is a
linear operator.

Lemma 5.2.1. Let X be a Banach space and consider a nonempty subset ∅ 6= V ⊂ X. Then, the annihi-
lator

V ⊥ = {x∗ ∈ X∗ : < x∗, v >= 0 ∀v ∈ V }
is weakly* closed in X∗.

Proof : Let y∗ ∈ X∗\V ⊥. Then, there exists v ∈ V such that < y∗, v > 6= 0. Observe now, that the set

U = N (y∗, v,
| < y∗, v > |

2
) = {x∗ ∈ X∗ : |y∗(v)− x∗(v)| < | < y∗, v > |

2
}

is weakly* open, contains y∗ and is contained in X∗\V ⊥, since U ∩ V ⊥ = ∅. Therefore X∗\V ⊥ is weakly*
open.

Proposition 5.2.1. Let X be a Banach space. Then, a linear subspace F ⊂ X∗ is weakly* dense if and only
if it separates the points of X.

Proposition 5.2.2. Let X,Y be two Banach space and A : X ⊃ D(A)→ Y a densely defined linear operator.
Then, the following assertions are valid

(i) The adjoint A∗ : Y ∗ ⊃ D(A∗) → X∗ is weakly* closed, i.e the graph GA∗ of A∗ is weakly* closed in
Y ∗ ×X∗.

(ii) If in addition A is closed, then A∗ is densely defined, i.e D(A∗) is weakly* dense in Y ∗.

Proof: First of all, let us note that Y ∗ × X∗ coincides with (Y × X)∗ via the mapping Y ∗ × X∗ 3
(y∗, x∗)→ (y ⊗ x)∗ ∈ (Y ×X)∗, where

< (y ⊗ x)∗, (y, x) >:=:< (y∗, x∗), (y, x)) >=< y∗, y > + < x∗, x >, for all x ∈ X, y ∈ Y.

(i) We have the following equivalences

(y∗, x∗) ∈ GA∗ ⇔< y∗, Ax >=< x∗, x >, ∀x ∈ D(A) ⇔< (y∗, x∗), (−Ax, x) >= 0, ∀x ∈ D(A).

Therefore, GA∗ = (ρ(GA))⊥, where ρ : X×Y → Y ×X with ρ(x, y) = (−y, x). Thus, by Lemma (5.2.1)
we conclude that GA∗ is weakly* closed.

(ii) It is enough to show that D(A∗) separates the points of Y . To this aim consider y1, y2 ∈ Y with
y1 6= y2. Then, (0X , y1 − y2) ∈ X × Y \{0X×Y }, therefore (0, y1 − y2) 3 GA. But since GA is closed
in X × Y , by virtue of the Hahn-Banach Theorem we can choose a (x∗, y∗) ∈ X∗ × Y ∗, such that
(x∗, y∗) ∈ (GA)⊥ and < (x∗, y∗), (0, y1 − y2) > 6= 0 ⇔ y∗(y1) 6= y∗(y2). So, it remains to show that
y∗ ∈ D(A∗). This follows by the fact that for each x ∈ D(A) we have (x,Ax) ∈ GA. Therefore,
< (x∗, y∗), (x,Ax) >= 0 ⇔ < −x∗, x >=< y∗, Ax >. This means that y∗ ∈ D(A∗) and A∗y∗ = −x∗.

Proposition 5.2.3. Let X,Y be two Banach spaces and A : X ⊃ D(A)→ Y be a closed linear and densely
defined operator. If for some x ∈ X, y ∈ Y it holds that

< y∗, y >=< A∗y∗, x >, for each y∗ ∈ D(A∗),

then x ∈ D(A) and Ax = y.

Proof: We want to show that (x, y) ∈ GA. Since GA is closed in X × Y , it is enough to show that
< (x∗, y∗), (x, y) >= 0, for each (x∗, y∗) ∈ (GA)⊥. To this aim, fix a (x∗, y∗) ∈ (GA)⊥. With the same
arguments as in the proof of Proposition (5.2.2) we obtain that y∗ ∈ D(A∗) and A∗y∗ = −x∗. Combining
this result with the assumption we get

< (x∗, y∗), (x, y) > = < −A∗y∗, x > + < y∗, y > = 0.
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5.3 Weak solutions and the variation of constants formula

Let X be a Banach space and A : X ⊃ D(A)→ X the infinitesimal generator of a C0-semigroup {Tt : t ≥ 0}
on X. In this section, we consider the Inhomogeneous Abstract Cauchy Problem (IACP){

u′(t) = Au(t) + f(t), t ∈ [0, T ];
u(0) = x, .

where x ∈ X, T ≥ 0 and f ∈ L1([0, T ], X).

Definition 5.3.1. A function u : [0, T ]→ X is called a classical solution of the (IACP) if-f it satisfies
the following conditions

• u is continuous on [0, T ]

• u is continuously differentiable on (0, T ]

• u(t) ∈ D(A), for each t ∈ (0, T ]

• u(0) = x and u′(t) = Au(t) + f(t), for all t ∈ (0, T ].

Proposition 5.3.1. If f = 0 and x ∈ D(A), then the homogeneous abstract Cauchy Problem{
u′(t) = Au(t), t ∈ [0, T ];
u(0) = x, .

admits a unique classical solution which is given by u(t) = Ttx, t ∈ [0, T ].

Proof: The existence is a direct consequence of Theorem (1.4.1(1)) and Corollary (1.4.1(i)). For the
uniqueness, use exactly the same reasoning as in the proof of Proposition (1.4.2).

Definition 5.3.2. A function u : [0, T ] → X is called a strong solution of the (IACP) if-f it satisfies
the following conditions

• u ∈ L1([0, T ], X).

• for each t ∈ [0, T ], (
∫ t

0
u(s) ds) ∈ D(A).

• for each t ∈ [0, T ], u(t) = x+A
∫ t

0
u(s) ds+

∫ t
0
f(s) ds.

Definition 5.3.3. A function u : [0, T ]→ X is called a weak solution of the (IACP) if-f it satisfies the
following conditions

• u ∈ L1([0, T ], X).

• for each t ∈ [0, T ] and for all x∗ ∈ D(A∗) we have

< x∗, u(t) >=< x∗, x > +

∫ t

0

< A∗x∗, u(s) > ds +

∫ t

0

< x∗, f(s) > ds.

Remark 5.3.1. We can trivially check that every strong solution of the (IACP) is also a weak solution.

Proposition 5.3.2. Each weak solution of the (IACP) is a strong solution

Proof: Observe that for all t ∈ [0, T ] and x∗ ∈ D(A∗) we have

< x∗, u(t)− x−
∫ t

0

f(s) ds >=< A∗x∗,

∫ t

0

u(s) ds > .

The result now follows by Proposition (5.2.3).
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Theorem 5.3.1. For each x ∈ X and f ∈ L1([0, T ], X) the (IACP) admits a unique strong solution which
is given by the variation of constants formula

u(t) = Ttx+

∫ t

0

Tt−sf(s) ds. (5.3.1)

If f ∈ Lp(0, T ;X), for 1 ≤ p <∞, then u ∈ Lp(0, T ;X).

Proof: First of all, note that due to the properties of convolutions of functions and the fact that t→ Tt is
continuous (thus integrable) and f ∈ L1, we can easily conclude that u is well defined and in L1 and moreover
if f ∈ Lp, then u ∈ Lp. By virtue of Proposition (5.3.2), in order to prove that the function u which is given
by the variation formula (5.3.1) is a strong solution of the (IACP), it is enough to show that u is a weak
solution. For each x∗ ∈ D(A∗), the function [0, T ] 3 t→< x∗, Ttx > is differentiable for each x ∈ X with

d

dt
< x∗, Ttx >=< A∗x∗, Ttx >, for all t ∈ [0, T ].

Indeed, if x ∈ D(A) the above formula follows by Theorem (1.4.1). For an arbitrary x ∈ X, we can use
Proposition (A.7.1) since D(A) is dense in X and supt∈[0,T ] ‖Tt ‖ < ∞ because of the strong continuity of
the semigroup. After these observations, for each t ∈ [0, T ] and x∗ ∈ D(A∗) we have∫ t

0

< A∗x∗, u(s) > ds =

∫ t

0

< A∗x∗,

∫ s

0

Ts−rf(r) dr > ds +

∫ t

0

< A∗x∗, Tsx > ds

=

∫ t

0

∫ s

0

< A∗x∗, Ts−rf(r) > dr ds +

∫ t

0

< A∗x∗, Tsx > ds

=

∫ t

0

∫ t

r

< A∗x∗, Ts−rf(r) > ds dr +

∫ t

0

< A∗x∗, Tsx > ds

=

∫ t

0

∫ t

r

d

ds
< x∗, Ts−rf(r) > ds dr +

∫ t

0

d

ds
< x∗, Tsx > ds

=

∫ t

0

(< x∗, Tt−rf(r) > − < x∗, f(r) >) dr + < x∗, Ttx > − < x∗, x >

= < x∗, u(t) > − < x∗, x > −
∫ t

0

< x∗, f(r) > dr.

In order to show the uniqueness, suppose that ū is another strong solution of the (IACP) and set w = u− ū.

Then, it is direct that w is integrable
∫ t

0
w(s) ds ∈ D(A) and

w(t) = A

∫ t

0

w(s) ds, for all t ∈ [0, T ]

Now set

z(t) =

∫ t

0

∫ s

0

w(r) dr ds.

By using Theorem (A.3.2) and Proposition (A.4.2) we obtain that z(t) ∈ D(A) and

z′(t) =

∫ t

0

w(s) ds =

∫ t

0

A

∫ s

0

w(r) dr ds = Az(t)

for all t ∈ [0, T ]. But this means that z = 0. Indeed, for a fixed t ∈ [0, T ], consider the differentiable function
g : [0, t]→ X, g(s) = Tt−sz(s) with derivative

g′(s) = −ATt−sz(s) + Tt−sz
′(s) = 0.

So g is constant, therefore
z(t) = g(t) = g(0) = Ttz(0) = 0.

Since z = 0 we deduce that u = ū almost everywhere and the proof is complete.



Chapter 6

The stochastic abstract Cauchy
problem with additive noise

Let {W (t)}t∈[0,T ] be an U -valued Q-Wiener process on the probability space (Ω,F , P ), adapted to a normal
filtration {Ft}t∈[0,T ]. We consider equations written formally as

dX(t) = (AX(t) + f(t)) dt+B dW (t), 0 < t < T,

X(0) = ξ,
(6.0.1)

where we make the following assumptions.

(A1) A : D(A) ⊂ H → H is linear operator, generating a strongly continuous semigroup (C0-semigroup) of
bounded linear operators {S(t)}t≥0.

(A2) B ∈ B(U,H);

(A3) {f(t)}t∈[0,T ] a predictable H-valued process with Bochner integrable trajectories, that is, t 7→ f(ω, t)
is Bochner integrable on [0, T ] for P -almost all ω ∈ Ω;

(A4) ξ is an F0-measurable H-valued random variable.

Under assumption (A1) the deterministic evolution problem (abstract Cauchy problem)

u′(t) = Au(t) + f(t), t > 0,

u(0) = x,

is well-posed (under some weak assumptions on f) and its unique (mild) solution is given by the variation of
constants formula

u(t) = S(t)x+

∫ t

0

S(t− s)f(s) ds.

Remark 6.0.2. Since H is, in particular, a reflexive Banach space it follows that {S(t)∗}t≥0 is also a C0-
semigroup on H with generator given by A∗, the adjoint of A. In non-reflexive Banach spaces this is not true
in general.

Next we discuss what we mean by the solution of the formal equation (6.0.1). In this section we always
assume (A1)–(A4).

Definition 6.0.4 (Strong solution). An H-valued process {X(t)}t∈[0,T ] is a strong solution of (6.0.1) if

{X(t)}t∈[0,T ] is H-predictable, X(t, ω) ∈ D(A) PT -almost surely,
∫ T

0
‖AX(t)‖ dt <∞ P -almost surely, and,

for all t ∈ [0, T ],

X(t) = ξ +

∫ t

0

(
AX(s) + f(s)

)
ds+

∫ t

0

B dW (s), P -a.s.

Recall that the integral
∫ t

0
B dW (s) is defined if and only if

∥∥B2
∥∥
L0

2
= Tr(BQB∗) <∞.

For η ∈ H, we define
lη : H → R, lη(h) := 〈h, η〉, h ∈ H. (6.0.2)
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Definition 6.0.5 (Weak solution). An H-valued process {X(t)}t∈[0,T ] is a weak solution of (6.0.1) if
{X(t)}t∈[0,T ] is H-predictable, {X(t)}t∈[0,T ] has Bochner integrable trajectories P -almost surely and

〈X(t), η〉 = 〈ξ, η〉 +

∫ t

0

(
〈X(s), A∗η〉 + 〈f(s), η〉

)
ds

+

∫ t

0

lηB dW (s), P -a.s., ∀η ∈ D(A), t ∈ [0, T ].

Note that the stochastic integral may be written formally as∫ t

0

lηB dW (s) =

∫ t

0

〈B dW (s), η〉.

We will show that the unique weak solution of (6.0.1) is given by the variation of constants formula

X(t) = S(t)ξ +

∫ t

0

S(t− s)f(s) ds+

∫ t

0

S(t− s)B dW (s).

We will need the following lemma about interchanging the stochastic integral with closed operators.

Lemma 6.0.1. Let E be a separable Hilbert space. Let Φ ∈ N 2
W , A : D(A) ⊂ H → E be a closed, linear

operator with D(A) being a Borel subset of H. If Φ(t)u ∈ D(A) P -almost surely for all t ∈ [0, T ] and u ∈ U
and AΦ ∈ N 2

W , then

P
(∫ T

0

Φ(s) dW (s) ∈ D(A)
)

= 1

and

A
(∫ T

0

Φ(s) dW (s)
)

=

∫ T

0

AΦ(s) dW (s), P -a.s. (6.0.3)

Note that if A ∈ L(H,E), then (6.0.3) holds for all Φ ∈ N 2
W . We define the stochastic convolution

WA(t) :=

∫ t

0

S(t− s)B dW (s)

and the operator

Qt =

∫ t

0

S(s)BQB∗S(s)∗ ds,

where the integral is a strong Bochner integral. The following theorem provides the basic properties of the
stochastic convolution.

Theorem 6.0.2. If for some T > 0,∫ T

0

‖S(t)B‖2L0
2

ds =

∫ T

0

Tr(S(t)BQB∗S(t)∗) dt = Tr(QT ) <∞,

then

1. WA ∈ C
(
[0, T ], L2(Ω,F,P;H)

)
and WA has an H-predictable version;

2. {WA(t)}t∈[0,T ] is a Gaussian process and

Cov(WA(t)) =

∫ t

0

S(s)BQB∗S(s)∗ ds = Qt.

Proof: Let 0 ≤ s ≤ t ≤ T and define

Φ(r) = S(t− r)B, Mt(s) =

∫ s

0

Φ dW =

∫ s

0

S(t− r)B dW (r).
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Then

E
∫ t

0

‖Φ‖2L0
2

dr =

∫ t

0

‖S(t− r)B‖2L0
2

dr =

∫ t

0

‖S(r)B‖2L0
2

dr

≤
∫ T

0

‖S(r)B‖2L0
2

dr <∞.

Thus, Mt(s) is well defined, in particular, for s = t it follows that Mt(t) = WA(t) is well defined. To show
mean square continuity, let 0 ≤ s ≤ t ≤ T . Then

WA(t)−WA(s) =

∫ t

0

S(t− r)B dW (r)−
∫ s

0

S(s− r)B dW (r)

=

∫ s

0

(
S(t− r)− S(s− r)

)
B dW (r)

+

∫ t

0

1(s,t]S(t− r)B dW (r) = X + Y.

(6.0.4)

The random variables X and Y are independent with zero mean and therefore, using also Itô’s isometry,

E(‖WA(t)−WA(s)‖2) = E
(∥∥∥∫ s

0

(
S(t− s)− I

)
S(s− r)B dW (r)

∥∥∥2)
+ E

(∥∥∥∫ t

0

1(s,t]S(t− r)B dW (r)
∥∥∥2)

=

∫ s

0

‖(S(t− s)− I)S(r)BQ1/2‖2B2(U,H) dr

+

∫ t−s

0

‖S(r)BQ1/2‖2B2(U,H) dr → 0 as s→ t.

The second integral converges 0 by the Dominated Convergence Theorem. For the first one, we have

1(0,s](r)‖(S(t − s) − I)S(r)BQ1/2‖2B2(U,H) ≤ 2 max
0≤s≤T

‖S(s)‖2B(H)‖S(r)BQ1/2‖2B2(U,H),

and therefore we may use again dominated convergence together with the fact that S(t− s)− I → 0 strongly
as t− s→ 0.

For the existence of a predictable version of {WA(t)}t∈[0,T ] note that if {X(t)}t∈[0,T ] is mean square
continuous, then it is uniformly stochastically continuous1 on [0, T ]. This follows from the observation that the
mean square continuity of {X(t)}t∈[0,T ] means that X(·) is continuous as a function [0, T ]→ L2(Ω,F , P ;H).
Since [0, T ] is compact {X(t)}t∈[0,T ] is uniformly mean square continuous on [0, T ]. We have that

P (‖X(t)−X(s)‖2 ≥ ε2) ≤ 1

ε2
E(‖X(t)−X(s)‖2)

and hence {X(t)}t∈[0,T ] is uniformly stochastically continuous on [0, T ]. By [?, Proposition 3.6], {X(t)}t∈[0,T ]

has a predictable version since it is clearly adapted and stochastically continuous.
For t fixed, the random variable WA(t) is Gaussian. This follows from the construction of the inte-

gral and the fact that for elementary deterministic processes the stochastic integral is a Gaussian ran-
dom variable. An easy calculation shows, similar to the one in (6.0.4), that for all u1, u2, . . . , un ∈ U ,
(〈WA(t1), u1〉, . . . , 〈WA(tn), un〉) is an Rn-valued Gaussian random variable using also Lemma 1.4.1 for
A = lui , i = 1, . . . , n. Finally, the covariance operator Qt of WA(t) can be computed in a straightforward
fashion using Lemma 1.4.1, Corollary 4.1.1 and Parseval’s formula.

Before proving the existence and uniqueness of weak solutions of (6.0.1) we need a few preparatory results
which we state with only a reference to the proofs. Consider the following assumptions.

1. Let (Ω,F,P) be a probability space and {Ft}t≥0 a filtration. Let Φ ∈ N 2
W [0, T ], φ be an H-valued

predictable process, Bochner integrable on [0, T ] P-almost surely, and X(0) be an F0-measurable H-
valued random variable.

1A process {X(t)}t∈[0,T ] is uniformly stochastically continuous on [0, T ] if ∀ε > 0, ∀δ > 0, ∃γ > 0, such that P (‖X(t) −
X(s)‖ ≥ ε) ≤ δ, |t− s| < γ, t, s ∈ [0, T ].
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2. Let F : [0, T ] × H → R and assume that the Fréchet derivatives Ft(t, x), Fx(t, x), and Fxx(t, x) are
uniformly continuous as functions of (t, x) on bounded subsets of [0, T ] × H. Note that, for fixed t,
Fx(t, x) ∈ L(H,R) and we consider Fxx(t, x) as an element of B(H).

Theorem 6.0.3 (Itô’s formula). Under assumptions (1) and (2) above, let

X(t) = X(0) +

∫ t

0

φ(s) ds+

∫ t

0

Φ(s) dW (s), t ∈ [0, T ].

Then, P-almost surely and for all t ∈ [0, T ],

F (t,X(t)) = F (0, X(0)) +

∫ t

0

Fx(s,X(s))Φ(s) dW (s)

+

∫ t

0

(
Ft(s,X(s)) + Fx(s,X(s))(φ(s))

+ 1
2Tr

(
(Fxx(s,X(s)))(Φ(s)Q1/2)(Φ(s)Q1/2)∗

))
ds.

The next result is the stochastic version of Fubini’s Theorem. Consider the following.

(3) Let (E, E) be a measurable space and

Φ : (ΩT × E,PT × E)→ (L0
2,B(L0

2))

be a measurable mapping.

(4) Let µ be a finite positive measure on (E, E).

(5) Assume that
∫
E
‖Φ(·, ·, x)‖T dµ(x) <∞.

Note, that, in particular, for fixed x ∈ E, the process Φ(·, ·, x) is L0
2-predictable and Φ(·, ·, x) ∈ N 2

W [0, T ].

Theorem 6.0.4 (Stochastic Fubini’s Theorem). Assuming (3)–(5) above, we have P -almost surely,∫
E

∫ T

0

Φ(t, x) dW (t) dµ(x) =

∫ T

0

∫
E

Φ(t, x) dµ(x) dW (t). (6.0.5)

Note that the inner integral on the right hand side of (6.0.5) is an L0
2-valued Bochner integral. Now we

can the prove existence of weak solutions of (6.0.1). Let

X(t) := S(t)ξ +

∫ t

0

S(t− s)f(s) ds+WA(t) = Y (t) +WA(t). (6.0.6)

Theorem 6.0.5 (Existence of weak solutions). Assume (A1)–(A4) and∫ T

0

‖S(r)B‖2L0
2

dr <∞.

Then {X(t)}t∈[0,T ] defined in (6.0.6) has a version which is a weak solution of (6.0.1).

Proof: The process {X(t)}t∈[0,T ] has Bochner integrable trajectories and an H-predictable version by
Theorem 6.0.2. Since {Y (t)}t∈[0,T ] is the (unique) weak solution of

Y ′(t) = AY (t) + f(t), t > 0,

Y (0) = ξ,

it follows that {X(t)} is a weak solution of (6.0.3) if and only if WA(t) = X(t)− Y (t) is a weak solution of

dX(t) = AX(t) dt+B dW (t), 0 < t < T,

X(0) = 0.
(6.0.7)
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Therefore, without loss of generality, we may set ξ = 0, f = 0 and show that WA(t) is a weak solution of
(6.0.7). If t ∈ [0, T ] and η ∈ D(A∗), then∫ t

0

〈A∗η,WA(s)〉 ds =

∫ t

0

〈
A∗,

∫ t

0

1[0,s](r)S(s− r)B dW (r)
〉

ds.

Following (6.0.2), we set lA∗η(u) := 〈A∗η, u〉. Then, by Lemma 1.4.1 and Theorem 6.0.4,∫ t

0

〈A∗η,WA(t)〉 ds =

∫ t

0

lA∗η

(∫ t

0

1[0,s](r)S(s− r)B dW (r)
)

ds

=

∫ t

0

∫ t

0

1[0,s](r)lA∗ηS(s− r)B dW (r) ds

=

∫ t

0

∫ t

0

1[0,s](r)lA∗ηS(s− r)B dsdW (r)

=

∫ t

0

∫ t

r

lA∗ηS(s− r)B dsdW (r).

For all u ∈ U ,
lA∗ηS(s− r)Bu = 〈A∗η, S(s− r)Bu〉 = 〈S(s− r)∗A∗η,Bu〉,

and hence, using that η ∈ D(A∗),∫ t

r

lA∗ηS(s− r)Bu ds =

∫ t

r

〈S(s− r)∗A∗η,Bu〉 ds

=

∫ t

r

〈A∗S(s− r)∗η,Bu〉 ds

=

∫ t

r

d

ds
〈S(s− r)∗η,Bu〉 ds

= 〈η, S(s− r)Bu〉 − 〈η,Bu〉.

Finally, by Lemma 1.4.1,∫ t

0

∫ t

0

1[0,s](r)lA∗ηS(s− r)B dsdW (r) =

∫ t

0

lηS(t− r)B dW (s)

−
∫ t

0

lηB dW (s) = 〈η,WA(t)〉 −
∫ t

0

lηB dW (s), P -a.s.

To prove uniqueness of weak solutions of (6.0.1) we need the following two results.

Lemma 6.0.2. Let (C,D(C)) be the generator of a C0-semigroup on the separable Hilbert space H. Then,

the vector space D(C) endowed with inner product 〈x, y〉C := 〈x, y〉H+〈Cx,Cy〉H and norm ‖x‖C := 〈x, x〉1/2C

is a separable Hilbert space.

Proposition 6.0.3. Let {X(t)}t≥0 be a weak solution of (6.0.1) with f = 0 and ξ = 0. Then, for all
ρ ∈ C1([0, T ],D(A∗)) and t ∈ [0, T ],

〈X(t), ρ(t)〉 =

∫ t

0

〈X(s), ρ′(s) +A∗ρ(s)〉 ds+

∫ t

0

lρ(s)B dW (s).

Proof: First, let ρ(s) := ρ0φ(s), ρ0 ∈ D(A∗), φ ∈ C1([0, T ],R) and define

Yρ0(t) :=

∫ t

0

〈X(s), A∗ρ0〉 ds+

∫ t

0

lρ0B dW (s).

Note that if {X(t)}t∈[0,T ] is a weak solution with f = 0 and ξ = 0, then

〈X(t), ρ0〉 = Yρ0(t), t ∈ [0, T ]. (6.0.8)



90 CHAPTER 6. THE STOCHASTIC ABSTRACT CAUCHY PROBLEM WITH ADDITIVE NOISE

If F (t, x) := φ(t)x, x ∈ R, t ∈ [0, T ], then

Ft(t, x) = xφ′(t), Fx(t, x) = φ(t), Fxx(t, x) = 0,

and hence, by Theorem 6.0.3 and (6.0.8),

〈X(t), ρ(t)〉 = φ(t)〈X(t), ρ0〉 = φ(t)Yρ0(t) = F (t, Yρ0(t))

=

∫ t

0

φ(s)lρ0B dW (s) +

∫ t

0

(
Yρ0(s)φ′(s) + φ(s)〈X(s), A∗ρ0〉

)
ds

=

∫ t

0

lρ(s)B dW (s) +

∫ t

0

〈X(s), ρ′(s) +A∗ρ(s)〉 ds.

Next consider a general ρ ∈ C1([0, T ],D(A∗)). By Remark 6.0.2 the operator A∗ is the generator of the
C0-semigroup {S(t)∗}t≥0 and hence, by Lemma 6.0.2, D(A∗) becomes a separable Hilbert space with inner

product 〈x, y〉A∗ := 〈x, y〉H + 〈A∗x,A∗y〉H and norm ‖x‖A∗ := 〈x, x〉1/2A∗ . Let {ek}k∈N be an orthonormal
basis for (D(A∗), ‖ · ‖A∗) and consider the orthogonal expansions

ρ(t) =

∞∑
k=1

〈ρ(t), ek〉A∗ek and ρ′(t) =

∞∑
k=1

〈ρ′(t), ek〉A∗ek.

For N ∈ N, define

ρN (t) :=

N∑
k=1

〈ρ(t), ek〉A∗ek, ρ′N (t) =

N∑
k=1

〈ρ′(t), ek〉A∗ek.

Then, by the first part of the proof and linearity,

〈X(t), ρN (t)〉H =

∫ t

0

(
〈X(s), ρ′N (s)〉H + 〈X(s), A∗ρN (s)〉H

)
dt

+

∫ t

0

lρN (s)B dW (s).

(6.0.9)

For the second integral on the right hand side of (6.0.9) we have, using Itô’s isometry, that

E
∥∥∥∫ t

0

lρN (s)B dW (s)−
∫ t

0

lρ(s)B dW (s)
∥∥∥2

→ 0,

since, by the Dominated Convergence Theorem,∫ t

0

‖lρN (s) − lρ(s))BQ
1/2‖2L2(U,R) ds =

∫ t

0

‖Q1/2B∗(ρN (s) − ρ(s))‖2U ds → 0.

Finally, we may select a subsequence {ρNk} such that∫ t

0

lρNk (s)B dW (s)→
∫ t

0

lρ(s)B dW (s) P -almost surely, as k →∞.

For the sake of simplicity we denote the sequence {ρNk} by {ρN} again. To deal with the first integral on
the right hand side of (6.0.9), we note that ρN (t) and ρ′N (t) converge in the ‖ · ‖A∗ -norm to ρ(t) and ρ′(t),
respectively. Hence, it follows that

〈X(t), ρN (t)〉H → 〈X(t), ρ(t)〉H ,

〈X(s), ρ′N (s)〉H → 〈X(s), ρ′(s)〉H ,
and

〈X(s), A∗ρN (s)〉H → 〈X(s), A∗ρ(s)〉H
as N →∞. We also have

|〈X(s), ρ′N (s)〉|2 ≤ ‖X(s)‖2H‖ρ′N (s)‖2H ≤ ‖X(s)‖2H‖ρ′N (s)‖2A∗
≤ ‖X(s)‖2H‖ρ′(s)‖2A∗ ≤ K‖X(s)‖2H ,
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and thus,
|〈X(s), ρ′N (s)〉| ≤ K‖X(s)‖H . (6.0.10)

Similarly, for the other term,

|〈X(s), A∗ρN (s)〉| ≤ · · · ≤ ‖X(s)‖H‖ρ(s)‖A∗ ≤ K‖X(s)‖H . (6.0.11)

Since {X(t)}t∈[0,T ] is a weak solution of (6.0.1) it has Bochner integrable trajectories P -almost surely and
hence, by (6.0.10), (6.0.10), and the Dominated Convergence Theorem, we may pass to the limit in (6.0.9)
inside the first integral on the right hand side P -almost surely and the proof is complete.

Theorem 6.0.6 (Uniqueness). If {X(t)}t∈[0,T ] is a weak solution of (6.0.1), then X(t) is given by (6.0.6)
P -almost surely, that is, {X(t)}t∈[0,T ] is a version of (6.0.6).

Proof: As in the proof of existence of weak solutions of (6.0.1) it suffices to consider the case when
f = 0 and ξ = 0. Let

ρ(s) := S(t− s)∗ρ0, s ∈ [0, T ], ρ0 ∈ D((A∗)2).

Then ρ′(s) = −A∗S(t− s)∗ρ0 = −A∗ρ(s) and by Lemma 6.0.3,

〈X(t), ρ0〉 = 〈X(t), ρ(t)〉 =

∫ t

0

lρ(s)B dW (s).

Furthermore,
(lρ(s)B)(u) = 〈S(t− s)∗ρ0, Bu〉 = (lρ0S(t− s)B)(u)

and hence, by Lemma 1.4.1,

〈X(t), ρ0〉 =

∫ t

0

lρ(s)B dW (s) =

∫ t

0

lρ0S(t− s)B dW (s)

= lρ0

(∫ t

0

S(t− s)B dW (s)
)

= 〈WA(t), ρ0〉.

Finally, using the fact from semigroup theory that D((A∗)2) is dense in H, we conclude that X(t) = WA(t)
P -almost surely.
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Chapter 7

Applications to stochastic partial
differential equations

7.1 Overview of Sobolev spaces

In this section we overview the basic properties of Sobolev spaces. The Sobolev spaces W k,p(Ω) are Lp(Ω)
spaces that control the regularity of the derivatives. Their structure and properties make them particularly
suitable for the formulation of partial differential equations in a functional analytic setting. When we study
a partial differential equation, we understand-in the classical sense- that a solution must be differentiable at
least as many times as the order of the equation and that it must satisfy the equation everywhere in the
space and time. However such a point of view is very restrictive and several interesting equations which
model physical phenomena will fail to possess such solutions and thus we will prevented from studying
mathematically such physical situations. As a first towards this, the notion of differentiable functions must
be generalized via the notion of Sobolev spaces.

7.1.1 Domain boundary and its regularity

Definition 7.1.1. A subset Ω ⊂ Rd is said to be a domain if-f it is nonempty open and connected.

Definition 7.1.2. A subset Ω ⊂ Rd is said to be connected if-f for each two points in Ω are connected by
a continuous curve which lies in Ω.

Consider an infinite sequence (Ωn)n of bounded domains such that Ωn ⊂ Ωn+1, where Ω0 is a symmetric
equilateral hexagon with unit edge length. For every n ∈ N the domain Ωn+1 is obtained from Ωn as follows:
Each edge of Ωn is split into three equally long parts eleft, emid and eright. An open equilateral triangle of
the edge-length |emid| is attached from outside to emid. Consider the limit set Ω. Then it can be proven
that the unit normal vector to the boundary ∂Ω is defined nowhere to on ∂Ω. In order to avoid similar
unpleasant situations we introduce the notion of a Lipschitz continuous boundary ∂Ω. For an exact
definition see Adams [AD]. Roughly speaking the boundary ∂Ω is said to be Lipschitz continuous if-f there
exists a finite covering of ∂Ω of open d-dimensional rectangles such that in each rectangle ∂Ω can be expressed
as a Lipschitz continuous function of d − 1 variables.When ∂Ω is Lipschitz continuous then a unique unit
outer normal vector is defined almost everywhere on ∂Ω.

7.1.2 Weak derivatives

Definition 7.1.3. Let Ω ⊂ Rd be an open set. We call multi-index a vector a = (a1, . . . , ad) ∈ Nd. The

length of the multi-index is given by |a| =
∑d
i=1 ai. Let f : Ω→ R be a m-times continuously differentiable

function. For |a| ≤ m, we define the ath partial derivative of f by

Daf =
∂|a|f

∂x1
a1 , ∂x2

a2 , . . . , ∂xd
ad .

93



94 CHAPTER 7. APPLICATIONS TO STOCHASTIC PARTIAL DIFFERENTIAL EQUATIONS

Example 7.1.1. If a = (0, 0, . . . , 0), then Daf = f .
If a = (1, 0, . . . , 0), then Daf = ∂f

∂x1
=: ∂if .

If a = (1, 1, . . . , 1), then Daf = ∂df
∂x1∂x2...∂xd

=: ∂d1,...,df .

Definition 7.1.4. Let Ω ⊂ Rd be an open set. We define the space of test functions

C∞c (Ω) := {φ ∈ C∞(Ω) : supp(φ) ⊂ Ω and supp(φ) is compact},

where the support of a function φ is the set

supp(φ) := {x ∈ Ω : φ(x) 6= 0}.

Example 7.1.2. Consider the bounded domain Ω = (−1, 1) ⊂ R and the functions

φ(x) = cos(πx) + 1 ψ(x) = e
− 1

1−x2 .

Neither φ nor ψ is a test function, since supp(φ) = supp(ψ) = [−1, 1] is not contained in Ω. However, ψ can
be extended by zero to be a distribution in the interval Ω̃ = (−1 − ε, 1 + ε), for some ε > 0. This is not
possible for the function φ, since its second derivative would be discontinuous in Ω̃

Remark 7.1.1. For each φ ∈ C∞c (Ω), there exists at least a thin belt along the boundary ∂Ω, where φ
vanishes. This is straightforward by the fact that supp(φ) is compact, so it is contained to a closed ball that
is a pure subset of the open set Ω.

In the sequel we will review basic facts from multidimensional calculus which are needed for the definition
of the weak derivatives. For more details see Spivak [?].

Theorem 7.1.1 (Green’s Formula). Let Ω ⊂ Rd be a bounded domain with a Lipschitz continuous boundary
∂Ω. For every u, v ∈ C1(Ω) ∩ C(Ω), we have∫

Ω

∂u

∂xi
v dx = −

∫
Ω

u
∂v

∂xi
dx +

∫
∂Ω

u v νi dS,

where ν(x) = (ν1, . . . , νd)
T (x) is the unit normal vector to the boundary ∂Ω. (which is defined almost

everywhere).

Theorem 7.1.2 (Gauss’s Theorem). Let Ω ⊂ Rd be a bounded domain with Lipschitz continuous boundary
∂Ω. Every smooth vector field w ∈ [C1(Ω) ∩ C(Ω)]d satisfies∫

Ω

∇ ·w(x) dx =

∫
∂Ω

w(x) · ν(x) dS

where ν(x) = (ν1, . . . , νd)
T (x) is the unit normal vector to the boundary ∂Ω

Proof: For each i = 1, . . . , d apply Green’s Formula (thm (7.1.1)) for u = wi and v = 1. By addition of
the derived equations, we get the desired result.

Corollary 7.1.1. Let Ω ⊂ Rd be an open set, f ∈ Cm(Ω) and a a multi-index such that |a| ≤ m. Then,∫
Ω

Daf(x)φ(x) dx = (−1)|a|
∫

Ω

f(x)Daφ(x) dx, for all φ ∈ C∞c (Ω).

Proof: Apply Green’s formula (thm(7.1.1))

Definition 7.1.5. Let Ω ⊂ Rd be an open set. A measurable function f : Ω → R is said to be locally
integrable if-f

∫
K
|f | dx <∞, for each K ⊂ Ω compact. The space of locally integrable functions is denoted

by L1
loc(Ω).

Remark 7.1.2. Observe that Lp(Ω) ⊂ L1
loc(Ω) for each open Ω ⊂ Rd and 1 ≤ p <∞. Actually, the space

L1
loc(Ω) is very ”large”. For example, the function 1

x does not belong to Lp(0,∞) for any 1 ≤ p < ∞ but it
belongs to L1

loc(0,∞).
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Lemma 7.1.1 (Generalized Variational Lemma). Let Ω ⊂ Rd be an open set and f ∈ L1
loc(Ω). If∫

Ω

f(x)φ(x) dx = 0, for each φ ∈ C∞c (Ω)

then f = 0 almost everywhere in Ω.

Proof: First case f ∈ L1(Ω) and |Ω| <∞. Let ε > 0. In this case, there exists f1 ∈ C∞c (Ω) such that
‖ f − f1 ‖1 < ε. Therefore, for each g ∈ C∞c (Ω) we have∣∣∣∣∫

Ω

f1 g dx

∣∣∣∣ =

∣∣∣∣∫
Ω

(f1 − f) g dx

∣∣∣∣ ≤ ‖ g ‖∞ ‖ f1 − f ‖1 < ε ‖ g ‖∞ . (7.1.1)

Set K1 = {x ∈ Ω : f1(x) ≥ ε} and K2 = {x ∈ Ω : f1(x) ≤ −ε}. We have K1 ∩K2 = ∅ and for each i = 1, 2,
Ki is a closed (from continuity of f1) subset supp(f1), which is compact. So each Ki is compact. By virtue of
Urysohn’s Lemma, there exists a function h ∈ C∞c (Ω) such that h = 1 on K1, h = −1 on K2 and |h(x)| ≤ 1,
for all x ∈ Ω. Set K = K1 ∪K2. Then by 7.1.1, we have∫

K

|f1| dx =

∫
K

f1 h dx ≤
∣∣∣∣∫
K

f1 h dx

∣∣∣∣ ≤ ∣∣∣∣∫
Ω

f1 h dx−
∫

Ω−K
f1 h dx

∣∣∣∣
≤
∣∣∣∣∫

Ω

f1 h dx

∣∣∣∣+

∣∣∣∣∫
Ω−K

f1 h dx

∣∣∣∣ ≤ ε+

∫
Ω−K

|f1| dx

Therefore,

‖ f1 ‖1 ≤ ε+ 2

∫
Ω−K

|f1| dx ≤ ε+ 2ε|Ω|,

since |f1| ≤ ε on Ω − K. So we conclude that ‖ f ‖1 ≤ ‖ f − f1 ‖1 + ‖ f1 ‖1 ≤ 2ε + 2ε|Ω|. Since this last
inequality is true for an arbitrary ε > 0, we get that ‖ f ‖1 = 0, thus f = 0 a.e in Ω.
General case f ∈ L1

loc(Ω). We write Ω = ∪∞n=1Ωn, where for each n ∈ N Ωn = Ω ∩ B(0, n). For each n ∈ N,

Ωn is bounded and relatively compact. Therefore,
∫

Ωn
|f | dx ≤ ∞. So, by the previous case, for each n ∈ N

f = 0 a.e in Ωn. Thus, f = 0 a.e in Ω.

Definition 7.1.6. Let Ω ⊂ Rd be an open set, f ∈ L1
loc(Ω) and a a multi-index. A function Da

wf ∈ L1
loc(Ω)

is called the weak ath derivative of f if-f∫
Ω

Da
wf φ dx = (−1)|a|

∫
Ω

f Daφ dx, for all φ ∈ C∞c (Ω).

Lemma 7.1.2 (Uniqueness of the weak derivative). Let Ω ⊂ Rd be an open set, f ∈ L1
loc(Ω) and a a

multi-index. The weak ath derivative Da
wf ∈ L1

loc(Ω) (if it exists) is unique up to a zero-measure subset of Ω.

Proof: Assume g1, g2 ∈ L1
loc(Ω) are the weak ath derivatives of f . Then,∫

Ω

(g1 − g2)φ dx = 0 for all φ ∈ C∞c (Ω).

Therefore, by Lemma (7.1.1) we conclude that g1 = g2 a.e in Ω.

Lemma 7.1.3 (Compatibility of weak and classical derivatives). Let Ω ⊂ Rd be an open set, f ∈ Cm(Ω) and
a multi-index |a| ≤ m. Then the classical ath derivative Daf is identical to the weak ath derivative Da

wf .

Proof:It is direct from Corollary (7.1.1) and Lemma (7.1.2).

Remark 7.1.3. Classical derivatives are defined pointwise as limits of difference quotients. Weak derivatives
are defined only in an integral sense up to a set of measure zero. By arbitarily changing the function f on a
set of measure zero we do not affect its weak derivative in any way.

Example 7.1.3. Consider the function

f(x) =

{
0, x ≤ 0
x, x > 0,
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which is continuous and piecewise-smooth. We will show that in this case the weak derivative exists and it
coincides with the classical derivative which is defined almost everywhere. For all φ ∈ C∞c (R) we have∫ +∞

−∞
f φ′ dx =

∫ ∞
0

xφ′(x) dx = −
∫ ∞

0

φ(x) dx = −
∫
R
H(x)φ(x) dx,

where

H(x) =

{
0, x ≤ 0
1, x > 0.

Therefore, the Heaviside function H is the weak derivative of f .

The next example raises an important interesting point. If a locally integrable function has a classical
derivative almost everywhere, which is also locally integrable, then the weak derivative is not necessarily the
same with the classical derivative.

Example 7.1.4. The Heaviside function H is locally integrable. We claim that H does not have a weak
derivative. Indeed, for all φ ∈ C∞c (R)

−
∫
R
H(x)φ′(x) dx = −

∫ ∞
0

φ′(x) dx = φ(0).

Assume that there exists g ∈ L1
loc(R) such that∫

R
g(x)φ(x) dx = φ(0), for all φ ∈ C∞c (R).

By the Dominated Convergence Theorem we have

lim
h→0+

∫ h

−h
|g(x)| dx = 0.

Therefore, we can choose a δ > 0 such that
∫ δ
−δ |g(x)| dx ≤ 1

2 . Let φ : R→ [0, 1] be a smooth function with
φ(0) = 1 and with support contained in the interval [−δ, δ]. Then we have

1 = φ(0) =

∫
R
g(x)φ(x) dx ≤ ‖φ ‖∞

∫ δ

−δ
|g(x)| dx ≤ 1

2
,

which is a contraction.

Example 7.1.5. Consider the function

f(x) =

{
0, x ∈ Q
2 + sinx, x ∈ R\Q.

Observe that f is nowhere continuous. For if x ∈ R\Q and {xn}∞n=1 ⊂ Q such that limn→∞ xn = x, then if f
was continuous, it should be f(xn)→ f(x), thus 0 = f(x) = 2 + sinx 6= 0. On the other hand if x ∈ Q, then
for all δ > 0 we can choose a x1 ∈ R\Q with |x− x1| < δ. But |f(x)− f(x1)| = |2 + cosx1| > 1. However it
is easy to see that the function g(x) = cosx is a weak derivative of f . Indeed, since the Lebesgue measure of
Q is zero, for each φ ∈ C∞c (Ω) we have

−
∫
R
f(x)φ′(x) dx = −

∫
R
(2 + sinx)φ′(x) dx =

∫
cosxφ(x) dx.

7.1.3 The Sobolev spaces W k,p(Ω) and Hk(Ω).

Definition 7.1.7. Let Ω ⊂ Rd be an open set, k ≥ 1 an integer and p ∈ [1,∞]. We define the space

W k,p(Ω) = {f ∈ Lp(Ω) : Da
wf exists and lies in Lp(Ω), for all |a| ≤ k}.
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For all 1 ≤ p <∞ we define the norm ‖ ‖k,p on W k,p(Ω) by

‖ f ‖k,p =

 ∑
|a|≤k=

‖Da
wf ‖

p
p

 1
p

.

Especially, for the space W 1,p(Ω) we have

‖ f ‖1,p =
(
‖ f ‖pp + ‖∇f ‖pp

) 1
p

For p = +∞ we define the norm ‖ ‖k,∞ on W k,∞(Ω) by

‖ f ‖k,∞ = max
|a|≤k

‖Da
wf ‖∞ .

In the important special case p = 2 we abbreviate

Hk(Ω) := W k,p(Ω)

Furthermore we define the seminorms on W k,p(Ω) by

|f |k,p =

∑
|a|=k

‖Da
wf ‖

p
p

 1
p

, for 1 ≤ p <∞.

|f |k,∞ = max
|a|=k

‖Da
wf ‖∞ .

Especially, for the space W 1,p(Ω) we have

|f |1,p = ‖∇f ‖p .

Theorem 7.1.3. Let Ω ⊂ Rd be an open set, k ≥ 1 an integer and p ∈ [1,∞]. The Sobolev space W k,p(Ω)
is Banach.

Proof: We will prove this result for the Sobolev space W 1,p(a, b) where (a, b) ⊂ R an open interval.
Let (fn)n be a ‖ ‖1,p-Cauchy sequence in W 1,p(a, b). Then (fn)n and (f ′n)n are ‖ ‖p-Cauchy sequences in
the Banach space Lp(a, b). Therefore, there exist f, g ∈ Lp(a, b) such that limn→∞ ‖ fn − f ‖p = 0 and

limn→∞ ‖ f ′n − g ‖p = 0. On the other hand, for all n ∈ N and φ ∈ C∞c (a, b), we have
∫ b
a
fnφ

′ dx =

−
∫ b
a
f ′nφ dx. But it holds that limn→∞

∫ b
a
fnφ

′ dx =
∫ b
a
fφ′ dx. Indeed,

∣∣∣∫ ba fnφ dx− ∫ ba fφ dx∣∣∣ ≤ ‖φ ‖∞ ∫ ba |fn−
f | dx ≤ ‖φ ‖∞ ‖ fn − f ‖p (b−a)

1
p∗ → 0, when n→∞. Similarly, limn→∞

∫ b
a
f ′nφ dx =

∫ b
a
gφ dx. Therefore,

we conclude that
∫ b
a
fφ′ dx = −

∫ b
a
gφ dx. This means that f ∈W 1,p(a, b), f ′ = g and limn→∞ ‖ fn − f ‖1,p =

0.

Proposition 7.1.1. Let Ω ⊂ Rd be an open set and k ≥ 1 an integer. If 1 < p <∞, then the Sobolev space
W k,p(Ω) is reflexive.

Proof: We will prove this result for the space W 1,p(a, b). Since the space Lp(a, b) is reflexive for 1 < p <
∞, the same is true for the space Lp(a, b)×Lp(a, b). But the space W 1,p(a, b) is isometrical isomorphic to a
subspace of Lp(a, b)×Lp(a, b), via the mapping W 1,p(a, b) 3 f → (f, f ′) ∈ Lp(a, b)×Lp(a, b). But the space
W 1,p(a, b) is closed, since it is Banach. Therefore the above subspace is also a closed subset of the reflexive
Lp(a, b)× Lp(a, b), thus it is also reflexive. Therefore W 1,p(a, b) is reflexive.

Theorem 7.1.4. Let Ω ⊂ Rd be an open set and k ≥ 1 an integer. The space Hk(Ω) endowed with the inner
product

< f, g >k,2=
∑
|a|≤k

< Da
wf,D

a
wg >L2(Ω)

is Hilbert.
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Proof: By virtue of Theorem (7.1.3) it is enough to show that < , >k,2 is an inner product.

Remark 7.1.4. We denote by C∞(Ω) the space of all functions which are infinitely differentiable in the
open set Ω and such that the functions and all their derivatives possess continuous extensions to Ω.

Theorem 7.1.5. Let Ω ⊂ Rd be a bounded domain with Lipschitz continuous boundary, k ≥ 1 an integer
and 1 ≤ p <∞. Then, the space C∞(Ω) is dense in W k,p(a, b).

Proof: We will prove this result for the space W 1,p(a, b). In the first two steps we prove two useful

Lemmas. Claim Let φ ∈ C∞c (a, b). There exists ψ ∈ C∞c (a, b) such that φ = ψ′ if and only if
∫ b
a
φ(t) dt = 0

Proof of claim: Assume that there exists φ ∈ C∞c (a, b) such that φ = ψ′. Then,
∫ b
a
φ dt = ψ(b)−ψ(a) = 0.

Conversely, assume that
∫ b
a
φ dt = 0 and supp(φ) ⊂ [c, d]. Define the function ψ(t) =

∫ t
a
φ(s) ds. Since

ψ′(t) = φ(t), we have that ψ ∈ C∞(a, b). Furthermore, it is direct that ψ vanishes in (a, c) and (c, d).
Therefore, supp(ψ) ⊂ [c, d], so ψ ∈ C∞c (a, b).

Claim: Let f ∈ Lp(a, b), 1 ≤ p < ∞. If for all φ ∈ C∞c (a, b) it holds that
∫ b
a
fφ′ dx = 0, then f is equal to

a constant almost everywhere in (a, b). Therefore, if f ∈ W 1,p(a, b) and f ′ = 0, then f is constant almost
everywhere in (a, b)

Proof of claim: Let φ0 ∈ C∞c (a, b) such that
∫ b
a
φ0 dx = 1. Consider an arbitrary φ ∈ C∞c (a, b). Set

w = φ−

(∫ b

a

φ dx

)
φ0 ∈ C∞c (a, b). (7.1.2)

Then,
∫ b
a
w dx = 0 and thus from the previous claim there exists ψ ∈ C∞c (a, b) such that w = ψ′. So,

by our assumption we get that
∫ b
a
f w dx = 0. By substituting w from (7.1.2) we have that

∫ b
a
fφ dx =∫ b

a
φ dt ·

∫ b
a
f φ0 dt. If we set c =

∫ b
a
fφ0 dt, then

∫ b
a

(f − c)φ dt = 0. Since the last relationship is true for all
φ ∈ C∞c (a, b), we derive that f = c a.e.

We continue now with the main proof. Obviously C∞[a, b] ⊂ W 1,p(a, b) and the weak and classical deriva-
tives coincide. Let f ∈ W 1,p(a, b). Then f ′ ∈ Lp(a, b) and thus by density there exists a sequence (φn)n in

C∞c (a, b) such that limn→∞ ‖φn − f ′ ‖p = 0. For each n ∈ N set ψn =
∫ t
a
φn dx. Then {ψn}∞n=1 ⊂ C∞[a, b].

Moreover, for positive integers m,n we have

|ψn − ψm| ≤
∫ b

a

|φn − φm| dx ≤ ‖φn − φm ‖p (b− a)
1
p∗

Therefore,
‖ψn − ψm ‖p ≤ ‖φn − φm ‖p (b− a),

from where we deduce that (ψn)n is Cauchy in Lp(a, b) and thus there exists h ∈ Lp(a, b) such that
limn→∞ ‖ψn − h ‖p = 0. Moreover since ψ′n = φn, for each n ∈ N and φ ∈ C∞c (a, b) we have∫ b

a

ψnφ
′ dx = −

∫ b

a

φnφ dx.

Taking the limits as n → ∞ we get
∫ b
a
hφ′ dx = −

∫ b
a
f ′φ dx, which means that h ∈ W 1,p(a, b) and h′ = f ′.

So by the second claim h− f = c almost everywhere in (a, b). Consider now the sequence xn = ψn − c. It is
(xn)∞n=1 ⊂ C∞[a, b] and limn→∞ ‖xn − f ‖1,p = 0.

Definition 7.1.8. A function f : [a, b] → R is said to be absolutely continuous if-f for each ε > 0 there
exists δ > 0 such that for each finite sequence {(xi, x′i)}ni=1 of disjoint open intervals contained in (a, b), with∑n
i=1(x′i − xi) < δ, it holds that

∑n
i=1 |f(x′i)− f(xi)| < ε.

Remark 7.1.5. For every absolutely continuous function the following assertions are true:

1. Every absolutely continuous function is uniformly continuous.

2. Every absolutely continuous function is differentiable almost everywhere and its derivative is an inte-
grable function.
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3. A function f is absolutely continuous if and only if it can be written as an integral of an integrable
function. In this case,

f(x) = f(a) +

∫ x

a

f ′(t) dt

4. If f, g : [a, b]→ R are two absolutely continuous functions, then we can integrate by parts, i.e∫ b

a

fg′ dt = f(b)g(b)− f(a)g(a)−
∫ b

a

f ′(t)g(t) dt

5. From (3) each φ ∈ C∞c (a, b) is absolutely continuous. Therefore, from (4) each absolutely continuous
function f is an element of W 1,p(a, b) and its weak derivative coincides with the classical derivative
(which is defined almost everywhere).

Proposition 7.1.2. Let 1 ≤ p < ∞ and f ∈ W 1,p(a, b). Then, f is equal to an absolutely continuous
function almost everywhere.

Proof: Let f ∈ W 1,p(a, b). Then f ′ ∈ Lp(a, b). Set g(x) =
∫ x
a
f ′(t) dt. Then g is absolutely continuous,

thus g ∈ W 1,p(a, b) and g′ = f ′. So f = g + c almost everywhere and of course f̃ := g + c is absolutely
continuous.

7.1.4 The spaces W k,p
0 (Ω) and Hk

0 (Ω).

Definition 7.1.9. Let Ω ⊂ Rd be an open set, k ≥ 1 an integer and p ∈ [1,+∞]. We define the subspace

W k,p
0 (Ω) ⊂W k,p(Ω) as the closure of C∞c (Ω) in W k,p(Ω). Moreover, we denote Hk

0 (Ω) := W k,2
0 (Ω).

Remark 7.1.6. One can think the closed subspace W k,p
0 (Ω) as

W k,p
0 (Ω) = {f ∈W k,p(Ω) : Da

wf = 0 on ∂Ω, for all |a| < k}.

Especially,

W 1,p
0 (Ω) = {f ∈W 1,p(Ω) : f = 0 on ∂Ω}.

In the above interpretation there is an important detail that needs to be dealt with caution. In general as
the d-dimensional Lebesgue measure of ∂Ω is zero, it is not meaningful a priori to talk about the value of a
function f ∈ W k,p(Ω) ⊂ Lp(Ω) on ∂Ω, unless say f is at least continuous. The object of trace theory is
to give a meaning to f|∂Ω called the trace of f . So the interpretation of W 1,p

0 (Ω) as the space of Sobolev
functions that vanish on the boundary is made more precise in the trace Theorem which shows the existence
of a trace map T that maps a Sobolev function to its boundary values and states that the functions in
W 1,p

0 (Ω) are those whose trace is equal to zero. This study is beyond the scope of these notes. For more
details see sections 2.6 and 2.7 in Kesavan’s book [KS I]. In the sequel we will give a proof for the case
W 1,p

0 (a, b).

Proposition 7.1.3. Let f ∈ W 1,p(a, b) and f̌ its absolutely continuous representative. Then f ∈ W 1,p
0 (a, b)

if and only if f̌(a) = f̌(b) = 0.

Proof: Let f ∈W 1,p
0 (a, b). Then there exists a sequence (φn)n in C∞c (a, b) such that limn→∞

∥∥φn − f̌ ∥∥1,p
=

0. Since the inclusion map from W k,p(Ω) into C[a, b] is continuous (see theorem(6.4.3) in [KS II]), we con-
clude that φn → f̌ uniformly. Thus f̌(a) = limn→∞ φn(a) = 0. Similarly f̌(b) = 0.
Conversely, assume that f̌(a) = f̌(b) = 0. Then, we have that

f̌(x) =

∫ x

a

f̌ ′(t) dt

Therefore,
∫ b
a
f̌ ′(t) dt. Consider now a sequence (φn)n in C∞c (a, b) with limn→∞

∥∥φn − f̌ ′ ∥∥p = 0.. Then,∣∣∣∣∣
∫ b

a

φn dt−
∫ b

a

f̌ ′ dt

∣∣∣∣∣ ≤ ∥∥φn − f̌ ′ ∥∥p (b− a)
1
p∗ → 0
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and so ∫ b

a

φn dt→ 0.

Let φ0 ∈ C∞c (a, b) such that
∫ b
a
φ0 dt = 1. Then if

ψn = φn −

(∫ b

a

φn dt

)
φ0

we also have that
∥∥ψn − f̌ ′ ∥∥p → 0 and

∫ b
a
ψn dt = 0. Therefore, ψn = x′n where (xn)n in C∞c (a, b) as well.

Since

xn =

∫ x

a

ψn dt

it follows that xn → f̌ uniformly and so
∥∥xn − f̌ ∥∥p → 0 as well. Thus, xn ∈ C∞c (a, b) and ‖xn − f ‖1,p → 0.

This shows that f ∈W 1,p
0 (Ω).

Lemma 7.1.4 (Poincare’s Inequality). Let Ω be a bounded open set. Then there exists a constant C = C(Ω, p)
such that

‖ f ‖p ≤ C|f |1,p = C ‖∇f ‖p , for all f ∈W 1,p
0 (Ω) (1 ≤ p <∞).

In particular f → |f |1,p = ‖∇f ‖p defines a norm on W 1,p
0 (Ω) which is equivalent to the norm ‖ ‖1,p. On

H1
0 (Ω) the bilinear form

(f, g)→
∫

Ω

∇f∇g dx

is an inner product on H1
0 (Ω) which induces the norm | |1,2 equivalent to the norm ‖ ‖1,2.

Proof: We will prove this result for the space W 1,p
0 (a, b). In particular, we will show that ‖ f ‖p ≤

(b− a) ‖ f ′ ‖p, for all f ∈W 1,p
0 (a, b). Let f ∈W 1,p

0 (a, b) and f̃ its absolutely continuous representative. Then

by Proposition (7.1.3), f̃(x) =
∫ x
a
f̃ ′(t) dt. Therefore, |f̃(x)| ≤

∥∥∥ f̃ ′ ∥∥∥
p

(b−a)
1
p∗ . Thus,

∥∥∥ f̃ ∥∥∥
p
≤
∥∥∥ f̃ ′ ∥∥∥

p
(b−a).

7.1.5 Generalized integration by parts formulae

Theorem 7.1.6 (Green’s formula). Let Ω be a bounded open set of class C1 lying on the same side of its
boundary ∂Ω. Let u, v ∈ H1(Ω). Then∫

Ω

∂u

∂xi
v dx = −

∫
Ω

u
∂v

∂xi
dx +

∫
∂Ω

u v νi dS,

where ν(x) = (ν1, . . . , νd)
T (x) is the unit normal vector to the boundary ∂Ω. (which is defined almost

everywhere).

Proof: See Theorem(2.7.5) in [KS I]

Remark 7.1.7. In the above theorem by u on ∂Ω we mean the trace of u on ∂Ω.

Corollary 7.1.2. Let Ω be a bounded open set of class C1, u ∈ H1(Ω) and v ∈ H2(Ω). Then,∫
Ω

u∆v dx = −
∫

Ω

∇u · ∇v dx +

∫
∂Ω

u∇v · ν dS

where ν(x) = (ν1, . . . , νd)
T (x) is the unit normal vector to the boundary ∂Ω. (which is defined almost

everywhere).

Proof: It is direct from Theorem (7.1.6).



7.2. LAPLACIAN WITH DIRICHLET BOUNDARY CONDITION 101

7.2 Laplacian with Dirichlet boundary condition

In this section we start with a simple but fundamental example, the heat equation with Dirichlet bound-
ary condition. Let Ω ⊂ Rd be a bounded open set of class C∞ with boundary ∂Ω. Consider the
problem of finding a function u : [0,∞)× Ω→ C that satisfies

∂u
∂t = ∆u, (t,x) ∈ [0,∞)× Ω
u = 0, (t,x) ∈ [0,∞)× ∂Ω
u(0,x) = u0(x), x ∈ Ω,

(7.2.1)

where ∆ :=
∑d
i=1

∂2

∂xi2
:=
∑d
i=1 ∂

2
i is the Laplacian in the space variables x, t is the time variable and u0 is

the initial data. The main idea is to view u(t,x) as a function of one variable [0,∞) 3 t → u(t) ∈ X,where
for each t ≥ 0, u(t) is the function Ω 3 x→ u(t,x) (depending only on the space variables) and for each t ≥ 0
the function u(t) is an element of a suitably chosen infinite-dimensional Hilbert space X (space of functions).
Therefore the above partial differential equation can be rewritten as an abstract Cauchy problem, i.e an
ordinary differential equation in a Hilbert space of the form{

u′(t) = Au(t), t ≥ 0
u(0) = u0, ,

where A = ∆ : X ⊃ D(A)→ X. We wish to make use of the previous theory, so we have to choose carefully
both the space X and the domain D(A) in order that the unbounded linear operator A : X ⊃ D(A) → X
generates a C0-semigroup of contractions. We make the following choice:{

D(A) = H2(Ω) ∩H1
0 (Ω) ⊂ X = L2(Ω),

Au = ∆u , ,

Observe that the choice D(A) ⊂ H1
0 (Ω) imposes a condition, that is u = 0 on ∂Ω

Theorem 7.2.1. The above defined A generates a strongly continuous semigroup of contractions on X =
L2(Ω).

Proof: We will apply Lumer-Phillips Theorem (2.5.2) to show that ∆ : H2(Ω) ∩H1
0 (Ω)→ L2(Ω) is the

infinitesimal generator of a C0-semigroup. Note that D(A) = H2(Ω) ∩H1
0 (Ω) ⊃ C2

0 (Ω) and C2
0 is dense in

L2(Ω), therefore A is densely defined.
First step: A is dissipative. Notice that integrating by parts we take, for each φ ∈ H2(Ω) ∩H1

0 (Ω),

< Aφ, φ >=

∫
Ω

∆φ φ dx =

d∑
j=1

∫
Ω

∂2
jφ φ dx = −

d∑
j=1

∫
Ω

∂jφ ∂jφ dx = −
∫

Ω

|∇φ|2 dx ≤ 0.

Second step: λ0I − A is surjective for some λ0 > 0. We have to find λ0 > 0 such that the following
fact is true: for each f ∈ L2(Ω), there exists φ ∈ H2(Ω) ∩H1

0 (Ω) such that f = λ0φ− Aφ. Precisely we are
trying to solve the well known Dirichlet problem{

λ0φ−∆φ = f , on Ω
φ = 0, on ∂Ω.

(7.2.2)

There is a standard topological way to solve this equation. Observe that φ ∈ D(A) = H2(Ω)∩H1
0 (Ω) is a solution of (7.2.2)

if and only if ∫
Ω

(λ0φ−∆φ) ψ dx =

∫
Ω

f ψ dx, ∀ψ ∈ C∞c (Ω). (7.2.3)

For the opposite direction use the generalized variational Lemma (7.1.1). Now, since C∞c (Ω) is dense in
H1

0 (Ω) and both sides of (7.2.3) are continuous in ψ with respect to the H1
0 (Ω)-topology, it follows that∫

Ω

(λ0φ−∆φ) ψ dx =

∫
Ω

f ψ dx, ∀ψ ∈ H1
0 (Ω).

Exchanging conjugates and integrating by parts (see Green’s formula (Cor(7.1.2)) we have that φ ∈ H2(Ω)∩
H1

0 (Ω) is a solution of (7.2.2) if and only if

λ0

∫
Ω

ψ φ dx +

∫
Ω

∇ψ · ∇φ dx =

∫
Ω

ψ f dx, ∀ψ ∈ H1
0 (Ω). (7.2.4)
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A function φ ∈ H1
0 (Ω) satisfying equation (7.2.4) is called weak solution of the Dirichlet boundary value

problem (7.2.2). Therefore, a weak solution φ ∈ H1
0 (Ω) can formally solve (7.2.4) without being in H2(Ω)

and therefore without the Laplacian ∆φ be defined. In the sequel, we will apply the Riesz representation
Theorem to prove the existence of a weak solution φ ∈ H1

0 (Ω) of (7.2.4). To this aim, for λ0 ≥ 0 define the
map << , >>: H1

0 (Ω)×H1
0 (Ω)→ C as follows:

<< ψ, φ >>:= λ0

∫
Ω

ψ φ dx +

∫
Ω

∇ψ · ∇φ dx, φ, ψ ∈ H1
0 (Ω).

Then, by virtue of the Poincaré inequality (Lemma(7.1.4)), it is easy to check that for each λ0 ≥ 0 (although
the case λ0 = 1 is enough for our scope), the map << , >> defines an inner product on H1

0 (Ω), equivalent
to the usual one defined by

< ψ, φ >1,2:=

∫
Ω

ψ φ dx

∫
Ω

∇ψ · ∇φ dx, φ, ψ ∈ H1
0 (Ω).

Now, observe that for a fixed f ∈ L2(Ω) the linear functional x∗ : H1
0 (Ω)→ C defined by

x∗(ψ) :=

∫
Ω

ψf dx,

is bounded with respect to the ‖ ‖1,2 norm and therefore is also bounded with respect to the norm induced

by << , >>. Indeed, by using Hölder’s inequality we get, for all ψ ∈ H1
0 (Ω)

|x∗(ψ)| ≤ ‖ψ ‖L2(Ω) ‖ f ‖L2(Ω) ≤ ‖ψ ‖1,2 ‖ f ‖L2(Ω) .

Therefore, by Riesz representation Theorem, there exists a unique φ ∈ H1
0 (Ω) such that

x∗(ψ) =<< ψ, φ >>, ∀ψ ∈ H1
0 (Ω).

So until now we have shown that there exists a weak solution φ ∈ H1
0 (Ω) of the Dirichlet problem (7.2.2).

We want to prove that φ ∈ H2(Ω), too. If this is true then we have finished. This fact is guaranteed by the
following theorem (see Brezis [BR] chapter IX Theorem IX.25):

Theorem 7.2.2 (Regularity of weak solutions of the Dirichlet problem). Let Ω ⊂ Rd be of class C2 with
bounded boundary ∂Ω and φ ∈ H1

0 (Ω) a weak solution of the Dirichlet problem (7.2.2). Then φ ∈ H2(Ω) and
there exist a constant C = C(Ω) > 0 such that

‖φ ‖H2(Ω) ≤ C ‖φ ‖L2(Ω) .

Theorem 7.2.3. For each u0 ∈ H2(Ω) ∩H1
0 (Ω), the problem

∂u
∂t = ∆u, (t,x) ∈ [0,∞)× Ω
u = 0, (t,x) ∈ [0,∞)× ∂Ω
u(0,x) = u0(x), x ∈ Ω,

has a unique solution u ∈ C1([0,∞), L2(Ω)) ∩ C([0,∞), H2(Ω) ∩H1
0 (Ω)).

Proof: Apply Theorem (7.2.1) and Remark (1.4.3).

Remark 7.2.1. Theorem (7.2.3) can be extended to the case u0 ∈ L2(Ω) with some changes. In this
case the self-adjointness of A plays the crucial role. Note, that the price we pay for the initial data being
in X = L2(Ω), is the lack of differentiability at t = 0. For more details on this see Example (4.1.4),
Theorem (4.5.2), Theorem (4.5.3) and Theorem (4.6.1) in the book of Kesavan [KS I]. We only state the
final result and omit the proof.

Theorem 7.2.4 ([KS I] Theorem (4.6.1)). Let u0 ∈ L2(Ω). Then there exists a unique solution u of the heat
equation (7.2.1) such that

u ∈ C([0,∞), L2(Ω)) ∩ C1((0,∞), L2(Ω)) ∩ C((0,∞), H2(Ω) ∩H1
0 (Ω)).

Further, for every ε > 0
u ∈ C∞([ε,∞)× Ω).
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7.3 Diffusion operators on L2.

In this section we enlarge the discussion of the previous section. Let Ω ⊂ Rd be a bounded open set of
class C∞ with boundery ∂Ω. Consider the problem of finding a function u : [0,∞)×Ω→ C that satisfies
the following parabolic pde 

∂u
∂t = Lu, (t,x) ∈ [0,∞)× Ω
u = 0, (t,x) ∈ [0,∞)× ∂Ω
u(0,x) = u0(x), x ∈ Ω,

(7.3.1)

where

L :=

d∑
i,j=1

aij(x)∂i,j +

d∑
j=1

bj(x)∂j − c(x), x ∈ Ω

is the diffusion operator. We will make the following assumptions

• the diffusion coefficients aij ∈ C1(Ω,C) for 1 ≤ i, j ≤ d. Moreover bj , c ∈ C(Ω,C).

• [Uniform ellipticity] there exists a > 0 such that Re

d∑
i,j=1

aij(x)ζiζi ≥ a|ζ|, for all ζ ∈ Cd,x ∈ Ω.

Of course for aij = δij and bj = c = 0 we take the Laplace operator.
The above partial differential equation can be rewritten as an abstract Cauchy problem, i.e an ordinary
differential equation in a Hilbert space of the form{

u′(t) = Au(t), t ≥ 0
u(0) = u0, ,

where {
D(A) = H2(Ω) ∩H1

0 (Ω) ⊂ X = L2(Ω),
Au = Lu , ,

In the sequel we will show that A is the infinitesimal generator of a C0-semigroup on L2(Ω).

Theorem 7.3.1. Under the assumption of uniform ellipticity we the operator A as defined above is the
infinitesimal generator of a C0-semigroup on X = L2(Ω).

Proof: By virtue of Example (1.4.2), it is enough to show that Aλ0 := A−λ0I generates a C0-semigroup
of contractions on X, for some λ0 > 0. We will apply the Lumer-Phillips Theorem (2.5.2).
First step: Aλ0

= A− λ0I is dissipative for some λ0 > 0 For each φ ∈ D(A) = H2(Ω) ∩ H1
0 (Ω) from

integration by parts (theorem (7.1.6))we have

< Lφ, φ >L2(Ω) =

d∑
i,j=1

∫
Ω

aij ∂ijφ φ dx +

d∑
j=1

∫
Ω

bj ∂jφ φ dx +

∫
Ω

c φ φ dx

= −
d∑

i,j=1

∫
Ω

∂iφ ∂j(aij φ) dx +

d∑
j=1

∫
Ω

bj ∂jφ φ dx +

∫
Ω

c |φ|2 dx.

Now, ∫
Ω

∂iφ ∂j(aij φ) dx =

∫
Ω

∂jaij ∂iφ φ dx +

∫
Ω

aij ∂iφ ∂jφ dx.

So,

< Lφ, φ >L2(Ω)= −
∫

Ω

d∑
i,j=1

aij ∂iφ ∂jφ dx +

∫
Ω

d∑
j=1

(
−

d∑
i=1

∂iaji + bj

)
∂jφ φ dx +

∫
Ω

c |φ|2 dx.

Now taking real parts we have,

Re < Lφ, φ >L2(Ω)= −
∫

Ω

Re

 d∑
i,j=1

aij ∂iφ ∂jφ

 dx+R

∫
Ω

d∑
j=1

(
−

d∑
i=1

∂iaji + bj

)
∂jφ φ dx +

∫
Ω

c |φ|2 dx

 .
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By uniform ellipticity we have

∫
Ω

Re

 d∑
i,j=1

aij ∂iφ ∂jφ

 dx ≥ a
∫

Ω

|∇φ|2 dx.

Now set K1 := max1≤j≤d

∥∥∥−∑d
i=1 ∂iaji + bj

∥∥∥
∞

< ∞ and K2 := ‖ c ‖∞ < ∞. By applying Hölder’s

inequality we get∣∣∣∣∣∣
∫

Ω

d∑
j=1

(
−

d∑
i=1

∂iaji + bj

)
∂jφ φ dx

∣∣∣∣∣∣ ≤ K1

∫
Ω

d∑
j=1

|∂jφ| |φ| dx ≤ dK1 ‖∇φ ‖2 ‖φ ‖2 =: K3 ‖∇φ ‖2 ‖φ ‖2 .

and ∣∣∣∣∫
Ω

c |φ|2 dx
∣∣∣∣ ≤ K2 ‖φ ‖22 .

Now because ab ≤ (a2+b2)
2 applying this with a = ε ‖∇φ ‖2 and b = 1

ε ‖φ ‖2 (where ε > 0)we get

‖∇φ ‖2 ‖φ ‖2 ≤
ε2

2
‖∇φ ‖22 +

1

2ε2
‖φ ‖22 .

Finally, combining all the above results we take the estimate

Re < Lφ, φ >≤
(
−a+

K3ε
2

2

)
‖∇φ ‖22 +

(
K3

2ε2
+K2

)
‖φ ‖22 .

Now choose ε > 0 small enough such that K4 = −a+ K3ε
2

2 < 0. Setting K5 := K3

2ε2 +K2, we deduce that for
each λ ≥ 0 and φ ∈ H2(Ω) ∩H1

0 (Ω)

Re < Aλφ, φ >= Re < (L− λI)φ, φ >≤ K4 ‖∇φ ‖22 + (K5 − λ) ‖φ ‖22 .

This gives dissipativity if K5 − λ ≤ 0. So since now we will fix some λ0 ≥ K5.
Second step: Rg(µI −Aλ0) = X = L2(Ω), for some µ > 0. Because µI − Aλ0 = µI − (L − λ0I) = (µ +
λ0)I −L we consider recall µ the value µ+λ0. Using similar arguments as in the previous section we deduce
that a function φ ∈ D(A) = H2(Ω) ∩H1

0 (Ω) is a solution of the Dirichlet problem{
µφ− Lφ = f ∈ L2(Ω) , on Ω
φ = 0, on ∂Ω.

(7.3.2)

if and only if

∫
Ω

d∑
i,j=1

aij ∂iψ ∂jφ dx +

∫
Ω

d∑
j=1

(
d∑
i=1

∂iaji − bj

)
ψ ∂jφ dx +

∫
Ω

(µ− c) ψ φ dx =

∫
Ω

ψ f dx, ∀ψ ∈ H1
0 (Ω).

(7.3.3)
A weak solution of (7.3.2) is a function u ∈ H1

0 (Ω) satisfying (7.3.3). The existence of a weak solution
is due to a generalization of the Riesz representation Theorem which is called Lax-Milgram Lemma. To

prepare the discussion call b̃j =
∑d
i=1 ∂iaji − bj and define the form B : H1

0 (Ω)×H1
0 (Ω)→ C,

B(ψ, φ) :=

∫
Ω

d∑
i,j=1

aij ∂iψ ∂jφ dx +

∫
Ω

d∑
j=1

b̃j ψ ∂jφ dx +

∫
Ω

(µ− c) ψ φ dx (7.3.4)

Clearly B is a bilinear form (i.e linear in the first variable and anti-linear in the second variable) and in
some sense is going to take the place of the inner product on H1

0 (Ω). For this we need a kind of equivalence
between ‖ ‖1,2 and B on H1

0 (Ω). This is contained in the following

Lemma 7.3.1. Let B be defined by (7.3.4). Under the uniform ellipticity hypothesis we can choose an
appropriate µ > 0 such that
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1. B is H1
0 (Ω)×H1

0 (Ω)-continuous, that is there exists L > 0 such that |B(ψ, φ)| ≤ L ‖ψ ‖1,2 ‖φ ‖1,2, for

each ψ, φ ∈ H1
0 (Ω).

2. B is H1
0 (Ω)-elliptic, that is there exists a l > 0 such that |B(ψ,ψ)| ≥ l ‖ψ ‖21,2, for each ψ ∈ H1

0 (Ω).

Proof of Lemma:

1. By Hölder’s inequality we have

|B(ψ, φ)| ≤M1 ‖∇ψ ‖2 ‖∇φ ‖2 +M2 ‖∇φ ‖2 ‖ψ ‖2 +M3 ‖φ ‖2 ‖ψ ‖2 ≤ (M1 +M2 +M3) ‖ψ ‖1,2 ‖φ ‖1,2 ,

for all φ, ψ ∈ H1
0 (Ω), where M1 := d2 max1≤i,j≤d ‖ aij ‖∞, M2 := dmax1≤j≤d

∥∥∥ b̃j ∥∥∥
∞

and M3 :=

‖µ− c ‖∞.

2. Moreover by uniform ellipticity we have

|B(ψ,ψ)| ≥ ReB(ψ,ψ) ≥ a ‖∇ψ ‖22 −M2 ‖ψ ‖2 ‖∇ψ ‖2 + µ ‖ψ ‖22 − ‖ c ‖∞ ‖ψ ‖
2
2 .

Now again as before,

‖∇ψ ‖2 ‖ψ ‖2 ≤
ε2

2
‖∇ψ ‖22 +

1

2ε2
‖ψ ‖22 .

Therefore

|B(ψ,ψ)| ≥
(
a− M2ε

2

2

)
‖∇ψ ‖22 + (µ− ‖ c ‖∞ −

M2

2ε2
) ‖ψ ‖22 ,

for all ψ ∈ H1
0 (Ω). Now it is clear that choosing ε small enough in such way that a− M2ε

2

2 > 0 and µ

big enough in such a way that µ − ‖ c ‖∞ −
M2

2ε2 > 0 we get the conclusion (by virtue of the Poincaré
inequality (Lemma (7.1.4))).

The next result as announced is an extension of the Riesz Lemma

Lemma 7.3.2 (Lax-Milgram). Let X be a Hilbert space, B : X×X → C a bilinear continuous and X-elliptic
form. Then, for each x∗ ∈ X∗, there exists a unique x ∈ X such that x∗(y) = B(y, x), for each y ∈ X.

Proof of Lemma: See Theorem(3.1.4) in [KS I]
Conclusion of the second step: Fix a f ∈ L2(Ω) as we have already shown in the previous section,

x∗ : H1
0 (Ω)→ C, x∗(ψ) :=

∫
Ω

ψf dx

is a linear and bounded functional. Therefore since by Lemma (7.3.1) for a fixed µ large enough, B is
a bilinear continuous and H1

0 (Ω)-elliptic form, by virtue of Lax-Milgram Lemma, there exists a unique
φ ∈ H1

0 (Ω) such that x∗(ψ) = B(ψ, φ), for every ψ ∈ H1
0 (Ω). This φ ∈ H1

0 (Ω) is a weak solution of the
Dirichlet problem (7.3.2). It remains to show the regularity of the solution, that is φ ∈ H2(Ω). To prove that
the weak solution has the right regularity is avery difficult and technical job and is contained in

Theorem 7.3.2 (Regularity of weak solutions of the Dirichlet problem). Let Ω ⊂ Rd of class C2 with
bounded boundary ∂Ω and φ ∈ H1

0 (Ω) a weak solution of the Dirichlet problem (7.3.2). Then φ ∈ H2(Ω) and
there exist a constant C = C(Ω) > 0 such that

‖φ ‖H2(Ω) ≤ C ‖φ ‖L2(Ω) .

The following Corollary is direct from Theorem (7.3.1) and Remark (1.4.3).

Corollary 7.3.1. Let Ω ⊂ Rd be a bounded open set of class C∞ with boundary ∂Ω. Under the uniform
ellipticity hypothesis, for each u0 ∈ H2(Ω) ∩H1

0 (Ω), the parabolic pde
∂u
∂t =

∑d
i,j=1 aij(x)∂i,j u+

∑d
j=1 bj(x)∂j u− c(x)u, (t,x) ∈ [0,∞)× Ω

u = 0, (t,x) ∈ [0,∞)× ∂Ω
u(0,x) = u0(x), x ∈ Ω,

has a unique solution u ∈ C1([0,∞), L2(Ω)) ∩ C([0,∞), H2(Ω) ∩H1
0 (Ω)).
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7.4 The wave equation

In this section we assume tha all the vector spaces are real

Theorem 7.4.1. Let Ω ⊂ Rd be a bounded open set of class C∞. Let f ∈ H2(Ω) ∩H1
0 (Ω) and g ∈ H1

0 (Ω).
Then there exists a unique solution u of the problem

∂2u
∂t2 = ∆u, (t,x) ∈ [0,∞)× Ω
u = 0, (t,x) ∈ [0,∞)× ∂Ω
u(0,x) = f(x), x ∈ Ω,
∂u
∂t (0,x) = g(x), x ∈ Ω,

(7.4.1)

such that u ∈ C([0,∞), H2(Ω) ∩H1
0 (Ω)) ∩ C1([0,∞), H1

0 (Ω)) ∩ C2([0,∞), L2(Ω)).

Proof: Since Ω is bounded by virtue of the Poincaré inequality (Lemma (7.1.4)) we can equip the space
H1

0 (Ω) with the inner product

< u, v >0,1:=

∫
Ω

∇u · ∇v dx,

which is equivalent to the usual one. Therefore, (H1
0 (Ω), < , >0,1) is Hilbert. Let X = H1

0 (Ω) × L2(Ω)
equipped with the inner product

< u,v >X=

∫
Ω

∇u1 · ∇v1 dx +

∫
Ω

u2 v2 dx,

where u = (u1, u2) and v = (v1, v2) are in X = H1
0 (Ω)×L2(Ω). Again, it is direct that (X,< , >) is Hilbert.

If we set v = ∂u
∂t , then the wave equation (7.4.1) can be rewritten as a system of partial differential equations

for the pair (u, v) 
∂u
∂t = v, (t,x) ∈ [0,∞)× Ω
∂v
∂t = ∆u, (t,x) ∈ [0,∞)× Ω
u = 0, (t,x) ∈ [0,∞)× ∂Ω
u(0,x) = f(x), x ∈ Ω,
v(0,x) = g(x), x ∈ Ω,

With these in mind, the above partial differential equation can be rewritten as an abstract Cauchy prob-
lem, i.e an ordinary differential equation in a Hilbert space of the form{

u′(t) = Au(t), t ≥ 0
u(0) = (f, g), ,

where {
D(A) = (H2(Ω) ∩H1

0 (Ω))×H1
0 (Ω) ⊂ X = H1

0 (Ω)× L2(Ω),
Au = (v,∆u) ,u = (u, v) ∈ D(A) .

We will show that the conditions of the Lumer-Phillips Theorem (2.5.2) are satisfied, thus A is the in-
finitesimal generator of a semigroup of contractions on X. Finally the desired result will be direct from
Remark (1.4.3). It is clear that A is densely defined. Furthermore,
First step: A is dissipative. Indeed by Green’s formula (Cor (7.1.2)), for each u = (u, v) ∈ D(A) =
(H2(Ω) ∩H1

0 (Ω))×H1
0 (Ω) we have

< Au,u >X=

∫
Ω

∇v · ∇u dx +

∫
Ω

∆u · v dx = 0.

Second step: I−A is surjective. Let h = (h1, h2) ∈ X = H1
0 (Ω) × L2(Ω). Consider the equation

(I−A)u = h, i.e
u− v = h1 v −∆u = h2

u ∈ H2(Ω) ∩H1
0 (Ω) v ∈ H1

0 (Ω).

Adding two equations we get
u−∆u = h1 + h2 (7.4.2)
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and as h1 + h2 ∈ L2(Ω), there exists a unique u ∈ H2(Ω) ∩ H1
0 (Ω) satisfying (7.4.2) by the existence and

regularity results we studied in the two previous sections. Then v = u − h1 ∈ H1
0 (Ω) exists. Thus we have

shown that I−A is surjective.
Therefore, by the Lumer-Phillips Theorem we deduce that A generates a C0-semigroup of contractions. And
by Remark (1.4.3) we deduce that if u0 = (f, g) ∈ D(A) = (H2(Ω)∩H1

0 (Ω))×H1
0 (Ω), then we get that there

exists a unique solution [0,∞) 3 t→ u(t) = (u(t), v(t)) ∈ X to the evolution equation

u′(t) = Au, u(0) = u0

and u satisfies u ∈ C([0,∞), H2(Ω) ∩H1
0 (Ω)) ∩ C1([0,∞), H1

0 (Ω)) ∩ C2([0,∞), L2(Ω)).

Remark 7.4.1. In fact arguing as before we deduce that −A satisfies the conditions of Lumer-Phillips
Theorem (2.5.2) as well. In other words A satisfies the condition of the celebrated Stone’s generation The-
orem (see Theorem (4.5.4) in Kesavan [KS I]). This implies that A and −A generate a group of isometries.
Based on this, we can extend the previous Theorem (see (4.7.1) in Kesavan [KS I]. Specifically, we can show
that under the assumptions of Theorem (7.4.1), for the unique solution u we have that for every ε > 0,

u ∈ C∞([ε,∞)× Ω).

7.5 Stochastic heat equation with additive space-time white noise

Let U = H = L2(V ), where V ⊂ Rn is a bounded domain with sufficiently smooth boundary ∂V . We
consider the following problem dtX(t, ξ) = ∆ξX(t, ξ) dt+ dW (t, ξ) t ≥ 0, ξ ∈ V

X(t, ξ) = 0 t ≥ 0, ξ ∈ ∂V
X(0, ξ) = 0, ξ ∈ V

(7.5.1)

where ∆ξ(t, ξ) =
∑∞
i=1

∂2

∂ξ2i
X(t, ξ) is the spatial Laplace operator. We write the problem (7.5.1) in the

abstract form {
dX(t) = AX(t) dt + dW (t), t ≥ 0
X(0) = 0, ,

where {
D(A) = H2(V ) ∩H1

0 (V ) ⊂ L2(V ),
A = ∆ξ , ,

U = H = L2(V ), f = 0 and B = I. Consider the case Tr(Q) < ∞. Based on Theorem (6.0.5) in order
to conclude that the problem (7.5.1) admits a unique weak solution given by the stochastic convolution

W∆ξ
(t) =

∫ t
0
S(t − s) dW (s), where S(·) is the C0- semigroup of contraction generated by A = ∆ξ, it is

enough to show that ∫ t

0

‖S(s) ‖2L0
2
ds =

∫ t

0

Tr{S(s)QS∗(s)} ds <∞ (7.5.2)

Indeed if (en)n is an orthonormal basis for L2(V ), then∫ t

0

‖S(s) ‖2L0
2
ds =

∫ t

0

∥∥∥S(s)Q1/2
∥∥∥2

B2(L2(V ))
ds =

∫ t

0

∞∑
n=1

∥∥∥S(s)Q1/2en

∥∥∥2

L2(V )
ds

≤
∫ t

0

‖S(s) ‖2B(L2(V ))

∞∑
n=1

∥∥∥Q1/2en

∥∥∥2

L2(V )
ds ≤

∫ t

0

∞∑
n=1

∥∥∥Q1/2en

∥∥∥2

L2(V )
ds = t T r(Q) <∞.

Thus, when Tr(Q) <∞, there exists a weak solution in any spatial dimension.
Next we consider the case Q = I. It is well known that we can represent the trajectories of the semigroup
S(·) which is generated by A by

S(t)v = etAv =

∞∑
j=1

e−tµj 〈v, φj〉φj ,
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where (µi, φi)
∞
i=1 are the eigenpairs of ∆ξ. The set of the eigenvectors (φj)j is an orthonormal basis for L2(V )

and for the eigenvalues it holds that

0 < µ1 < µ2 ≤ · · · ≤ µj ≤ · · · , µj ≈ j2/n →∞ as j →∞. (7.5.3)

The semigroup is analytic and, in particular, by a simple calculation using Parseval’s identity we have∫ T

0

‖(−A)1/2etAv‖2 dt =

∫ T

0

∑
j

µje
−2tµj 〈v, φj〉2 dt ≤ 1

2
‖v‖2. (7.5.4)

Thus by (7.5.4) we have∫ T

0

‖S(t)Q1/2‖2B2(L2(V )) dt =

∫ T

0

‖etAQ1/2‖2B2(L2(V )) dt

=

∫ T

0

∑
k

‖etAQ1/2ek‖2 dt

=
∑
k

∫ T

0

‖(−A)1/2etA(−A)−1/2Q1/2ek‖2 dt

≤ 1

2

∑
k

‖(−A)−1/2Q1/2ek‖2 =
1

2
‖(−A)−1/2Q1/2‖2B2(L2(V )).

Thus (7.5.2) holds if

‖(−A)−1/2Q1/2‖B2(L2(V )) <∞. (7.5.5)

Then using (7.5.3) we get

‖(−A)−1/2Q1/2‖2B2(L2(V )) =
∥∥∥−(A)−1/2

∥∥∥2

HS
=

∞∑
k=1

µ−1
k ∼

∞∑
k=1

k−2/n.

This is finite if and only if n = 1. Thus white noise is too irregular in higher spatial dimensions.



Appendix A

Basic tools from analysis

A.1 Nuclear and Hilbert-Schmidt Operators

Consider two separable real Hilbert spaces (U,< ,>U ), (H,< , >H). Let {en}∞n=1 ⊂ U and {fn}∞n=1 ⊂ H
be orthonormal bases for U and H respectively. In this section we will examine two special spaces of linear
operators in B(U,H), the nuclear operators and Hilbert-Schmidt operators.

Definition A.1.1. For T ∈ B(U) we say that T is positive if-f T is self-adjoint positive semi-definite, that
is T = T ∗ and < Tu, u >≥ 0, for all u ∈ U . In this case we denote T ≥ 0.

Definition A.1.2. An operator T ∈ B(U,H) is said to be nuclear operator if-f there exist sequences
{an}∞n=1 ⊂ U , {bn}∞n=1 ⊂ H such that

∑∞
n=1 ‖ an ‖ ‖ bn ‖ <∞ and

Tf =

∞∑
n=1

< f, an > bn, for all f ∈ U.

In this case we write T ∈ B1(U,H).

Proposition A.1.1. The space of nuclear operators B1(U,H) equipped with the norm

‖T ‖B1(U,H) = inf{
∞∑
n=1

‖ an ‖ ‖ bn ‖ : Tf =

∞∑
n=1

< f, an > bn, ∀f ∈ U.}

is a Banach space.

Remark A.1.1. A nuclear operator T ∈ B1(U,H) is compact, since by Definition (A.1.2) it can be approx-
imated by operators of finite rank.

Proposition A.1.2. Let U,H.K be separable Hilbert spaces. Then the following assertions hold

(i) If T ∈ B1(U,H) and S1 ∈ B(H,K), then S1T ∈ B1(U,K) and ‖S1T ‖1 ≤ ‖T ‖1 ‖S1 ‖.

(ii) If T ∈ B(U,H) and S2 ∈ B1(H,K), then S2T ∈ B1(U,K) and ‖S2T ‖1 ≤ ‖T ‖ ‖S2 ‖1.

Proof: The proof is simple and is omitted.

Lemma A.1.1. Let T ∈ B1(U) and let {en}∞n=1 ⊂ U be an orthonormal basis for U . Then the trace of T

Tr(T ) :=

∞∑
n=1

< Ten, en >

exists and does not depend on the choice of the orthonormal basis.

Proof: Since T ∈ B1(U), there exist sequences {an}∞n=1 ⊂ U and {bn}∞n=1 ⊂ U such that
∑∞
n=1 ‖ an ‖ ‖ bn ‖ <

∞ and

< Tek, ek >=

∞∑
j=1

< ek, bj >< aj , ek > .

109
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Therefore,

∞∑
k=1

| < Tek, ek > | ≤
∞∑
k=1

∞∑
j=1

| < ek, bj >< aj , ek > |

≤
∞∑
j=1

( ∞∑
k=1

| < ek, bj > |2
) 1

2
( ∞∑
k=1

| < aj , ek > |2
) 1

2


=

∞∑
j=1

‖ aj ‖ ‖ bj ‖ <∞.

Therefore, the series converges absolutely. Moreover, by Fubini’s Theorem we have

Tr(T ) =

∞∑
k=1

< Tek, ek >=

∞∑
k=1

∞∑
j=1

< ek, bj >< aj , ek >

=

∞∑
j=1

∞∑
k=1

< ek, bj >< aj , ek >=

∞∑
j=1

< aj , bj >,

which is independent of the choice of the orthonormal basis.

Corollary A.1.1. If T ∈ B1(U), then Tr(T ) ≤ ‖T ‖1.

Proposition A.1.3. If T ∈ B1(U) and S ∈ B(U), then ST, TS ∈ B1(U) and Tr(TS) = Tr(ST ) ≤
‖T ‖1 ‖S ‖.

Proof: Let {an}∞n=1 ⊂ U , {bn}∞n=1 ⊂ U such that
∑∞
n=1 ‖ an ‖ ‖ bn ‖ < ∞ and Tf =

∑∞
n=1 < f, an >

bn, for all f ∈ U. Then, STf =
∑∞
n=1 < f, an > Sbn, for all f ∈ U and TSf =

∑∞
n=1 < f, S∗an >

bn, for all f ∈ U. Therefore, Tr(ST ) =
∑∞
n=1 < an, Sbn >=

∑∞
n=1 < S∗an, bn >= Tr(TS).

Proposition A.1.4. Let T ∈ B(U), T ≥ 0. Then T is nuclear if and only if for an orthonormal basis
{en}∞n=1 in U the trace Tr(T ) =

∑∞
n=1 < Ten, en > <∞ converges.

In this case Tr(T ) = ‖T ‖B1(U).

Proof: See Da Prato [DP I] Proposition C.3.

Definition A.1.3. An operator T ∈ B(U,H) is said to be Hilbert-Schmidt if-f

∞∑
n=1

‖Ten ‖2 <∞,

for an orthonormal basis {en}∞n=1 of U . In this case we write T ∈ B2(U,H).

Remark A.1.2. If T ∈ B2(U,H) then the sum
∑∞
n=1 ‖Ten ‖

2
is independent of the choice of the orthonor-

mal basis. Indeed, if {fn}∞n=1 is an orthonormal basis for H, then

∞∑
n=1

‖Ten ‖2 =

∞∑
n=1

∞∑
k=1

| < Ten, fk > |2

=

∞∑
k=1

∞∑
n=1

| < en, T
∗fk > |2 =

∞∑
k=1

‖T ∗fk ‖2 .

Proposition A.1.5. Let U,H be two separable Hilbert spaces with orthonormal bases {en}∞n=1 and {fn}∞n=1

respectively. The space B2(U,H) of Hilbert-Schmidt operators, equipped with the inner product

< T, S >B2(U,H):=

∞∑
n=1

< Ten, Sen >H

which induces the norm

‖T ‖B2(U,H) :=

( ∞∑
n=1

‖Ten ‖H

) 1
2

is a separable Hilbert space. More specifically, the set {fj ⊗ ek}j,k∈N consists an orthonormal basis for
B2(U,H).
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Proof: First of all we will show the completeness. Let {Tn}∞n=1 ⊂ B2(U,H) be a Cauchy sequence in
B2(U,H). Then, since ‖T ‖ ≤ ‖T ‖B2(U,H), it is direct that {Tn}∞n=1 is also Cauchy in the Banach space

B(U,H). Therefore, there exists T ∈ B(U,H) such that

lim
n→∞

‖Tn − T ‖B(U,H) = 0.

Fix an ε > 0 and choose a n0 ∈ N such that for all positive integers m,n ≥ n0, ‖Tn − Tm ‖2B2(U,H) < ε. Then
by Fatou’s lemma for each n ≥ n0, we get

‖Tn − T ‖2B2(U,H) =

∞∑
k=1

‖ (Tn − T )ek ‖2

=

∞∑
k=1

lim
m→∞

‖ (Tn − Tm)ek ‖2

≤ lim inf
m→∞

∞∑
k=1

‖ (Tn − Tm)ek ‖2

= lim inf
m→∞

‖Tn − Tm ‖2B2(U,H) ≤ ε.

So, we have shown that limn→∞ ‖Tn − T ‖B2(U,H) = 0 and T ∈ B2(U,H). We will continue with the

separability of B2(U,H). To this aim we will show that {fj ⊗ ek}j,k∈N is countable orthonormal basis for
B2(U,H). It is easy to see that for each j, k ∈ N the rank one operator fj⊗ ek defined by (fj⊗ ek)(u) = fj <
u, ek >, u ∈ U belongs to B2(U,H) and ‖ fj ⊗ ek ‖B2(U,H) = 1. Moreover, for each T ∈ B2(U,H) we have

< fj ⊗ ek, T >B2(U,H)=

∞∑
n=1

< fj , T en >< ek, en >=< fj , T ek > .

From the last one observation, we deduce that

< fj ⊗ ek, fl ⊗ em >B2(U,H)= 0,

when j 6= l or k 6= m. Therefore the system {fj ⊗ ek}j,k∈N is orthonormal. Moreover if T ∈ B2(U,H) such
that < fj ⊗ ek, T >B2(U,H)= 0 for all j, k ∈ N, then < fj , T ek >= 0, for all j, k ∈ N. Since {fn}∞n=1 is an
orthonormal basis for H, we get that Tek = 0, for all k ∈ N, thus T = 0.

Proposition A.1.6. T ∈ B2(U,H) if and only if T ∗ ∈ B2(H,U) and in this case ‖T ‖B2(U,H) = ‖T ∗ ‖B2(H,U).

Proposition A.1.7. If T ∈ B2(U,H), then ‖T ‖B(U,H) ≤ ‖T ‖2.

Proof: Let {fn}∞n=1 be an orthonormal basis for H, then for all f ∈ U we have

‖Tf ‖2 =

∞∑
n=1

| < Tf, fn > |2 =

∞∑
n=1

| < f, T ∗fn > |2

≤ ‖ f ‖2
∞∑
n=1

‖T ∗fn ‖2 = ‖ f ‖2 ‖T ∗ ‖2B2(H,U) = ‖ f ‖2 ‖T ‖2B2(U,H) .

Therefore, ‖T ‖B(U,H) ≤ ‖T ‖B2(U,H).

Proposition A.1.8. If T ∈ B2(U,H) and S ∈ B(U), then TS ∈ B2(U,H) and ‖TS ‖B2(U,H) ≤ ‖T ‖B2(U,H) ‖S ‖.
If T ∈ B(U,H) and S ∈ B2(U), then TS ∈ B2(U,H) and ‖TS ‖B2(U,H) ≤ ‖T ‖ ‖S ‖B2(U,H).

Proof: It is a matter of simple computations.

Proposition A.1.9. Let E,F,G be separable Hilbert spaces. If T ∈ B2(E,F ) and S ∈ B2(F,G), then
ST ∈ B1(E,G) and ‖ST ‖1 ≤ ‖S ‖2 ‖T ‖2.
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Proof: Let {fn}∞n=1 be an orthonormal basis for F . Then, for each x ∈ E we have

STx = S

( ∞∑
n=1

< Tx, fn > fn

)
=

∞∑
n=1

< x, T ∗fn > Sfn.

Therefore,

‖ST ‖1 ≤
∞∑
n=1

‖T ∗fn ‖ ‖Sfn ‖ ≤

( ∞∑
n=1

‖T ∗fn ‖2
) 1

2
( ∞∑
n=1

‖Sfn ‖2
) 1

2

= ‖T ∗ ‖2 ‖S ‖2 = ‖T ‖2 ‖S ‖2 .

Corollary A.1.2. T ∈ B2(U,H) if and only if TT ∗ ∈ B1(H) if and only if T ∗T ∈ B1(U). In this case,

‖T ‖2B2(U,H) = Tr(TT ∗) = Tr(T ∗T ).

Proof: If T ∈ B2(U,H), then by Proposition (A.1.6) T ∗ ∈ B2(H,U) and thus by Proposition (A.1.9)
TT ∗ ∈ B1(H) and T ∗T ∈ B1(U). Moreover, if {fn}∞n=1 is an orthonormal basis in H, then

Tr(TT ∗) =

∞∑
n=1

< TT ∗fn, fn >=

∞∑
n=1

‖T ∗fn ‖2 = ‖T ∗ ‖22 = ‖T ‖22 .

Conversely, if TT ∗ ∈ B1(H), then by Lemma (A.1.1) Tr(TT ∗) < ∞. Since Tr(TT ∗) =
∑∞
n=1 ‖T ∗fn ‖

2
we

have that both T and T ∗ are Hilbert-Schmidt operators.

Proposition A.1.10. If Q ∈ B(U), Q ≥ 0 and Tr(Q) < ∞, then there exists an orthonormal basis
{en}∞n=1 ⊂ U such that

Qen = λnen

where λ1 ≥ λ2 ≥ . . . ≥ 0 and limk→∞ λk = 0 and 0 is the only accumulation point of (λk)k. Moreover,

Qx =

∞∑
k=1

λk < x, ek > ek, x ∈ U.

Proof: This is a consequence of the Spectral Theorem for self-adjoint compact operators.

A.2 Pseudo-inverse and the Cameron-Martin space

Let U,H be two separable real Hilbert spaces. We know that an operator T ∈ B(U,H) is 1 − 1 if and
only if Ker(T ) = {0}. Therefore, the restriction T |(Ker(T ))⊥ is always one-to-one. Moreover, since U =

Ker(T ) ⊕ (Ker(T ))⊥, we have that T ((Ker(T ))⊥) = T (U). This discussion drives us to the following
definition.

Definition A.2.1. Let T ∈ B(U,H). We define the pseudo-inverse of T , still denoted by T−1 by

T−1 :=
(
T |(Ker(T ))⊥

)−1
.

The pseudo-inverse T−1 is defined on T (U), so

T−1 : T (U)→ (Ker(T ))⊥.

Definition A.2.2. Let Q ∈ B(U), Q ≥ 0 and let Q
1
2 be its positive square root, that is Q

1
2 ≥ 0 and

Q1/2Q1/2 = Q. We define the Cameron-Martin space U0 = Q1/2(U) with inner product

< u0, v0 >U0
:=< Q−1/2u0, Q

−1/2v0 >U , , u0, v0 ∈ U0,

where Q−1/2 denotes the pseudo-inverse of Q1/2 in case it is not one-to-one.
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Remark A.2.1. The map

Q1/2 : ((Ker(Q1/2))⊥, < , >U )→ (U0, < ,>0)

is an isometric isomorphism. Therefore, the Cameron-Martin space (U0, < , >0) is separable and Hilbert.
Moreover, if {gn}∞n=1 is an orthonormal basis of (Ker(Q1/2))⊥, then {Q1/2gn}∞n=1 is an orthonormal basis
for (U0, < , >0).

Definition A.2.3. Let Q ∈ B(U), Q ≥ 0 and let U0 = Q1/2(U) be the Cameron-Martin space endowed with
the inner product < , >0. We define the space

L0
2 := B2(U0,H)

and
B(U,H)0 := {T |U0

: T ∈ B(U,H)}.

Lemma A.2.1. Let Q ∈ B(U), Q ≥ 0 with Tr(Q) < ∞. There exists an orthonormal basis for L0
2 =

B2(U0, H) consisting of elements of B(U,H)0. Furthermore, B(U,H)0 ⊂ L0
2 and thus it is dense in L0

2.

Proof: Consider an orthonormal basis of U , consisting by the eigenvectors of Q. Such a basis exists by
(A.1.10). In particular this basis is the union of an orthonormal basis {hk}∞k=1 for Ker(Q), corresponding to
the zero eigenvalues of Q and of an orthonormal basis {gk}∞k=1 for (Ker(Q))⊥ corresponding to the positive
eigenvalues of Q. Note that Ker(Q) = Ker(Q1/2). Indeed it is direct that Ker(Q1/2) ⊂ Ker(Q). For the
inverse inclusion, observe that if x ∈ Ker(Q), then Q1/2x ∈ Ker(Q1/2) ∩ (Ker(Q1/2))⊥, so Q1/2x = 0. By
remark (A.2.1), since {gn}∞n=1 is an orthonormal basis for (Ker(Q1/2))⊥, then {Q1/2gn}∞n=1 is an orthonormal
basis for U0. Let {fn}∞n=1 be an orthonormal basis for H. Then by Proposition (A.1.5), {fj⊗Q1/2gk}j,k∈N is
an orthonormal basis for L0

2 = B2(U0, H). It is easy to prove that these operators are elements of B(U,H)0

as well. Indeed, for all u ∈ U0 we have∥∥∥ (fj ⊗Q1/2gk)(u)
∥∥∥
H

=
∥∥∥ fj < Q1/2gk, u >U0

∥∥∥
H

=
∥∥∥ fj < gk, Q

−1/2u >U

∥∥∥
H

=

∥∥∥∥∥ fj < gk,
∑
λk>0

1√
λk

< u, gk > gk >U

∥∥∥∥∥
H

≤ 1√
λk
‖u ‖U .

This proves the first statement. For the second statement, since Tr(Q) <∞, by proposition (A.1.4) we have
that Q ∈ B1(U). Thus, by Corollary (A.1.2) Q1/2 ∈ B2(U). Now, if T ∈ B(U,H)0, by Proposition (A.1.8)
TQ1/2 ∈ B2(U,H). Combining all these, we get

‖T ‖2L0
2

=

∞∑
k=1

∥∥∥TQ1/2gk

∥∥∥2

=

∞∑
k=1

∥∥∥TQ1/2gk

∥∥∥2

+

∞∑
k=1

∥∥∥TQ1/2hk

∥∥∥2

=
∥∥∥TQ1/2

∥∥∥2

B2(U,H)
≤ ‖T ‖2B(U,H)

∥∥∥Q1/2
∥∥∥2

B2(U)
<∞.

Thus, B(U,H)0 ⊂ L0
2

A.3 Calculus of Banach space valued functions

A.3.1 Differentiation of Banach space valued functions

Definition A.3.1. Let (X, ‖ ‖X) be a normed space, (a, b) ⊂ R+ an open interval, f : (a, b)→ X a function
and t0 ∈ (a, b) a point. The function f is said to be differentiable at t0 if-f the limit

lim
h→0

f(t0 + h)− f(t0)

h

exists in X. In this case, the value of the above limit is denoted by f ′(t0) and is called the derivative of f at
t0.
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Remark A.3.1. In the same manner, we can define the right derivative (left derivative) of f at a point
t0, assuming that the function is defined in an interval of the form [t0, t0 + h)((t0 − h, t0]), for some h > 0.

Remark A.3.2. A lot of standard results in differential calculus of scalar valued functions, remain valid in
the case of Banach space valued functions. We will now examine some cases which will be useful in the next
sections.

Proposition A.3.1. Let (X, ‖ ‖X) be a normed space and f : (a, b)→ X a differentiable function such that
f ′(t) = 0, for each t ∈ (a, b). Then f is constant.

Proof: Let x∗ ∈ X∗ a linear bounded functional. Consider the scalar valued function g : (a, b) → R(or
C), g(t) = x∗(f(t)), for each t ∈ (a, b). By the linearity and continuity of x∗, we have that g is differentiable
and g′(t) = x∗(f ′(t)) = 0, for each t ∈ (a, b). Thus, x∗(f(t)) = constant, for each t ∈ (a, b), x∗ ∈ X∗. Now,
let t0 ∈ (a, b), then for each t ∈ (a, b) we have:

‖f(t)− f(t0)‖ = sup{x∗(f(t)− f(t0)) : x∗ ∈ X∗, ‖x∗‖ ≤ 1} = 0

Proposition A.3.2. Let (X, ‖ ‖X) be a normed space and f : (a, b)→ X a differentiable function at a point
t0 ∈ (a, b). Then f is continuous at t0.

Remark A.3.3. In contrast to the two previous results, the Mean Value theorem is not true in general
for Banach space valued functions. To this end, consider the vector valued function f : [0, π/2] → R2,
f(t) = (sin t, cos t). Then, ‖ (b− a)f ′(t) ‖2 = π/2, for each t ∈ (a, b), while ‖ f(b)− f(a) ‖2 =

√
2.

A.3.2 Riemann integral of Banach space valued functions

Definition A.3.2. Let (X, ‖ ‖X) be a normed space, f : [a, b]→ X a function,

J = {a = t0 < t1 < . . . < tk = b}, a partition of [a, b]

Ξ = {ξi}k−1
i=0 ⊂ [a, b], such that: a = t0 ≤ ξ0 ≤ t1 ≤ . . . ≤ ξk−1 ≤ tk = b.

We define the real number:
∆(J ) = max{ti+1 − ti : 0 ≤ i ≤ k − 1}

and the element of X:

S(J ,Ξ, f) =

k−1∑
i=0

f(ξi)(ti+1 − ti).

The function f is said to be Riemann integrable if-f the limit limn→∞ S(Jn,Ξn, f) exists in X, for each
sequence of pairs ((Jn,Ξn))n∈N such that limn→∞∆(Jn) = 0 and is independent of the choice of the sequence.

In this case, the limit limn→∞ S(Jn,Ξn, f) is called the Riemann integral of f and is denoted by
∫ b
a
f(t)dt.

Theorem A.3.1. Let (X, ‖ ‖X) be a Banach space and f : (a, b) → X a function. If f is continuous, then
it is also Riemann integrable.

Proof: Let ((Jn,Ξn))n∈N be a sequence as in Definition (A.3.2), with limn→∞∆(Jn) = 0. We will show
that the sequence (S(Jn,Ξn, f))∞n=1 ⊂ X is Cauchy, thus convergent, since X is Banach. Let ε > 0. The
function f is uniformly continuous in [a, b], since it is continuous and [a, b] is compact. So, there is a δ > 0
such that:

‖f(s)− f(t)‖ < ε/2(b− a), for all s,t ∈ [a, b], with |s− t| < δ.

Consider now the pairs (J ,Ξ), J = {ti}ki=0, Ξ = {ξi}k−1
i=0 , ∆(J ) < δ, where J ,Ξ are

as in definition and (J ′,Ξ′), J ′ = {t′i}k
′

i=0, Ξ′ = {ξ′i}
k′−1
i=0 , ∆(J ′) < δ, where J ′,Ξ′

are as in definition. Observe that for the pair (J ′′,Ξ′′), where J ′′ = J ∪J ′, J ′′ = {t′′i }k
′′

i=0, Ξ′′ = {t′′i }
k′′−1
i=0 ,

we have that k′′ ≤ k + k′ − 2 and ∆(J ′′) < δ. In addition, for i = 0, 1, . . . , k − 1 the interval [ti, ti+1], either
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coincides with some [t′′ji , t
′′
ji+1], or it is a finite union of intervals, i.e [ti, ti+1] = [t′′ji , t

′′
ji+1]∪ . . .∪ [t′′ji+l, t

′′
ji+l+1],

for some positive integer l. Therefore,we have:

‖f(ξi)(ti+1 − ti)−
l∑

m=0

f(t′′ji+m)(t′′ji+m+1 − t′′ji+m)‖ = ‖
l∑

m=0

[f(ξi)− f(t′′ji+m)][t′′ji+m+1 − t′′ji+m]‖

<
ε(ti+1 − ti)

2(b− a)
,

since ξi, t
′′
ji+m

∈ [ti, ti+1], for each m = 0, 1 . . . , l , so |ξi − t′′ji+m| < δ. Summing over i we get:

‖S(J ,Ξ, f)− S(J ′′,Ξ′′, f)‖ < ε

2(b− a)
(b− a) = ε/2.

Similarly, we have:
‖S(J ′,Ξ′, f)− S(J ′′,Ξ′′, f)‖ < ε/2.

Therefore:
‖S(J ,Ξ, f)− S(J ′,Ξ′, f)‖ < ε, (A.3.1)

for each (J ,Ξ), (J ′,Ξ′) such that Ξ, Ξ′ are as in definition and ∆(J ), ∆(J ′) < δ. This leads us to the
observation that (S(Jn,Ξn, f))n is Cauchy and that the limit limn→∞ S(Jn,Ξn, f) is independent of the
choice of the sequence, as desired.

Remark A.3.4. The previous theorem reveals the important role that completeness of Banach spaces plays
to the Riemann integration of Banach space valued functions.

Proposition A.3.3. Let (X, ‖ ‖X) be a Banach space, f, g : [a, b] → X Riemann integrable functions and
λ, κ scalars. Then, λf + κg is Riemann integrable and∫ b

a

(λf + κg)dx = λ

∫ b

a

f(x)dx+ κ

∫ b

a

g(x)dx

Proof: For every sequence ((Jn,Ξn))n∈N as in Definition (A.3.2), such that lim
n→∞

∆(Jn) = 0, we have:

S(Jn,Ξn, λf + κg) = λS(Jn,Ξn, f) + κS(Jn,Ξn, g), for each n ∈ N

Since f, g are Riemman integrable, it is enough to take the limits as n→∞ in the last identity.

Proposition A.3.4. Let (X, ‖ ‖X) be a Banach space and f : (a, b)→ X a continuous function. Then,∥∥∥∥∥
∫ b

a

f(t)dt

∥∥∥∥∥ ≤
∫ b

a

‖ f(t) ‖ dt

Proof: First of all, observe that the real valued function ‖f‖ is integrable, since it is continuous. Let
((Jn,Ξn))n∈N be a sequence as in Definition (A.3.2), such that lim

n→∞
∆(Jn) = 0. Then, we can easily derive

that:
‖S(Jn,Ξn, f) ‖ ≤ S(Jn,Ξn, ‖f‖), for each n ∈ N.

By integrability of f and ‖f‖ and continuity of the norm ‖ ‖, taking the limits as n→∞, we have the desired
result.

Theorem A.3.2. Let (X, ‖ ‖X) be a normed space, f : [a, b] → X a continuous function and a fixed point
x ∈ X. Consider the function F : [a, b]→ X,

F (t) = x+

∫ t

a

f(s) ds.

Then F is differentiable and F ′(t) = f(t), for all t ∈ [a, b].
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Proof: Let t0 ∈ [a, b]. Without loss of generality, we assume that t0 is an interior point of [a, b]. Let
ε > 0. From continuity of f at t0, there is δ > 0 such that:

‖f(t)− f(t0)‖ < ε, for each t ∈ [a, b], with |t− t0| < δ.

Therefore, for each 0 < h < δ we have:∥∥∥∥F (t0 + h)− F (t0)

h
− f(t0)

∥∥∥∥ =
1

h

∥∥∥∥∥
∫ t0+h

a

f(s) ds−
∫ t0

a

f(s) ds− hf(t0)

∥∥∥∥∥
=

1

h

∥∥∥∥∥
∫ t0+h

t0

(f(s)− f(t0)) ds

∥∥∥∥∥
≤ 1

h

∫ t0+h

t0

‖f(s)− f(t0)‖ ds < ε. (A.3.2)

Similarly, we can show that for −δ < h < 0 we have again that:∥∥∥∥F (t0 + h)− F (t0)

h
− f(t0)

∥∥∥∥ < ε.

This means that the last inequality is valid for all 0 < |h| < δ, which completes the proof.

Corollary A.3.1. Let (X, ‖ ‖X) be a normed space and f : [a, b] → X a function. Then, f ∈ C1([a, b]) if
and only if there exists a continuous function φ : [a, b]→ X, such that:

f(t) = f(a) +

∫ t

a

φ(s) ds , for each t ∈ [a, b] (A.3.3)

Proof: Suppose that f ∈ C1([a, b]) and consider the function,

z(t) = f(t)− f(a)−
∫ t

a

f ′(s) ds, t ∈ [a, b].

By virtue of Theorem (A.3.2), the function z is differentiable in [a, b] and z′(t) = 0, for each t ∈ [a, b]. Now, by
virtue of Proposition (A.3.1), z(t) = z(a) = 0, for each t ∈ [a, b]. The converse is direct from Theorem (A.3.2)

Corollary A.3.2. Let (X, ‖ ‖X) be a normed space, f : [a, b]→ X a continuously differentiable function in
[a, b]. Then, ∫ b

a

f ′(s) ds = f(b)− f(a) (A.3.4)

Proof: Consider the function, F (t) = f(t) −
∫ t
a
f ′(s) ds, t ∈ [a, b]. Then, as in the proof of Corol-

lary (A.3.1), we have that F is constant in [a, b]. Therefore F (a) = F (b) and the proof is complete.

Theorem A.3.3 (Uniform Convergence Theorem). Let (X, ‖ ‖X) be a normed space, fn : [a, b]→ X, n ∈ N,
a sequence of continuous functions and f : [a, b]→ X a function. If fn → f uniformly as n→∞, then:

lim
n→∞

∫ b

a

fn(s) ds =

∫ b

a

f(s) ds.

Proof: Since the convergence is uniform and (fn)n is a sequence of continuous functions, the limit f is
also a continuous function, thus Riemann integrable. Moreover, we have:∥∥∥∥∥

∫ b

a

fn(s) ds−
∫ b

a

f(s) ds

∥∥∥∥∥ ≤
∫ b

a

‖fn(s)− f(s)‖ ds

≤ (b− a) sup
s∈[a,b]

‖fn(s)− f(s)‖ → 0, as n→∞
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Remark A.3.5. We remind you that if (X, ‖ ‖X) is a Banach space, then the space B(X) equipped with
the operation of composition of two functions is a Banach algebra. Moreover, if (Tn)n, (Sn)n are sequences
in B(X), such that limn→∞ Tn = T and limn→∞ Sn = S, then limn→∞ SnTn = ST , which means that the
operation of multiplication is continuous. To see this note that (‖Tn ‖)n is bounded since (Tn)n is convergent
and for each n ∈ N we have,

‖SnTn − ST ‖ ≤ ‖SnTn − STn ‖ + ‖STn − ST ‖ ≤ (sup
n∈N
‖Tn ‖) ‖Sn − S ‖ + ‖S ‖ ‖Tn − T ‖ .

Proposition A.3.5. Let (X, ?) be a Banach algebra, f : [a, b] → X a Riemann integrable function and a
fixed point c ∈ X. Then c ? f and f ? c are Riemann integrable functions and it holds that:

c ?

∫ b

a

f(s) ds =

∫ b

a

c ? f(s) ds[∫ b

a

f(s) ds

]
? c =

∫ b

a

f(s) ? c ds

Proof: For every sequence ((Jn,Ξn))n∈N as in Definition (A.3.2), such that lim
n→∞

∆(Jn) = 0, we have:

c ? S(Jn,Ξn, f) = S(Jn,Ξn, c ? f), for each n ∈ N

S(Jn,Ξn, f) ? c = S(Jn,Ξn, f ? c), for each n ∈ N
Since f is Riemman integrable and ” ? ” is a continuous function, it is enough to take the limits as n→∞.

A.4 Closed Linear Operators

Definition A.4.1. A linear operator A : X ⊃ D(A) → X, on a Banach space (X, ‖ ‖X) (where D(A) is a
linear subspace) is said to be closed if-f for each sequence {xn}∞n=1 ⊂ D(A), such that:

lim
n→∞

xn = x ∈ X and lim
n→∞

Axn = y ∈ X,

it holds that:
x ∈ D(A) and y = Ax.

Proposition A.4.1. Let A : X ⊃ D(A)→ X be a linear operator on a Banach space (X, ‖ ‖X). Then, A is
closed if and only if the graph of A:

GA = {(x, y) ∈ X ×X : x ∈ D(A), y = Ax}

is a closed subset in X ×X.

Proof: The proof is direct from the definition of a closed set via sequences.

Remark A.4.1. It is clear that every T ∈ B(X) is closed. The inverse statement is not always true.

Example A.4.1. Consider the Banach space (C([0, 1]), ‖ ‖∞) of continuous complex functions in [0, 1],
endowed with the supremum norm and its linear subspace D(A) = C1([0, 1]) ⊂ C([0, 1]) of continuously
differentiable functions. We define the linear operator A : X ⊃ D(A) → X , Ax = x′. We claim that A is
not bounded. To this end, consider the sequence {xn}∞n=1 ⊂ C1([0, 1]), xn(t) = tn, 0 ≤ t ≤ 1, n ∈ N. Then,
‖xn ‖∞ = 1 and ‖Axn ‖∞ = n, for each n ∈ N. On the other hand, it is easy to verify that A is closed. For
this, suppose that {xn}∞n=1 ⊂ D(A) is a sequence such that: limn→∞ xn = x ∈ X and limn→∞Axn = y ∈ X.
Equivalently xn → x uniformly and x′n → y, uniformly. Thus, x ∈ C1([0, 1]) and y = x′, as desired.

Proposition A.4.2. Let A : X ⊃ D(A)→ X be a closed linear operator, where X is Banach space and let
[a, b] 3 t → xt ∈ D(A) be a Riemann integrable function. If the function [a, b] 3 t → Axt ∈ X is Riemann
integrable, then: ∫ b

a

xs ds ∈ D(A)

and

A

∫ b

a

xs ds =

∫ b

a

Axs ds
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Proof: Let ((Jn,Ξn))n∈N be a sequence as in definition (A.3.2), such that lim
n→∞

∆(Jn) = 0. Observe that

the the sequence (S(Jn,Ξn, x))∞n=1 is in D(A), since D(A) is a linear space. In addition,

A(S(Jn,Ξn, x)) = S(Jn,Ξn, Ax), for each n ∈ N.

Since the functions t→ xt and t→ Axt are Riemann integrable, we have:

lim
n→∞

S(Jn,Ξn, x) =

∫ b

a

xs ds and lim
n→∞

S(Jn,Ξn, Ax) =

∫ b

a

Axs ds.

Now, the closedness of A implies the desired results.

Proposition A.4.3. Let A : X ⊃ D(A) → X be a linear operator, where X is a Banach space. We define
the norm

‖ ‖A : D(A)→ [0,∞), ‖x ‖A = ‖x ‖X + ‖Ax ‖X .

Then, A is closed if and only if (D(A), ‖ ‖A) is Banach.

Proof:

”⇒ ” Assume that A is closed and (xn)n is a Cauchy sequence in (D(A), ‖ ‖A). Then, since ‖x ‖X ≤ ‖x ‖A
and ‖Ax ‖X ≤ ‖x ‖A, for all x ∈ D(A), we conclude that (xn)n and (Axn)n are ‖ ‖X -Cauchy. From
completeness of (X, ‖ ‖X) and closedness of A, there is x ∈ D(A) such that: lim

n→∞
‖xn − x ‖X = 0 and

lim
n→∞

‖Axn −Ax ‖X = 0. This implies that lim
n→∞

‖xn − x ‖A = 0.

”⇐ ” Consider a sequence (xn)n in D(A) such that the sequences (xn)n and (Axn)n are ‖ ‖X -convergent,
so ‖ ‖X -Cauchy. Then, (xn)n is ‖ ‖A-Cauchy. Completeness of (D(A), ‖ ‖A) implies that there is a
x ∈ D(A) such that lim

n→∞
‖xn − x ‖A = 0. Thus, lim

n→∞
‖xn − x ‖X = 0 and lim

n→∞
‖Axn −Ax ‖X = 0,

since ‖xn − x ‖X ≤ ‖xn − x ‖A and ‖Axn −Ax ‖X ≤ ‖xn − x ‖A.

Proposition A.4.4. Let A : X ⊃ D(A) → X be a closed linear operator, where X is a Banach space. If A
is 1− 1, we can define the linear operator:

A−1 : R(A)→ D(A), A−1y = x⇔ Ax = y, for x ∈ D(A), y ∈ R(A).

Then, A−1 is also closed.

Proof: Let {yn}∞n=1 ⊂ rg(A) be a sequence such that: limn→∞ yn = y ∈ X and limn→∞A−1(yn) = x ∈ X.
Set xn = A−1yn, n ∈ N. Then, {xn}∞n=1 ⊂ D(A), limn→∞ xn = x ∈ X and limn→∞Axn = y ∈ X. The
closedness of A implies that x ∈ D(A) and y = Ax. Equivalently y ∈ rg(A) and A−1y = x. Therefore, A−1

is closed.

Corollary A.4.1. Let A : X ⊃ D(A) → X be a linear closed operator, where X is a Banach space. If A is
bijective then A−1 ∈ B(X).

Proof: By virtue of proposition (A.4.4), A−1 : X → X is closed. Now, by virtue of Proposition (A.4.1)
and the Closed graph theorem, we conclude that A−1 is bounded.

Proposition A.4.5. Let A : X ⊃ D(A) → X be a closed linear operator and B ∈ B(X), where X is a
Banach space. Then, C : D(A)→ X, C = A+B is a closed linear operator.

Proof: Let {xn}∞n=1 ⊂ D(A) be a sequence such that: limn→∞ xn = x ∈ X and limn→∞ Cxn = y ∈ X.
Then, limn→∞Axn = y −Bx, thus by closedness of A, x ∈ D(A) and y −Bx = Ax⇔ y = Cx.

Corollary A.4.2. Let A : X ⊃ D(A)→ X be a linear operator. Then A is closed if and only if there exists
λ ∈ R such that λIX −A is closed.
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Proof: This is a consequence of Proposition (A.4.5) and of the equivalence: A is closed if and only if -A
is closed.

Definition A.4.2. Let A : X ⊃ D(A)→ X be a closed linear operator, where X is a Banach space. A linear
subspace D ⊂ D(A) is said to be a core of A if-f for each x ∈ D(A), there exists {xn}∞n=1 ⊂ D such that:
xn → x and Axn → Ax, as n→∞.

Remark A.4.2. It is obvious that if D is a core of a closed linear operator A, then D is dense in D(A) and
A(D) is dense in rg(A).

Proposition A.4.6. Let A : X ⊃ D(A) → X be a closed linear operator, where X is a Banach space.
Assume that there exists c > 0 such that:

‖Ax ‖ ≥ c ‖x ‖ , for each x ∈ D(A).

If a linear subspace D ⊂ D(A) has the property: A(D) is dense in rg(A), then D is a core of A.

Proof: A(D) is dense in rg(A). Thus, for each x ∈ D(A), there exists (xn)n inD such that: limn→∞Axn =
Ax. Now,

‖xn − x ‖ ≤
1

c
‖Axn −Ax ‖ → 0, as n→∞,

which competes the proof.

Remark A.4.3. It is clear that a dense linear subspace is always a core of a bounded linear operator. More
generally, the following statement is true.

Proposition A.4.7. Let A : X ⊃ D(A) → X be a closed linear operator, where X is a Banach space. A
linear subspace D ⊂ D(A) is a core of A if and only if D is dense in (D(A), ‖ ‖A).

A.5 Inverses of Operators

Definition A.5.1. Let (X, ‖ ‖X),(Y, ‖ ‖Y ) be two normed spaces and T ∈ B(X,Y ). We say that T is
invertible if-f there is L ∈ B(Y,X), such that TL = IY and LT = IX . Equivalently, TLy = y , for each y ∈
Y and LTx = x , for each x ∈ X.

Remark A.5.1. When the bounded operator L exists, then it coincides with the linear transformation T−1.
Indeed, it is easy to verify that if the conditions of Definition (A.5.1) are satisfied, then T is bijective, thus
L = T−1 and this is the unique operator with these properties. The inverse statement does not always hold.
This means, that it is possible the inverse transformation T−1 to exist, but not to be bounded. Moreover, in
the case where X and Y are both Banach spaces, then the open mapping theorem ensures us that T ∈ B(X,Y )
is invertible if and only if T is bijective.

Theorem A.5.1. Let (X, ‖ ‖X) be a Banach space and A ∈ B(X). If ‖A ‖B(X) < 1, then:

1. The operator I −A is invertible.

2. ‖ I −A ‖ ≤ 1
1−‖A ‖

3. (I −A)−1 =
∑∞
n=0A

n

Proof: The sequence of partial sums (Sn)n, where Sn =
∑n
k=0A

k, n ∈ N, is Cauchy in the Banach space
B(X), thus convergent. Indeed, for positive integers m > n we have:

‖Sn − Sm ‖ =

∥∥∥∥∥
m∑

k=n+1

Ak

∥∥∥∥∥ ≤
m∑

k=n+1

‖A ‖k → 0 , as n,m→∞,

because
∑∞
n=1 ‖A ‖

n
<∞, since ‖A ‖ < 1.



120 APPENDIX A. BASIC TOOLS FROM ANALYSIS

Moreover, it is to verify that
∑∞
n=0A

n is a linear bounded operator (as expected) and that ‖
∑∞
n=0A

n ‖
B(X)

≤
1

1−‖A ‖ . For the last one, observe that for each x ∈ X:∥∥∥∥∥
∞∑
n=0

Anx

∥∥∥∥∥
X

≤
∞∑
n=0

‖A ‖nB(X) ‖x ‖X =
1

1− ‖A ‖B(X)

‖x ‖X

In addition, we have:

‖ (I −A)Sn − I ‖ =
∥∥ I −An+1 − I

∥∥ =
∥∥An+1

∥∥ ≤ ‖A ‖n+1 → 0, as n→∞,

again because ‖A ‖ < 1.
Therefore,

(I −A)

∞∑
n=0

An = lim
n→∞

(I −A)Sn = I

Similarly, we can show that
∞∑
n=0

An(I −A) = I

. This means, that I −A is invertible and (I −A)−1 =
∑∞
n=0A

n

A.6 The Banach-Steinhaus Theorem

Lemma A.6.1. Let X be a Banach space, (rn)n a sequence of positive real numbers such that limn→∞ rn = 0
and (xn)n a sequence of elements of X. If the sequence of sets (Bn)n, where Bn = B(xn, rn), n ∈ N is
decreasing, i.e Bn+1 ⊂ Bn for all n ∈ N, then

⋂∞
n=1Bn 6= ∅.

Proof: The sequence (xn)n is Cauchy in X. Indeed, for positive integers m > n we have: ‖xn − xm ‖ ≤ rn.
By completeness of X, there exists x ∈ X: limn→∞ xn = x. We will show that x ∈

⋂∞
n=1Bn. To this end,

observe that for n ∈ N it holds that {xN}N≥n ⊂ Bn and Bn is closed. Thus x = limN xN ∈ Bn, for each
n ∈ N.

Definition A.6.1. Let (X, ‖ ‖X) be a normed space. A subest S ⊂ X is said to be nowhere dense if-f its
closure S does not contain any open ball.

Proposition A.6.1. Let (X, ‖ ‖X) be a normed space and S ⊂ X. If S is nowhere dense, then each open
ball B in X contains an open ball B′ such that: B′

⋂
S = ∅.

Proof: Suppose that there exists an open ball B such that: B′
⋂
S 6= ∅, for each open ball B′ ⊂ B.

We will show that B ⊂ S which leads us to a contradiction. Let x ∈ B. There exists n ∈ N such that:
B(x, 1

n ) ⊂ B, because B is open. By our assumption, for each N ≥ n: B(x, 1
N )
⋂
S 6= ∅. Thus, for each

N ≥ n we can choose xN ∈ B(x, 1
N )
⋂
S. Thus, we can conclude that x = limN xN ∈ S.

Theorem A.6.1 (Baire’s Category Theorem). Let (X, ‖ ‖X) be a Banach space. Then X cannot be repre-
sented as a countable union of nowhere dense sets.

Proof: Suppose that X can be written as: X =
⋃∞
n=1 Sn, where (Sn)n is a sequence of nowhere dense

sets. Let B(0, 1) be the unitary open ball in X. Since S1 is nowhere dense, by virtue of Proposition (A.6.1),
we can choose an open ball B1 = B(x1, r1) such that:

r1 ≤
1

2
, B(x1, r1) ⊂ B(0, 1) and B(x1, r1)

⋂
S1 = ∅.

Generally having found an open ball Bn, we can choose an open ball Bn+1 = B(xn+1, rn+1) such that:

rn+1 ≤
1

n+ 2
, B(xn+1, rn+1) ⊂ Bn and B(xn+1, rn+1)

⋂
Sn+1 = ∅.

Now, the sequences (rn)n, (xn)n and (Bn)n, satisfy the conditions of Lemma (A.6.1), so there exists x ∈⋂∞
n=1Bn. But then, x ∈

⋂∞
n=1(Sn)c = ∅, which is impossible.
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Theorem A.6.2 (Banach-Steinhauss Theorem). Let (X, ‖ ‖X) be a Banach space (Y, ‖ ‖Y ) a normed space
and (Ai)i∈I a family of linear bounded operators from X into Y (i.e {Ai}i∈I ⊂ B(X,Y )).
If for each x ∈ X:

sup
i∈I
‖Aix ‖Y <∞,

then
sup
i∈I
‖Ai ‖B(X,Y ) <∞

Proof: For each n ∈ N, we set:

Sn = {x ∈ X : ‖Aix ‖Y ≤ n , for each i ∈ I}.

Because of continuity of operators (Ai)i∈I , it is easy to verify that Sn is closed, for each n ∈ N. In addition,
by our assumption it follows that

X =

∞⋃
n=1

Sn.

By virtue of the Baire’s Category Theorem (A.6.1), there exists n0 ∈ N such that Sn0
is not nowhere

dense. This means that there exists an open ball B(x, r) in X such that: B(x, r) ⊂ Sn0
⇒ B(x, r) ⊂ Sn0

.
Consider y ∈ X, y 6= 0X and set z = x+ r

‖ y ‖ y. Observe that x, z ∈ B(x, r) ⊂ Sn0 . Therefore, for each i ∈ I
we have:

‖Aiy ‖ =

∥∥∥∥ ‖ y ‖r Aiz −
‖ y ‖
r

Aix

∥∥∥∥
≤
‖ y ‖
r
‖Aiz ‖ +

‖ y ‖
r
‖Aix ‖

≤ 2n0

r
‖ y ‖ .

This means that:

‖Ai ‖ ≤
2n0

r
, for each i ∈ I.

Remark A.6.1. If the conditions of the Banach Steinhauss Theorem are satisfied, then the conclusion is
equivalent to the following statement: There exists K > 0 such that:

‖Aix ‖Y ≤ K ‖x ‖X , for each x ∈ X , i ∈ I.

Corollary A.6.1. Let (X, ‖ ‖X) be a Banach space, (Y, ‖ ‖Y ) a normed space and (An)n∈N a sequence of
linear bounded operators from X into Y . If for each x ∈ X, the limit limn→∞Anx exists, then the operator:

A : X → Y Ax = lim
n→∞

Anx,

is linear and bounded.

Proof: It is easy to verify the linearity of A. Moreover, for each x ∈ X the sequence (‖Anx ‖)n is bounded
in R. By virtue of the Banach-Steinhauss theorem (A.6.2) and Remark (A.6.1), there exists k > 0 such that:

‖Anx ‖Y ≤ k ‖x ‖X , for each x ∈ X , n ∈ N.

Now, taking the limits as n→∞ and because of continuity of the norm, we get:

‖Ax ‖Y ≤ k ‖x ‖X , for each x ∈ X.

Thus, A ∈ B(X,Y ).
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Remark A.6.2. The above theorem is true only for linear operators. As a counterexample, consider the
sequence of continuous functions xn(t) = tn, t ∈ [0, 1]. Then, the sequence converges pointwise on [0, 1] to
the function:

x(t) =

{
0 when 0 ≤ t < 1,
1 when t = 1.

which is not continuous.

Corollary A.6.2. Let (X, ‖ ‖X) be a Banach space, (Y, ‖ ‖Y ) a normed space and (At)t≥0 a family of linear
bounded operators from X into Y . If for each x ∈ X the limit limt→0Atx exists, then there exists δ > 0 such
that:

sup
0≤t≤δ

‖At ‖ <∞.

Proof: Suppose that for each δ > 0: sup0≤t≤δ ‖At ‖ = ∞. Then, if δ > 0, for each M ∈ R there exists
t0 ∈ [0, δ] such that: ‖At0 ‖ > M . Therefore, for n ∈ N, there exists tn ∈ [0, 1

n ] such that: ‖Atn ‖ > n. On
the other hand, observe that for each x ∈ X:

lim
n→∞

Atnx = lim
t→0

Atx <∞.

Thus, for each x ∈ X:
sup
n∈N
‖Atnx ‖ <∞.

By virtue of the Banach-Steinhauss theorem (A.6.2),

sup
n∈N
‖Atn ‖ <∞,

which leads us to a contradiction.

A.7 Uniform and Strong Operator Topology

Reminder A.7.1. Let (X, ‖ ‖X), (Y, ‖ ‖Y ) be two Banach spaces. Consider the vector space (B(X,Y ), ‖ ‖B(X,Y ))
of linear bounded operators T : X → Y , equipped with the norm:

‖T ‖B(X,Y ) = sup{‖Tx ‖Y : x ∈ X, ‖x ‖X ≤ 1}.

We already know that since Y is Banach, the same is true for B(X,Y ).
In this text, we will be interested mainly in two topologies on the space B(X,Y ). The one is the norm
operator or uniform topology on B(X,Y). This is the topology induced by the above norm. The second
one is called the strong operator topology on B(X,Y). This is the weakest topology on B(X,Y ) such
that the functions:

Ex : B(X,Y )→ Y, Ex(T ) = Tx,

are continuous, for each x ∈ X. Moreover, the strong operator topology coincides with the topology of
pointwise convergence on (X, ‖ ‖X), i.e if (Tn)n are operators in B(X,Y ), then Tn converges strongly to
T if-f:

lim
n→∞

‖Tnx− Tx ‖Y = 0, for each x ∈ X.

Note that due to the Banach Steinhauss Theorem (see Corolarry (A.6.1)), if (X, ‖ ‖X) is Banach, a strongly
converging sequence of bounded operators is always converging to a linear bounded operator. Finally, if
Y = R(orC) the strong operator topology coincides with the weak?- topology on X?.

Remark A.7.1. It is clear that if a (Tn)n converges to T w.r.t the uniform topology, i.e

lim
n→∞

‖Tn − T ‖B(X,Y ) = 0,

then it is also converges to T w.r.t the strong operator topology. To this end, observe that for each x ∈ X:

‖Tnx− Tx ‖Y ≤ ‖Tn − T ‖B(X,Y ) ‖x ‖X .
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Therefore:
If lim
n→∞

‖Tn − T ‖B(X,Y ) = 0, then Tx = ( lim
n→∞

Tn)x = lim
n→∞

Tnx, ∀x ∈ X

In the same manner,

If T =

∞∑
n=1

Tn, then Tx = (

∞∑
n=1

Tn)x =

∞∑
n=1

Tnx, ∀x ∈ X.

Remark A.7.2. As we have already stated, the strong operator topology coincides with the topology
of pointwise convergence on X. Furthermore, on bounded subsets of B(X), the strong operator topology
coincides with the topology of pointwise convergence on a dense subset of X.

Proposition A.7.1. Let (X, ‖ ‖X) and (Y, ‖ ‖Y ) be two Banach spaces, (Tn)n a bounded sequence in B(X,Y )
and D ⊂ X a dense subset. If (Tnx)n∈N is Cauchy, for each x ∈ D, then Tn converges strongly to some
T ∈ B(X,Y ).

Proof: Set supn∈N ‖Tn ‖ = M > 0. Let x ∈ X and ε > 0. Since D is dense in X

we can choose x0 ∈ D such that: ‖x− x0 ‖ < ε
3M . Now, by assumption

(Tnx0)n∈N is a Cauchy sequence in Y . Therefore, we can choose n0 ∈ N such that:

‖Tnx0 − Tmx0 ‖ < ε/3, for each n,m ≥ n0. Thus, for each n,m ≥ n0:

‖Tmx− Tnx ‖ ≤ ‖Tmx− Tmx0 ‖ + ‖Tmx0 − Tnx0 ‖ + ‖Tnx0 − Tnx ‖
≤ M ‖x− x0 ‖ + ‖Tmx0 − Tnx0 ‖ +M ‖x− x0 ‖
< ε.

This means that (Tnx)n∈N is a Cauchy sequence in Y, for each x ∈ X. Thus, it is also a convergent sequence,
since Y is Banach. An application of the Banach Steinhauss Theorem ( see Corollary (A.6.1)) ends the proof.

Proposition A.7.2. Let (X, ‖ ‖X) be a Banach space and (Tn)n a sequence in B(X). The following state-
ments are equivalent:

1. The sequence (Tn)n is strongly convergent (i.e pointwise convergent on (X, ‖ ‖X))

2. The sequence (Tn)n is uniformly convergent on compact subsets in X.

Proof: For simplicity, it is enough to consider convergence to 0. If (Tn)n converges strongly, then by
the Banach-Steinhauss Theorem (A.6.2), M = supn∈N ‖Tn ‖ <∞. Let K ⊂ X be a compact set and ε > 0.

Since K ⊂
⋃
x∈X

B(x, ε/2M), we can find a finite set Nε = {x1, . . . , xk} ⊂ X, such that K ⊂
k⋃
i=1

B(xi, ε/2M).

This means that for each x ∈ K, there is xi ∈ Nε such that ‖x− xi ‖ < ε/2M . By our assumption and since
Nε is finite we can find a n0 ∈ N such that ‖Tnxi ‖ < ε/2, for each n ≥ n0 and i = 1, . . . , k. Therefore for
x ∈ K,

‖Tnx ‖ ≤ ‖Tnxi ‖ +M ‖x− xi ‖ < ε,

for each n ≥ n0 ( and n0 is the same for all x ∈ K). The converse statement is obvious.

Proposition A.7.3. Let (X, ‖ ‖X) be a Banach space and (Tn)n, (Sn)n two sequences in B(X).

(i) If Tn converges strongly to T and Sn converges strongly to S, then TnSn converges strongly to TS.

(ii) If Tn converges strognly to T , then limn→∞ Tnxn = Tx, for each sequence (xn)n ∈ X which converges
to x.

Proof: We will show (i). Since (Tn) converges strongly to T , from the Banach Steinhauss Theorem
(A.6.2), M = supn∈N ‖Tn ‖B(X) <∞. So for each x ∈ X we have,

‖TnSnx− TSx ‖ ≤ ‖TnSnx− TnSx ‖ + ‖TnSx− TSx ‖ ≤M ‖Snx− Sx ‖ + ‖TnSx− TSx ‖

which tends to zero as n→∞.



124 APPENDIX A. BASIC TOOLS FROM ANALYSIS



Bibliography

[AD] R. A. Adams and J. Fournier, Sobolev Spaces, Elsevier, 2003.

[A-K] F. Albiac and N.J. Kalton, Topics in Banach Space Theory, Graduate Texts in Mathematics, vol. 233,
Springer, New York, 2006.

[ARD] W. Arendt, C.J.K. Batty, M. Hieber, and F. Neubrander, Vectorvalued Laplace Transforms and
Cauchy problems, Monographs in Mathematics, vol. 96, Birkhauser Verlag, Basel, 2001.

[AR I] Argyros S., Lecture notes on Real analysis, (in Greek), National Technical University of Athens 2003

[AR II] Argyros S., Lecture notes on Functional Analysis, (in Greek), National Technical University of Athens
2004
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