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## Abstract

Transplantation of a healthy kidney is the best treatment today for severe kidney disease. Since humans normally have two kidneys and need only one to survive, many patients have a family member or friend willing to donate them a kidney. However, not all potential donors are compatible with their desired recipient. This raises the possibility of kidney exchange, in which two or more incompatible donor-patient pairs exchange kidneys such that each patient receives a compatible kidney from the donor of another patient. In this thesis, we use this solution in the context of Algorithmic Mechanism Design in order to maximize the total number of transplants in a large patient pool by first eliciting all the true information from participants who might have incentives to misrepresent their private data. We will present various algorithms (mechanisms) that are specifically designed to give incentives to the participants to tell the truth while simultaneously arriving at a nearly optimal solution. In this context we will examine more specifically variations of the problems of Matching and Cycle Cover.
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## Chapter 1

## Introduction

Kidney transplantation is the preferred treatment for serious kidney desease. Ideally, a patient will have a friend or family member who is willing to donate a kidney. Unfortunately, however, that friend is not always compatible with the patient. When that is the case, the potential donor is sent home and the patient normally gets on a cadaver waiting-list where it is uncertain whether or when he will get a kidney transplant. Kidney exchange programs are trying to solve this problem by registering in their database not only the patient but also his incompatible potential donor; we call such a couple an incompatible couple. If we find two incompatible pairs in our database such that each donor is compatible to donate a kidney to the patient of the other pair, then both donors are willing to donate a kidney to that patient, since that means their intended patient getting a kidney even indirectly. Therefore we can perform two transplantations that would not be possible otherwise. The system that aims to organize such exchanges in a large scale is called "Kidney Exchange". The main problem that Kidney exchange deals with, is to find a way to maximize the number of transplants using this solution.

The very first step, however, is to get the true information that we need to solve the problem. This issue arises because the participants of the system give us the information and have vested interests in the outcome of the solution; they may very well give us false information in order to serve their self-interests. We solve this problem in the context of "Mechanism Design". In "Mechanism Design" we design algorithms (or mechanisms) that elicit the true information from self-interested agents and try to solve the problem as efficiently as possible. A more detailed presentation of the kidney exchange problem will follow and then a brief introduction of "Mechanism Design"

### 1.1 The Kidney Exchange Problem

End Stage Renal Disease (ESRD) is a fatal disease unless treated with dialysis or kidney transplantation. Transplantation is the preferred treatment[1]. The current methods don't suffice for covering all the transplantation needs and the result is potentially unnecessary fatalities.

In the year 2012, there were more than 90,000 patients on the waiting list for cadaver kidneys in the United States of America. In 2011, 33,581 patients were added to the kidney waiting list, and 28,625 were removed from the list. Also, in the same year, there were only 11,043 transplants of cadaver kidneys and 5,771 transplants of kidneys of living donors in the U.S.A . Unfortunately, that year, 4,967 patients died while on the waiting list and 2,466 others were removed from the list as "too sick to transplant". As time passes, the numbers are worse; the situation is worse now than $10-20$ years ago in the U.S.A.[2]

If there is one safe conclusion from the statistics just mentioned is that we need to have more effective and efficient methods for allocating kidneys, so as to cover the gap between the demand and the supply of kidneys. However, there is a wide-spread agreement that using money to obtain kidneys is unethical. Moreover, buying and selling organs is illegal in all countries except Iran. Therefore, a new way of allocating kidneys without using money would be extremely helpful.

First, we need to see how are the current practices of kidney transplantations. We know for a fact that transplants from live donors generally have a higher chance of survival than those from cadavers. The way such transplants are typically arranged is that a patient identifies a healthy willing donor (a spouse, for example) and two compatibility tests are carried out: the blood compatibility test and the tissue-type compatibility test. If both tests succeed and thus the transplant is feasible, the transplantation is curried out. If the transplant from the willing donor is not feasible, the patient typically enters (or remains on) the queue for a cadaver kidney, while the donor returns home.

A way to improve on this is called a paired exchange and it involves two patientdonor couples, for each of whom a transplant from donor to intended recipient is infeasible, but such that the patient in each couple could feasibly receive a transplant from the donor in the other couple. This pair of couples can then exchange donated kidneys. Compared with receiving cadaver kidneys at an unknown future time, this improves the welfare of the patients. In addition, it relieves the demand on the supply of cadaver kidneys, and thus potentially improves the welfare of those patients on the cadaver queue. Moreover, paired exchange can be extended to 3 -way exchange by having the donor of the first couple to donate to the patient of the second couple, the donor of the second couple to donate to the patiend of the third couple and finally
the donor of the third couple to donate to the patient of the first couple. In the same way it can be extended to 4 -way exchange, 5 -way exchange and so forth.

Another solution is called list exchange, where we have an exchange between one incompatible patient-donor couple, and the cadaver queue. In this kind of exchange, the patient in the couple receives high priority on the cadaver queue, in return for the donation of his donor's kidney to someone on the queue. This improves the welfare of the patient in the couple, compared with having a long wait for a suitable cadaver kidney, and it benefits the recipient of the live kidney, and others on the queue who benefit from the increase in kidney supply due to an additional living donor. However, Ross et al. note that this may have a negative impact on type O patients already on the cadaver queue, which makes the solution not generally acceptable.

According to Roth et al.[16] a crucial step in order to make these solutions have a substantial impact, is to make the Kidney Exchange Program a national system. We can understand why this is very important if we understand this problem as a market problem. Because of the money restriction we cannot use money as a medium of exchange in this market where we consider kidneys as "goods". Therefore, the Kidney Exchange Market is essentially a barter economy, where the participants directly exchange goods. Because of that we come face to face with William S. Jevon's classic problem of the "double coincidence of wants": "The first difficulty in barter is to find two persons whose disposable possessions mutually suit each other's wants. There may be many people wanting, and many possessing those things wanted; but to allow of an act of barter, there must be a double coincidence, which will rarely happen. The owner of a house may find it unsuitable, and may have his eye upon another house exactly fitted to his needs. But even if the owner of this second house wishes to part with it at all, it is exceedingly unlikely that he will exactly reciprocate the feelings of
the first owner, and wish to barter houses. Sellers and purchasers can only be made to fit by the use of some commodity... which all are willing to receive for a time, so that what is obtained by sale in one case, may be used in purchase in another. This common commodity is called a medium, of exchange, because it forms a third or intermediate term in all acts of commerce." [3]

While the solution Jevons proposed was essentially money, we need to face this problem without using it. So, the solution is to make the market thick enough to alleviate the problem of double coincidents of wants. In simple terms, if we have enough people in the system, the problem of finding a suitable incompatible pair for exchange for someone would be almost non existent.

### 1.2 Mechanism Design

Mechanism Design is a subfield of economic theory that is interested in designing algorithms (or mechanisms) that incentivize the participants to give the true information that the mechanism needs for solving the problem, and at the same time achieve as efficient solution as possible. At first, we will introduce the goals of the designed mechanisms in the abstract terms of social choice. We will then show why such goals are impossible in the general case using the well known Gibbard-Satterthwaite Impossibility Result. Lastly, we will show how we escape this result in the case of Kidney Exchange. A more detailed analysis of the results of this section can be found in [4, $5,9,10,47,48]$.

### 1.2.1 Social Choice

Social Choice is the aggregation of individuals' preferences to a single joint decision. An example of that is elections. Many individuals ,called voters, have preferences over the candidates and at the end a single candidate must be elected. This is an easy problem to solve for 2 candidates: you just take the majority vote. But what happens for 3 candidates? We will show that the problem of social choice is not trivial and has some basic intrinsic difficulties in the general case. The first clue is Condorcet's paradox.

### 1.2.1.1 Condorcet's Paradox

Consider an election with 3 candidates: a, b and c. The election by majority vote is problematic. Here's why: Assume that we have 3 voters with the following preferences:

$$
\begin{aligned}
& \text { i } a \succ_{1} b \succ_{1} c \\
& \text { ii } b \succ_{2} c \succ_{2} a \\
& \text { iii } c \succ_{3} a \succ_{3} b
\end{aligned}
$$

For any candidate that is chosen, there is a majority of voters who prefer a certain candidate over the chosen one. That means that the majority of voters have incentives to lie about their preferences in order to change the outcome of the mechanism. That tells us that we cannot simply take a majority vote to aggregate the preferences of the voters.

### 1.2.2 The Gibbard-Satterthwaite Impossibility Result

In general, we have a set of alternatives $A$ and a set of players $N$-what was previously the set of candidates and voters respectively. Let us denote $L$ as the set of
linear orders on A. Each player i has preferences $\succ_{i} \in L$, where $\succ_{i}$ a total order on $A$. A social choice function, which is implemented by a mechanism, maps the preferences to a single alternative. In Condorcet's Paradox, the mechanism used was just taking the majority vote. Note that all mechanisms are essentially algorithms. Although it was a trivial algorithm in this case, it is still an algorithm. Social choice functions and thus mechanisms must have some desired properties in order to be effective. More formally

Definition 1.2.1. A function $f: L^{n} \rightarrow A$ is called a social choice function.

We will now discuss some desired properties that mechanisms must have and then we will define them formally. One trivial but important property that a mechanism must have is to not rule out any alternative beforehand. For every alternative, there must be some set of the players' preferences that makes our mechanism return that alternative. Imagine how important that is. It could be the case that all the players prefer a certain alternative and that alternative is ruled out beforehand. Another important property is incentive compatibility (aka truthfulness, strategy-proofness). That means that every agent will not gain by misrepresenting his preferences to the mechanism. This is a crucial point. We need to get the best possible alternative and that will not happen if we do not have the true preferences of all the players in our hands. Lastly, the mechanism cannot let an agent force his top preference to the outcome of the mechanism, regardless of the other players' preferences; this unwanted property is called dictatorship. The formal definitions follow.

Definition 1.2.2. Let $f$ be a social choice function. Then if $\forall a \in A, \exists x \in L^{n}$ such that $f(x)=a$, we say that the social choice function is Onto.

Definition 1.2.3. A social choice function $f$ can be strategically manipulated by player $i$ if for some $\succ_{1}, \ldots, \succ_{n} \in L$ and some $\succ_{i}^{\prime} \in L$ we have that $a \succ_{i} a^{\prime}$ where $a=f\left(\succ_{1}\right.$
$\left., \ldots, \succ_{i}, \ldots, \succ_{n}\right)$ and $a^{\prime}=f\left(\succ_{1}, \ldots, \succ_{i}^{\prime}, \ldots, \succ_{n}\right)$. That is, voter $i$ that prefers a' to a can ensure that $a^{\prime}$ gets socially chosen rather than a by strategically misrepresenting his preferences to be $\succ_{i}^{\prime}$ rather than $\succ_{i} . f$ is called incentive compatible (aka truthful or strategy-proof) if it cannot be manipulated.

Definition 1.2.4. Voter $i$ is a dictator in social choice function $f$ if for all $\succ_{1}, \ldots, \succ_{n} \in$ $L, \forall b \neq a, a \succ_{i} b \Rightarrow f\left(\succ_{1}, \ldots, \succ_{n}\right)=a$. $f$ is called a dictatorship if some $i$ is a dictator in it.

What follows is very deep and negative theorem that forces us to change perspective.

Gibbard-Satterthwaite Theorem. Let $f$ be an incentive compatible social choice function onto $A$, where $|A| \geq 3$, then $f$ is a dictatorship.

Notice that the condition of Onto is weak. Actually, we don't just need a mechanism that is onto, we need a mechanism that is pareto-efficient. Pareto-efficiency means that the mechanism returns a maximal solution in a sense. If the mechanism is pareto efficient and returns an alternative there is no other alternative that everyone prefers instead of the one chosen. More intuitively, if you reach pareto efficiency, you cannot improve some player without hurting someone else. The formal definition follows. Notice that a Pareto Efficient mechanism is Onto but not the other way around.

Definition 1.2.5. if $f\left(\succ_{1}, \ldots, \succ_{n}\right)=a$, then $\nexists b \in A$ such that $b \succ_{i} a, \forall i \in N$.

The Pareto-Efficiency criterion is mainly used by economists to show that the best social outcome has beeen achieved. However, we can use another approach based on a Computer Science perspective. We use an objective function to model the social welfare and try to find an optimal solution; that is a solution whose value is the maximum value possible for the objective function. This criterion of social welfare
optimization is stronger than pareto-optimality in the same manner that a maximum solution is stronger than a maximal solution. We will use both concepts throughout this thesis.

The main concern is to find ways to escape this impossibility result - even in its stronger versions of pareto-efficiency or social welfare optimization. In this thesis, we will attempt to review such a way for the problem of Kidney Exchange, considering a field that is an interface between Mechanism Design and Computer Science, called "Algorithmic Mechanism Design". This field was initiated by Nisan and Ronen [26] in 1999. A lot of work in this field is related to VCG Mechanisms [6, 7, 8] with which one can escape the impossiblity result. VCG Mechanisms use payments in order to compensate the participants when the outcome of the mechanism is not considered desirable for them. With this extra power in our hands, we can easily escape the impossibility result. Moreover, VCG mechanisms have two very desirable properties: social welfare optimization and truthfulness. However, these mechanisms have important drawbacks for which a large part of the research in this field is devoted to rectify using alternative models and techniques.

VCG mechanisms need to find the optimal solution of a problem, which in many cases is computationally intractable. A great amount of work has focused on designing truthful mechanisms that can be implemented efficiently, at a minimum loss of social efficiency, including combinatorial auctions [26, 27, 28, 29] and machine scheduling [30, 31, 32]. Another important drawback is that sometimes the use of VCG mechanisms may result in a huge amount of overpayment to the participants [30]. Therefore, a lot of work is focused on truthful mechanisms with small payments $[30,33,34,35,36]$ or with a sharp budget constraint $[37,38]$ or with no payments at all $[39,11,40,13,41$, 42].

How can we escape the impossibility result in the case of Kidney Exchange though? Since it is considered unethical and it is illegal in most countries to use money to solve the problem of Kidney Exchange, we cannot use any solution with payments. There are, however other changes we can do in the traditional model in order to escape the impossibility result. The impossibility theorem assumes that the players' preferences are completely unrestricted. That is not a realistic assumption under many settings. Facility-location [11, 40, 43, 49], is the problem where agents report their location in a metric space and the mechanism has to choose the location for a facility that is best for everyone. In this setting the player wants to be as close to a facility as possible. Therefore, we can safely assume, that he will not prefer a position of a facility to be farther instead of closer. Therefore we escape the impossibility result by essentially restricting the domain of preferences. In the case of Kidney Exchange, a patient cannot prefer a donor with whom is incompatible, thus restricting his domain of preference. Sometimes a patient's preferences are even modeled as a 0-1 preference. Other escape routes we will use is randomization and a slight relaxation of the strategy-proofness condition.

Another important tool we will use to achieve truthfulness in Kidney Exchange, is approximation. Procaccia and Tennenholtz [11] originated the subfield of "Approximate Mechanism Design Without Money" where one approximates socially optimal solutions in order to achieve strategy-proofness without using payments. Their setting was facility-location [11, 40, 43] which was mentioned in the previous paragraph. Other work in this field was done in job scheduling in the context of the Generalized Assignment Problem [35, 44, 45, 46]. For Kidney exchange in some settings, the restriction of the preferences is enough [15], but in the most interesting cases we will have to approximate the optimal solution in order to achieve strategy-proofness.

In the following section we will present the optimization problems that correspond with the Kidney Exchange problem without giving any attention to incentives, review some facts about their computational complexity and in the rest of this thesis we will view these problems in the light of Algorithmic Mechanism Design.

### 1.3 Optimization Problems and Computational Complexity

As we mentioned before, the problem of Kidney Exchange corresponds to some known computational problems studied in Computer Science. At the moment, the system of kidney exchange used in practice disregards incentives altogether and just solves the optimization problem in the traditional sense. Therefore, it is important to look at the computational complexity of these problems and how they are solved in practice. For an interesting look at the computational complexity of different variations of decision problems with incentives relating to Kidney exchange, see [50, 51, 52]

If we only allow pairwise exchanges, we fall into the optimization problem of Maximum Matching. The reason is that we can consider that the incompatible couples are the vertices of the graph and a pairwise exchange can be curried out only if there is an edge between the vertices. For example, in the figure below, there is a possibility for exchange between $\left(v_{1}, v_{2}\right),\left(v_{2}, v_{3}\right)$ and $\left(v_{3}, v_{4}\right)$ For this problem there is a known algorithm of Edmonds [53] which runs in polynomial time.

Figure 1.1: Example of pairwise exchange


If we allow more than 2-way exchanges, however, we have a problem. First, we have to change our model a bit. The edges are now directed and they indicate that the donor of the starting vertex can donate a kidney to the patient of the end vertex. So, a cycle of length k in this graph, is actually a k -way exchange. For example, in the figure below, there can be a 3 -way exchange between $\left(a_{1}, a_{2}, a_{3}\right),\left(a_{1}, e, c\right)$ and $\left(a_{1}, b, d\right)$. So, the problem of Perfect Cycle Cover returns the exchanges that must be curried out in order to satisfy all the players. A more relevant version of cycle cover to the kidney exchange problem is the "short" cycle cover where we bound the length of the cycle. Unfortunately, this problem is proved to be NP-complete [12] using a reduction from the 3-D Matching problem. Moreover, if we allow weights on every edge and the aim is to maximize the total weight of cycles of length less or equal to 3 , -which may simulate in practice the difference in priority between various patientsthe problem is proved to be APX-complete [54]. That means that the best thing we can do is approximate it within a constant factor of the optimal solution in order to solve it in polynomial time. There exists a $(2+\epsilon)$-approximation algorithm for this variation of the problem [54].

Figure 1.2: Example for $k$-way exchanges


Theorem 1.3. Given a graph $G=(V, E)$ and an integer $L \geq 3$, the problem of deciding if $G$ admits a perfect cycle cover containing cycles of length at most $L$ is

NP-complete.

Proof. The problem is clearly in the NP. We can reduce the 3D-Matching problem to the perfect cycle cover containing cycles of length at most L (from now on called perfect short cycle cover). 3D-Matching is the problem that given disjoint sets $X, Y$, $Z$ of size $q$, and a set of triples $T \subseteq X \times Y \times Z$, to decide if there is a disjoint subset $M$ of $T$ with size $q$.

Given an instance of 3D-Matching, construct one vertex for each element in X, Y and Z. For each triple, $t_{i}=\left\{x_{a}, y_{b}, z_{c}\right\}$ construct the gadget in Figure 1

Figure 1.3: gadget for triple $t_{i}$


Let $M$ be a perfect 3D-Matching. If $t_{i} \in M$, then add the cycles of length $L$ which include $x_{a}, y_{b}, z_{c}$ and the cycle $<x_{a}^{i}, y_{a}^{i}, z_{a}^{i}>$ in the cover. If $t_{i} \notin M$, then add the cycles of length $L$ which include $x_{a}^{i}, y_{a}^{i}, z_{a}^{i}$ in the cover. Since $M$ is a perfect matching all of the $x_{a}, y_{b}, z_{c}$ are covered once and therefore we have a perfect short cycle cover since we only used cycles of length 3 or L.

Conversely, suppose we have a perfect short cycle cover. No short cycle can involve two distinct nodes from a different gadget. We can either use all the cycles of length L which include $x_{a}, y_{b}, z_{c}$ or not at all; we cannot use only one or two such cycles; they are included or excluded together. Therefore, if we include such cycles of a specific gardet, $x_{a}, y_{b}, z_{c}$ are not included on any other cycle, so they enter the disjoint subset
with no problem. Otherwise, the cycles necessarily fall in the other case where $t_{i} \notin M$.

However, the medical infractructure does not allow as large exchanges as we want for incentive reasons. If we have a 2 -way exchange, we must have 2 transplantations at the same time. What will happen if we don't? The first operation will take place and one of the two patients will have a kidney. Later, until the second operation starts, the second donor may change his mind, since his friend already has a kidney and thus the donor has no incentive to donate his anymore. Notice that 2 transplantations at the same time means 4 operations at the same time because we have nephrectomies before the transplantations. Imagine what will happen if we need to do that for a 10 -way exchange. It is not feasible in practice. So, the medical community on this project agreed mainly on 2-way exchanges, although allowing 3 -way exchanges is not too far from their capabilities. Moreover, allowing 3-way exchanges will have a significant impact on the total number of transplantations [16]. Therefore, the optimization problem of matching, as well as that of cycle cover with a bounded cycle length is crucial to the Kidney Exchange project.

Lastly, we will see how this optimization problem is practically implemented in most organizations that use kidney exchange. It as an Integer Linear Program with no regard to incentives, formulated as follows:

$$
\begin{array}{ll}
\operatorname{maximize} & \sum_{i \in N, j \in N} x_{i, j} \\
\text { subject to } & x_{i, j} \in\{0,1\} \\
& x_{i, j} \leq c_{i, j}^{*}
\end{array} \quad, \forall i, j \in N
$$

where $x_{i, j}=1$ means that patient i receives a kidney from donor j and $c_{i, j}^{*}=1$ means that patient $i$ is compatible with donor $j$. The second restriction suggests that one cannot receive a kidney if one is incompatible with the donor; the third restriction says the patient i can receive at most 1 kidney; the forth restriction suggests that the pair will give a kidney if and only if it receives one; lastly, the final restriction is about letting cycles of at most K length. The problem with this Integer program is not only that it is NP-complete but also that it needs too much memory. In instances of just 10,000 patients, using C-PLEX, memory becomes a problem before time. This is solved using realistic instances by Abraham et al. in [12] with a technique called "incremental problem formulation".

## Chapter 2

## Patients as Players of Kidney

## Exchange

In this chapter, we will examine the first attempt to model the Kidney Exchange problem in the context of Mechanism Design. When the Kidney Exchange Program was small and there was no central entity for collecting medical data, incentives of surgeons and patients were crucial. Surgeons could misrepresent the medical data of their patients in order to benefit their own patients, disregarding the general welfare of all the patients participating in the program. We will start off with the first model that was created by Roth et al. [14] and then we will present later models [15] which were refinements of the first one based on communications between economists and surgeons. On those models we will present effective mechanisms that were proposed for solving the problem of kidney exchange. One basic characteristic of these models -and all the later models in this thesis for that matter-is that they are static; the patient pool does not evolve over time. An interesting work on dynamic models has been done in $[55,56,57]$. Another characteristic is that we do not concern ourselves with justice in these models; we just want to maximize the social welfare. There is
some work on egalitarian mechanisms in $[14,58]$ where the aim is to equalize the probabilites of the patients receiving a kidney. This is a useful approach when there is no exogenous way to distinguish among recepients.

### 2.1 General Model

Let $G(V, E)$ be the directed graph that represents the problem of Kidney Exchange. The set of nodes is $V=\left\{d_{1}, p_{1}, \ldots, d_{n}, p_{n}\right\}$, where $d_{i} s$ are the donors and $p_{i} s$ are their patients. For each $i$ we know that $d_{i}$ is a friend or family member of $p_{i}$ but is incompatible with him; $\left(d_{i}, p_{i}\right)$ is an incompatible pair with $p_{i}$ being the intended patient of $d_{i}$. The set of directed edges is $E=\left\{\left(d_{i}, p_{i}\right)\right\} \bigcup\left\{\left(p_{i}, d_{j}\right)\right\} \bigcup\left\{\left(p_{i}, w\right)\right\}$, where the first set contains the edges from donors to their intended patients, the second set contains the edges from the patients to their prefered donor and the last set contains the edges from the patients to the waiting-list option. Thus, we have two kinds of edges: the edges that indicate the preferences of the patients and the edges that connect the icompatible donor-patient pairs.

Each patient has preferences over donors that must report to the system in order for the system to benefit the patients as best as it can. Formally, let $P_{i}$ be the strict preference relation of $p_{i}$ over all his compatible donors, $d_{i}$ and the waiting-list option. For our purposes the relevant part of $P_{i}$ is the ranking up to $d_{i}$ or $w$ whichever ranks higher. If $d_{i}$ ranks higher, it means that if the patient does not get his prefered kidneys that rank above $d_{i}$, he prefers to wait for another exchange game to get a kidney, than to get the waiting-list option in this one. If $w$ is higher, it means that if he doesn't get his prefered kidneys that rank above $w$, he prefers to get the waiting-list option, rather than wait for another exchange game. The option of $d_{i}$ is not real because we already mentioned that $d_{i}$ and $p_{i}$ are incompatible. As we indicated above, it serves
a different purpose than the rest of the $d_{j} s$

An m-way Kidney exchange is translated into a Cycle of length $m$ in the graph. A Cycle is an ordered list of kidneys and patients $\left(d_{1}, p_{1}, d_{2}, p_{2}, \ldots, d_{m}, p_{m}\right)$ such that donor $d_{1}$ points to patient $p_{1}$, patient $p_{2}$ points to donor $d_{2}$, . . , donor $d_{m}$ points to patient $p_{m}$, and patient $p_{m}$ points to donor $d_{1}$. Cycles larger than a single pair are associated with direct exchanges, very much like the paired-kidney-exchange programs, but may involve more than two pairs, so that patient $p_{1}$ is assigned kidney $d_{1}$, patient $p_{2}$ is assigned kidney $d_{2}, \ldots$, patient $p_{m}$ is assigned kidney $d_{1}$.Note that each kidney or patient can be part of at most one cycle and thus no two cycles intersect.

An indirect (list) exchange is translated into a so called w-chain. A w-chain is an ordered list of kidneys and patients $\left(d_{1}, p_{1}, d_{2}, p_{2}, \ldots, d_{m}, p_{m}\right)$ such that kidney $d_{1}$ points to patient $p_{1}$, patient $d_{2}$ points to kidney $p_{2}, \ldots$, kidney $d_{m}$ points to patient $p_{m}$, and patient $p_{m}$ points to $w$. We refer to the pair $\left(d_{m}, p_{m}\right)$ whose patient receives a cadaver kidney in a w-chain as the head and the pair $\left(d_{1}, p_{1}\right)$ whose donor donates to someone on the cadaver queue as the tail of the w-chain. W-chains are associated with indirect exchanges but unlike in a cycle, a kidney or a patient can be part of several w-chains. One practical possibility is choosing among w-chains with a well-defined chain selection rule, very much like the rules that establish priorities on the cadaveric waiting list.

The outcome of the mechanism will be a matching between donors and patients and between donors and the waiting list option. Please note that many patients can be matched to the waiting-list option whereas only one donor can be matched to a patient.

The criterion by which we judge the quality of our outcome in this model is Pareto Efficiency in regard to the incompatible pairs. That means given a kidney exchange problem, a matching is Pareto efficient if there is no other matching that is weakly preferred by all patients and donors and strictly preferred by at least one patientdonor pair. A kidney exchange mechanism is efficient if it always selects a Pareto efficient matching among the participants present at any given time.

One important assumption that we make in this model is that we can have as large exchanges as we want. That is an unrealistic assumption but this will be rectified in later models.

### 2.1.1 The TTCC Mechanism

We will introduce now the TTCC (Top Trading Cycle and Chains) Mechanism and then we will examine its properties. This mechanism is based on the TTC (Top Trading Cycle) Mechanism which applies to the problem of House Allocation first attributed to David Gale in [61] and later generalized by Abdulkadiroglou in [59]. The main ideas for the proofs of truthfulness and pareto-optimality are based on the work regarding the problem of House allocation with and witout existing tenants in $[25,59,60,61,62]$.


#### Abstract

Algorithm 1 TTCC Mechanism Initially, all kidneys are available, and all agents are active. At each stage of the procedure each remaining active patient $p_{i}$ points to his most preferred remaining unassigned kidney or to the wait-list option $w$, whichever is more preferred, each remaining passive patient continues to point to his assignment, and each remaining kidney $d_{i}$ points to its paired recipient $p_{i}$. 2: If no cycles exist, go to step 3. In the case that cycles do exist, arrange the exchanges indicated by the cycles and erase all cycles and the participating donors and patients from the graph. Then, each remaining patient points to his top choice among the remaining active donors. Repeat step 2. 3: If we have no more nodes, we are done. Otherwise, we have only w-chains since we erased all the cycles in the previous step. Select only one chain according the welldefined selection rule and make the assignment of the participating patients final. Depending on the chain selection rule, we may choose to remove the participants or to keep the chain while making all the patients in the chain inactive. Then, each remaining patient points to his top choice among the remaining active donors. Cycles may form, so we repeat step 2 .


The above mechanism works only if the graph has either cycles or w-chains, meaning that if we remove the cycles from the graph, there will be definitely at least one wchain. In reality, if we remove all the cycles from the graph every node will be a part of a w-chain. The reason is simple. We know that all patients point to either w or a donor. Let us examine what happens if we start a path from an arbitrary node in the graph. We will never encounter a donor twice since there are no cycles. Therefore
due to the finite number of nodes, the path will terminate at w .

Another thing that needs to be cleared concerns how we choose our w-chains. There are many ways to do this. For example:
a Choose minimal chains and remove them
b Choose the longest w-chain, and remove it. If the longest w-chain is not unique, then use a tiebreaker to choose among them.
c Choose the longest w-chain, and keep it. If the longest w-chain is not unique, then use a tiebreaker to choose among them.
d Prioritize patient-donor pairs in a single list. Choose the w-chain starting with the highest priority pair, and remove it.
e Prioritize patient-donor pairs in a single list. Choose the w-chain starting with the highest priority pair, and keep it.
f Prioritize the patient-donor pairs so that pairs with type O donor have higher priorities than those who do not. Choose the w-chain starting with the highest priority pair; remove it in case the pair has a type O donor, but keep it otherwise.

The last chain selection rule exists because the indirect exchange is considered unfair to O patients without incompatible pairs; this rule attempts to remedy this in some degree. Also, the reason why some rules choose to keep the chain in the graph is because one could extend the chain if need be; that is the donor that would offer his kidney to someone in the waiting list in a previous step of the mechanism, may offer it now to someone with an incompatible donor and that donor now offers his kidney to the waiting list instead of the previous one.

Theorem 2.1. The TTCC Mechanism is Pareto Efficient and makes it a dominant strategy for patients to:

- Reveal their preferences over all available kidneys and the waiting-list option truthfully, and
- Declare their whole set of donors.

That means that our mechanism meets all our desired properties. We will not attempt a formal and a complete proof, but rather we will describe the intuition behind the proof.

Firstly, we will discuss the reasons the TTCC Mechanism is Pareto-efficient. Any patient who leaves at step 1 is assigned her first choice and cannot be made better off. Any patient leaving at step 2 is assigned her best choice among those kidneys remaining and cannot be made better off without hurting someone who left at step 1. If we proceed in a similar fashion until the end of the mechanism, we conclude that no patient can be made better off without hurting someone who left at an earlier step. Thus, the TTCC Mechanism is Pareto-Efficient.

Secondly, we will examine the strategy-proofness of the mechanism. The second part is easy; if a patient does not declare his whole set of donors, she will have a smaller set of kidneys to set her preferences on. For the first part, assume that a patient leaves the mechanism at step k. Since she points to her best available kidney at each step, we know that all the kidneys that she prefers leave the mechanism before step k, and by misrepresenting, she cannot alter the cycles that have form at any step before step k. So, the better kidneys will leave before she does; at best she will hurt her own interests if she misrepresents her preferences. We can extend the argument (not
in an obvious way) to include chains. Whether or not truthful preference revelation is a dominant strategy depends on the chain selection rule we use. We know it works for rule $a, d, e$ and $f$.

### 2.2 Pairwise (2-way) Kidney Exchanges

The initial model was devised by Roth, Sonmez and Unver in 2004 [14] as a starting point to the project of creating a market for Kidney Exchange. In their subsequent discussions with medical colleagues, aimed at organizing such exchanges in the New England region of the transplant system, it became clear that a likely first step will be to implement pairwise exchanges [15], between just two patient-donor pairs, as these are logistically simpler than exchanges involving more than two pairs. That is because all transplantations in an exchange need to be carried out simultaneously, for incentive reasons, since otherwise a donor may withdraw her consent after her intended recipient receives a transplanted kidney. So even a pairwise exchange involves four simultaneous surgical teams, operating rooms, etc. Furthermore, the experience of American surgeons suggests to them that preferences over kidneys can be well approximated as $0-1$, i.e. that patients and surgeons should be more or less indifferent among kidneys from healthy donors that are blood type and immunologically compatible with the patient. This is because, in the United States, transplants of compatible live kidneys have about equal graft survival probabilities, regardless of the closeness of tissue types between patient and donor. Furthermore, the list-exchange solution was discarted due to wide agreement that it was unfair to type $O$ patients without an incompatible donor.

### 2.2.1 Pairwise Kidney Exchange Model

Let $N=\{1,2, \ldots, n\}$ be the set of patients each of whom has one or more incompatible donors. Let $G(N, E)$ be the non-directed graph that represents the Kidney Exchange Problem. Each node of the graph represents a patient and its incompatible donor (an incompatible pair). Because we no longer assume that we have more than 2-way exchanges, the edges of the graph are non-directed and connect two nodes which are mutually compatible, that is the donor of the first pair can give his kidney to the patient of the second pair and the donor of the second pair can give his kidney to the patient of the first pair. Furthermore, since we have 0-1 preferences, an edge between two nodes exists if and only if those two nodes are mutually compatible.

The outcome of the desired mechanism will be a matching in the classic sense; a matching is a subset of the set of edges such that each patient can appear in at most one of the edges. For a matching $M_{\mu}$ we will use $\mu(a)=b$ to mean that we matched node a with b , and we will use $\mu(a)=a$ to mean that node a hasn't been matched.

The desired property of the matching that the mechanism must select is ParetoEfficiency. In this context, a matching $\mu \in M$ is Pareto-Efficient if there exists no other matching $\eta \in M$ such that $M_{\eta} \supset M_{\mu}$.

The following results of abstract algebra help to understand the mechanism that follows and the reason why this mechanism has the desired properties. For notes on this, see [63]

## Matroids and Matching

A matroid is a pair $(X, I)$ such that $X$ is a set and $I$ is a collection of subsets of X (called the independent sets) such that:

M1 . if $A \in I$ and $B \subseteq A$ then $B \in I$; and

M2 . if $A \in I$ and $B \in I$ and $\|A\|>\|B\|$ then there exists an $i \in A \backslash B$ such that $B \cup\{i\} \in I$.

Proposition 1. Let $I$ be the sets of simultaneously matchable patients, i.e. $I=\{I \subseteq$ $N: \exists \mu \in M$ such that $\left.I \subseteq M_{\mu}\right\}$. Then $(N, I)$ is a matroid.

Lemma 1. For any pair of Pareto-efficient matchings $\mu, \eta \in M,\|\mu\|=\|\eta\|$

### 2.2.2 The Priority Mechanism

A Priority Mechanism produces a matching as follows for any priority ordering $(1,2, \ldots, n)$ among the patients:

1 Let $E^{0}=M$ (i.e the set of all matchings)

2 In general for $k \leq n$, let $E^{k} \subseteq E^{k-1}$ be such that:

$$
E^{k}= \begin{cases}\left\{\mu \in E^{k-1}: \mu(k) \neq k\right\} & , \exists \mu \in E^{k-1} \text { s.t } \mu(k) \neq k \\ E^{k-1} & , \text { otherwise }\end{cases}
$$

For a given problem and priority ordering of the patients $(1,2, \ldots, n)$ we refer to each matching in $E^{n}$ as a Priority Matching, and a Priority Mechanism is a function that selects a Priority Matching for each problem.

In other words, we may describe the priority mechanism as follows:

```
Algorithm 2 Priority Mechanism
    : Given a priority ordering of the patients and at first \(i=1\), match priority \(i\) patient
    if she is mutually compatible with a patient in addition to all the previously
    matched patients; skip her otherwise.
    2: Repeat step 1 for the patient with the priority \(i+1\) unless \(i=n\)
```

We conclude this section proving that the Priority Mechanism has all the desired properties regarding efficiency and incentives. The latter is proved using matroids and the former is derived immediately from the mechanism's construction.

Theorem 2.2. A Priority Mechanism is Pareto Efficient, utility-maximizing and makes it a dominant strategy for patients to:

- Reveal their whole set of compatible kidneys, and
- Declare their whole set of donors.

Proof. Let us examine without loss of generality the patient with the k-th priority. Let $R$ be the kidney exchange game where the patient reveals their whole set of compatible kidneys. If under our mechanism $\phi$ the patient was matched, then she would have nothing to gain by reporting only a subset of her compatible kidneys. Otherwise, if the patient was not matched, let $Q$ be the same game with the difference that the patient declares some of her compatible kidneys to be incompatible. Observe that this implies $E^{k-1}(Q) \subseteq E^{k-1}(R)$. Let $\phi(Q)=v$. Since $\mu(k)=k, \mu^{\prime}(k)=k$ for all $\mu^{\prime} \in E^{k b f f^{\prime \prime} 1}(R)$. But then $\mu^{\prime}(k)=k$ for all $\mu^{\prime} \in E^{k b f f{ }^{\prime \prime}}(Q)$ as well and hence $v(k)=k$. Therefore, it is a dominant strategy for her to reveal her whole set of compatible kidneys.

What about declaring her whole set of donors? Well, according to the proof above a patient never suffers from enlarging her set of mutually compatible kidneys. Therefore, since declaring more donors will enlarge her set of mutually compatible kidneys, it is a dominant strategy for her.

Lastly, the Priority Mechanism is Pareto-Efficient from construction.A priority matching matches as many patients as possible starting with the patient with the highest priority and following the priority ordering, never "sacrificing" a higher priority patient because of a lower priority patient. Proposition 1 implies, through the second property of matroids, that the "opportunity cost" of matching a higher priority patient will never be more than one lower priority patient who could otherwise have been matched. And by Lemma 1, the same total number of patients will be matched at each Pareto-efficient matching, so there is no trade-off between priority allocation and the number of transplants that can be arranged. So, the Priority Mechanism is not just Pareto-efficient, but it also maximizes the utility of all the agents, that is the total number of transplants.

## Chapter 3

## Hospitals As Players of Kidney Exchange

As kidney exchange games begin to grow, we see that the incentives of the patients/donors/surgeons do not play an essential role in the outcome of the game. The reason is that tests of tissue-type compatibility are standardized and thus the patients or their surgeons cannot manipulate the set of the compatible donors. Rather, the hospitals or the transplant centers have incentives to submit false information to the central matching mechanism [20]; they can match for example some pairs internally and reveal only the hard-to-match pairs to the mechanism. This behaviour has been already observed. So, from this point forward we will only consider incentives of hospitals.

### 3.1 The Model

We will use the term compatibility graph to describe the directed graph that has the incompatible pairs as nodes ( meaning the patient and its incompatible donor)
and edges $(a, b)$ if and only if the donor of the incompatible pair $a$ is compatible to donate a kidney to the patient of the incompatible pair $b$.

An exchange is a cycle in the graph so that every node in the cycle gets and gives a kidney. A matching $M$ is called k-efficient if it matches the maximum number of transplants possible for exchanges of size no more than k , and k -maximal if there in no other matching $M^{\prime}$ such that $M^{\prime} \supset M$. The terms maximal and efficient are defined the same way as above with the sole difference the k is no longer bounded.

The basic difference with previous models is that we consider the incentives of hospitals rather the incentives of patients and thus the set $N=\{1, \ldots, n\}$ is now the set of hospitals participating in the exchange and each one controls a subset of nodes. Therefore, we use the notion of individual rationality to mean that the mechanism matches at least as much patients for each hospital as that hospital would have matched internally on its own. A more powerful notion is that of strategyproofness (or, truthfulness) which induces hospitals to prefer to reveal all their incompatible pairs rather than to reveal only some of their pairs to the mechanism. Notice that the second notion is more powerful because, in the first case we only demand that the strategy of participate fully be better than the strategy of not participating at all, and in the second case we demand that the strategy of participating fully be better than the strategy of not participating at all and also of the strategies of partially participating (thus, better than all the possible strategies).

### 3.2 Lower Bounds

Firstly, we need to show that approximation is a necessary evil for all mechanisms. One cannot have a mechanism that is both maximal and strategy-proof [20].

Proposition 3.1. No Individually Rational mechanism is both maximal and strategyproof.

Figure 3.1: Graph used in proofs


Proof. Let us have two hospitals $a$ and $b$ such that $V_{a}=\left\{a_{1}, a_{2}, a_{3}, a_{4}\right\}$ and $V_{b}=$ $\left\{b_{1}, b_{2}, b_{3}\right\}$ are the hospital $a$ 's nodes and hospitals $b$ 's nodes respectively.Note that every maximal allocation leaves exactly one node unmatched. Suppose $\phi$ is both maximal and IR. We show that if $a$ and $b$ submit $V_{a}$ and $V_{b}$ respectively, at least one hospital strictly benefits from withholding a subset of its nodes. If the node that is left unmatched belongs to hospital $a$, that means that hospital a will have a utility of 3 . Hospital $a$ however can hide $a_{1}$ and $a_{2}$ and then the maximal mechanism will match $a_{3}$ to $b_{2}$ and $a_{4}$ to $b_{3}$ because if it didn't it wouldn't be maximal. In that case the utility of hospital $a$ would be 4 instead of 3 . Therefore, it is in hospital $a$ 's best interest to hide some of the nodes and thus making the maximal mechanism not strategy-proof. A similar argument holds in the case that hospital $b$ is the one with the node unmatched.

Note that if a mechanism is efficient, it is also maximal; so the result above also applies to efficient mechanisms as well. Another thing to observe is that, as we mentioned above, any strategy-proof mechanism is also individually rational, so we could leave the individual rationality out of the formulation of the proposition. Now we know that we must resort to approximation, the question is how much. Using basically the
same instance of the problem as above, we can prove some lower bounds on the approximation ratio differentiating between deterministic and randomized mechanisms as shown in the theorem that follows $[20,13]$.

Theorem 3.1. If there are at least two agents,

1. no deterministic strategy-proof mechanism can provide an $\alpha$-approximation with respect to social welfare for $\alpha<2$, and
2. no randomized strategy-proof (in expectation) mechanism can provide an $\alpha$ approximation with respect to social welfare for $\alpha<8 / 7$.

Proof. 1.We will also use figure 1 for the proof of this theorem. As we mentioned above an efficient mechanism will have the following possible outcomes: either $G_{a} \leq 3$, or $G_{b} \leq 2$ where $G_{a}$ is the gain of hospital $a$ and $G_{b}$ is the gain of hospital $b$. Let the mechanism to have approximation $\alpha<2$. If hospital a decides to hide $a_{1}$ and $a_{2}$ as above, the mechanism having only the choice to match 2 or 4 nodes, matches 4 nodes because of the approximation assumption. Therefore, the total gain of hospital $a$ will be 4 and the mechanism is not truthful. We can use a similar argument for the second case.
2.As far as randomized mechansims are concerned we can cover all the possible mechanisms with two cases: 1) a vertex of $a$ is not matched with probability greater than $1 / 2$ and 2 ) a vertex of $b$ is not matched with probability greater than $1 / 2$. We can see that we covered every mechanism if we observe that if case 1 doesn't hold, we necessarily fall in the second case. The expected gains in each case can be worked out to be: 1) $\mathbb{E}\left(G_{a}\right) \leq 3.5$ and 2) $\mathbb{E}\left(G_{a}\right) \leq 2.5$. Let us examine the first case where hospital $a$ has at least one vertex uncovered with probability greater than $1 / 2$. The strategyproof mechanism will match both of $a$ 's pairs with probability at most $3 / 4$, for
a maximum of $7 / 4$ pairs in expectation, while the optimum is 2 . Therefore, we have a 8/7-approximation mechanism. A similar argument holds in the second case.

Note that although the specific instance of the problem we used in our proofs has only 2 -way exchanges, the same result applies to larger than 2 -way exchanges. Also, in the case of the randomized mechanism, we used the notion of truthfulness in expectation. We could use a much stronger notion: universal truthfulness. A mechanism is universally truthful (or universally strategyproof) if whatever the random choice of the mechanism, it is still the best stategy to be truthful even if the player knows the random choice. As we will see from the following theorem [22] if we demand that our mechanism is universally truthful we have worse approximation ratios in the case of 2 agents.

Theorem 3.2. Let $A$ be a randomized mechanism for 2-agent kidney exchange.

1. If $A$ is universally truthful, then its approximation ratio is at least $3 / 2$.
2. If $A$ is universally truthful and inclusion-maximal, then its approximation ratio is at least 2.
3. if $A$ is truthful in expectation and inclusion-maximal, then its approximation is at least $4 / 3$.

What happens to our approximation bounds if we weaken the notion of truthfulness and demand only individual rationality? If we restrict our attention to 2 -way exchanges, we see that there exist 2 -efficient mechanisms [20]. The reason for that is that in 2-way exchanges, we are dealing with the problem of "classical" Matching, where a maximal allocation due to the properties of matroids is also a maximum allocation. The idea is that we first match the maximum number of vertices inside
and for, each hospital and then we try to maximize the number of edges without unmatching previously matched vertices. That is done with the augmenting algorithm of Edmonds [53] in polynomial time.

Theorem 3.3. There exists an individually rational allocation with exchanges of size at most 2 that is also 2-efficient in every compatibility graph.

If we allow more than 2-way exchanges, the basic structure of the problem changes and we have a very bad approximation ratio. We no longer have the structure of a matroid because k-way, with $\mathrm{k}>2$, exchanges are directed cycles of length k and not just an undirected edge as was the case with 2-way exchanges. The idea is that for almost each vertex in a k-cycle of a maximal allocation, we may have a large exchange that does not belong to the maximal allocation but to the efficient allocation. This possibility results in a very bad approximation ratio in the worst case [20].

Theorem 3.4. For every $k \geq 3$, there exists a compatibility graph such that no $k$ maximal allocation which is also individually rational matches more than $1 / k-1$ of the number of nodes matched by a $k$-efficient allocation. Furthermore in every compatibility graph the size of a $k$-maximal allocation is at least $1 / k-1$ times the size of a $k$-efficient allocation.

Proof. Let $M$ be a k-efficient allocation and $M^{\prime}$ an individually rational allocation. Since $M^{\prime}$ is individually rational, we can assume that it is also k-maximal, because we can match at first the maximum number of vertices for each hospital and then try to maximize the total number of vertices under that restriction without unmatching previously matched ones.

We know that every exchange in $M$ must intersect with an exchange in $M^{\prime}$, because if there is an exchange in $M$ that doesn't, then $M^{\prime}$ could use that exchange to increase
the total number of vertices matched without affecting any of the other exchanges. But then, $M^{\prime}$ wouldn't be k-maximal.

So, let us fix an exchange in $M^{\prime}$ of size $l$ with $2 \leq l \leq k$. We need to construct the way that $M$ could have the largest possible difference from $M^{\prime}$. That can happen if $M$ has exchanges of the largest size possible (namely, $k$ ) that intersect each vertex in the fixed exchange. But then, $M^{\prime}$ could use the same allocation as $M$ and increase its cardinality, contradicting its maximality again. Well, if we just remove one such exchange of $M$, leaving only one node of the fixed exchange of $M^{\prime}$ to not be intersecting with an exchange of $M, M^{\prime}$ can no longer increase its cardinality. Therefore, $M$ matches $(l-1) k$ nodes where $M^{\prime}$ matches $l$ nodes. So the ratio is $\frac{l}{(l-1) k}$, where in the best case $l=k$, the ratio becomes $\frac{k}{(k-1) k}=\frac{1}{(k-1)}$ which is the desired result.

Figure 3.2: Tight case for $\mathrm{k}=3$


To see that the result is tight, we only need to see that a graph could consist only of the construction above. We can see that clearly for $k=3$ in the figure.

## Chapter 4

## Deterministic Mechanisms: <br> $M A T C H_{\Pi}$

As proved in the previous chapter the lower bound of approximation ratio for deterministic strategy-proof mechanisms is 2 . So, we need to design a mechanism that is both strategy-proof and as close to that ratio as possible. We will present the deterministic $M A T C H_{\Pi}$ mechanism which is analyzed in [13].

We already know that strategy-proof mechanisms are individually rational, but since individual rationality is a weaker concept, not all individually rational mechanisms are strategy-proof. However, what is important is that in both cases we need to ensure that we can match as many patients for each hospital, as that hospital would have matched on its own. With that in mind, we come across the first important idea for a strategy-proof mechanism: Above all, include in the final matching, the maximum number of internal edges; that is the edges between two nodes of the same player.

Let us examine the mechanism that uses this idea and has the maximum possible cardinality. This mechanism considers at first all the matchings that maximize the number of internal edges; of those matchings, he considers those with the maximum overall cardinality; and finally he breaks ties serially and outputs a single matching. Is this "natural" mechanism strategy-proof? Let us examine at first what happens for two players in the example of the previous chapter.

Figure 4.1: Graph used in proofs


A matching that maximizes the number of internal edges of agent 2 must include $\left(b_{2}, b_{3}\right)$ and a matching that does the same for agent 1 must include either $\left(a_{1}, a_{2}\right)$, or $\left(a_{2}, a_{3}\right)$. Therefore all the matchings that maximize internal edges are $M_{1}=\left\{\left(b_{2}, b_{3}\right),\left(a s_{1}, a_{2}\right)\right\}$ and $M_{2}=\left\{\left(b_{2}, b_{3}\right),\left(a_{2}, a_{3}\right),\left(a_{1}, b_{1}\right)\right\}$, from which $M_{2}$ has maximum cardinality and thus is finally chosen by the mechanism. In the previous chapter, agent 1 benefits if he chooses to hide $\left(a_{1}, a_{2}\right)$. In this case, however, he cannot benefit because our mechanism having as input the graph where $a_{1}$ and $a_{2}$ are not visible, returns $M^{\prime}=\left\{\left(b_{2}, b_{3}\right)\right\}$. Therefore, the gain of agent 1 is now 2 , but if he were to tell the truth, his gain would be 3 as we have seen above. This example may seem to show that we probably have a strategy-proof mechanism in our hands, but as we will see in the next example, that is not the case.

Let's examine figure 5 where agent 1 has the white vertices, agent 2 has the gray vertices and agent 3 has the black vertices. Agent 2 is the one who will lie. Any

## Figure 4.2: Counter-example real graph


matching that maximizes the internal edges of agent 2 must include $\left(v_{4}, v_{5}\right)$ and $\left(v_{6}, v_{7}\right)$. Obviously, as above, it suffices to examine only the maximal matchings that contain these internal edges (because only maximal matchings have the chance to be maximum under these restrictions), that is $M_{1}=\left\{\left(v_{1}, v_{2}\right),\left(v_{4}, v_{5}\right),\left(v_{6}, v_{7}\right),\left(v_{9}, v_{10}\right)\right\}$, $M_{2}=\left\{\left(v_{2}, v_{3}\right),\left(v_{4}, v_{5}\right),\left(v_{6}, v_{7}\right),\left(v_{8}, v_{9}\right)\right\}, M_{3}=\left\{\left(v_{1}, v_{2}\right),\left(v_{4}, v_{5}\right),\left(v_{6}, v_{7}\right),\left(v_{8}, v_{9}\right)\right\}$ and $M_{4}=\left\{\left(v_{2}, v_{3}\right),\left(v_{4}, v_{5}\right),\left(v_{6}, v_{7}\right),\left(v_{9}, v_{10}\right)\right\}$. All of these matchings have the same overall cardinality, so we need to break ties to isolate the one that our mechanism will output. We break ties serially, so we give priority to agent 1 above all others. Therefore, we finally get $M_{2}$. Agent 2 has a gain of 4 vertices.

Figure 4.3: Counter-example graph when agent lies


Now, let us assume (Figure 6) that agent 2 lies and hides $\left(v_{5}, v_{6}\right)$. Since we have no internal edges, we get the maximum matching: $M^{\prime}=\left\{\left(v_{1}, v_{2}\right),\left(v_{3}, v_{4}\right),\left(v_{7}, v_{8}\right),\left(v_{9}, v_{10}\right)\right\}$. In this case, agent 2 has a gain of 6 vertices. Therefore, our mechanism is not strategyproof.

It is clear that since we maximize the number of internal edges of each agent, the problem lies in the matching of external edges of an agent. In this example, the agent by manipulating, he gets 4 extra external edges, namely $\left(v_{1}, v_{2}\right),\left(v_{3}, v_{4}\right),\left(v_{7}, v_{8}\right)$ and $\left(v_{9}, v_{10}\right)$. If we could adequately limit the extra external edges that the agent is able to induce the mechanism to match by lying, we would solve our problem. We must somehow balance the number of an agent's external edges that the mechansism matches in the graph induced by lying with the number of external edges that the mechanism matches in the "true" graph. The next mechanism achieves just that by using a bipartition of all the agents $\Pi=\left(\Pi_{1}, \Pi_{2}\right)$ and limiting the external edges only between agents belonging to different sides of the bipartition.

## 4.1 $\mathrm{MATCH}_{\Pi}$


#### Abstract

Algorithm 3 MATCH $_{\Pi}$ 1: Given a graph G, consider all the matchings that have maximum cardinality on each $V_{i}$ and do not have any edges between $V_{i}$ and $V_{j}$ when $i, j \in \Pi_{l}$ for some $l \in\{1,2\}$, i.e., those that maximize the number of internal edges and do not have any edges between sets on the same side of the bipartition 2: Among these matchings select one of maximum cardinality, breaking ties serially in favor of agents in $\Pi_{1}$ and then agents in $\Pi_{2}$.


In order to examine strategyproofness, we need to consider the symmetric difference of the matching given by our mechanism when the "true" graph is the input and the matching given by our mechanism when an agent lies, namely $M \Delta M^{\prime}=(M \cup$ $\left.M^{\prime}\right) \backslash\left(M \cap M^{\prime}\right)$. The reason for that is twofold: firstly, we only care about the difference of the two matchings and secondly, the symmetric difference has a nice structure that aids our proofs. The next lemma is very useful and it depicts the helpful structure of the symmetric difference of two matchings.

Lemma 4.1. Let $G$ be a non-directed graph and $M_{1}, M_{2}$ two matchings on $G$. Then, the graph

$$
M_{1} \Delta M_{2}=\left(M_{1} \cup M_{2}\right) \backslash\left(M_{1} \cap M_{2}\right)
$$

consists of vertex-disjoint paths (some of which maybe cycles) with alternating edges of $M_{1}$ and $M_{2}$.

Proof. We will use induction on the number of edges. Just as a reminder, given a graph $G=(V, E)$ a matching $M \subseteq E$ on $G$ is a subset of edges such that each vertex is incident to at most one edge of $M$.

$$
m=1
$$

Figure 4.4: Graph in the case $\mathrm{m}=1$


In this case, we just have one edge between two vertices. If both matchings get the edge $\left(a_{1}, a_{2}\right)$, then $M_{1} \Delta M_{2}$ would contain the empty graph. If $M_{1}=$ $\left\{\left(a_{1}, a_{2}\right)\right\}$ and $M_{2}=\emptyset$ then $M_{1} \Delta M_{2}=\left\{\left(a_{1}, a_{2}\right)\right\}$ which is a path of length 1. The result holds for $m=1$ almost vacuously.
$m=2$

Figure 4.5: Graph in the case $\mathrm{m}=2$


We will ignore the two identical matchings again because in that case $M_{1} \Delta M_{2}=$ Ø. If $M_{1}=\left\{\left(a_{1}, a_{2}\right)\right\}$ and $M_{2}=\left\{\left(a_{2}, a_{3}\right)\right\}$, then $M_{1} \Delta M_{2}=\left\{\left(a_{1}, a_{2}\right),\left(a_{2}, a_{3}\right)\right\}$, which is a single path of length 2 with alternating edges ( $\left(a_{1}, a_{2}\right)$ belongs to $M_{1}$ and $\left(a_{2}, a_{3}\right)$ belongs to $\left.M_{2}\right)$.

Let's assume that the result holds for $m-1$ edges.

Let's add a new edge to the graph $e=(u, v)$. If both matchings use it, it wouldn't add anything to $M_{1} \Delta M_{2}$. So, let's say that $M_{1}$ uses it and $M_{2}$ doesn't. We can assume of course that in that case, $M_{1}$ does not match $u$ or $v$ any other way, because if it did, it would have one vertex incident to two edges which contradicts the definition of matching. We will examine three cases: either $M_{2}$ does not match any of $u$ and $v$, or it matches both $u$ and $v$, or it matches one of $u$ and $v$.

If $M_{2}$ matches non of the $u$ and $v$, then we would add to $M_{1} \Delta M_{2}$ the edge $e$ which is of course a path of length 1 with alternating edges (vacuously true) which does not intersect with any of the other paths assumed in the inductive hypothesis.

Let's assume that $M_{2}$ matches $u$ and not $v$ without loss of generality. Any path that contains $e$, cannot be a cycle and $e$ must be one of its extreme edges, because of the fact that $v$ is matched only by $M_{1}$ through $e$ and not by $M_{2}$. Since , by the inductive hypothesis, all the paths before the addition of $e$ are vertex-disjoint, that means that only one such path contains $u$. That path also has alternating edges and an edge of $M_{2}$ matching $u$. Since we add $e$ that is matched by $M_{1}$, the new, extended path has still alternating edges and does not intersect any other path in $M_{1} \Delta M_{2}$.

Let's finally assume that $M_{2}$ matches both $u$ and $v$. We know that these two vertices belong to different paths in $M_{1} \Delta M_{2}$ before the addition of $e$. Then, we could either create a single cycle or a path that has alternating edges and does not intersect with any other path in $M_{1} \Delta M_{2}$ by merging the two previously disjoint paths in a manner similar to the previous case.

For instance, in the counter-example of our first attempt to define a strategy-proof mechanism (showing in Figure 5 and 6), $M_{2} \Delta M^{\prime}$ contains ( $v_{1}, v_{2}$ ) which belongs to $M^{\prime},\left(v_{2}, v_{3}\right)$ of $M_{2},\left(v_{3}, v_{4}\right)$ of $M^{\prime}$ and $\left(v_{4}, v_{5}\right)$ of $M_{2}$, which is an alternating path from $v_{1}$ to $v_{5}$. In the same way, an alernating path disjoint from the first one, starting from $v_{6}$ and ending on $v_{9}$ also belongs in $M_{2} \Delta M^{\prime}$. With this lemma in our hands, we can now proceed to the proof of the strategy-proofness of the $M A T C H_{\Pi}$ mechanism.

Theorem 4.2. For any number of agents, and for any bipartition $\Pi$ of the set of agents, MATCH $_{\Pi}$ is strategyproof.

Proof. Fix a bipartition of the agents $\Pi$ and let $G$ be the graph that includes all the patients of each hospital and $G^{\prime}$ is the graph that is induced by $G$ if agent i hides some nodes. We define $M$ as the matching that $M A T C H_{\Pi}$ outputs on the graph $G$ and $M^{\prime}$ as the matching that $M A T C H_{\Pi}$ outputs on graph $G^{\prime}$ plus the edges that agent i used to match his hidden vertices internally.

We will consider the graph $M \Delta M^{\prime}$ which, as proved in Lemma 11.1, contains vertex-disjoint paths or cycles with alternating edges of $M$ and $M^{\prime}$. Without loss of generality, we will consider one such path, since if we prove that the gain of agent i in $M$ is at least as much as the gain of i in $M^{\prime}$ in this one path, it would mean that the result would hold in each vertex-disjoint path seperately. That means that the total gain of i is better in $M$ rather than $M^{\prime}$ since all the edges outside $M \Delta M^{\prime}$ are common to both matchings.

We can assume that our path is not a cycle without loss of generality. Assume, that the path is a cycle of odd length. The edges in the cycle are alternating. Therefore we will necessarily have one vertex to which two different edges of the same matching are incident, which contradicts the definition of matching. Now, assume that the path is
a cycle of even length. That means that both matchings match all the vertices in the cycle, which makes us indifferent of this cycle in our attempt to find the difference of gain between the two matchings.
$M A T C H_{\Pi}$ maximizes the internal edges and therefore we have 2 cases: Either that $M$ matches more internal edges of i than $M^{\prime}$, or the same number of edges.From now on, we may use the term "enters" or "exits" in a subpath and so on, giving the wrong impression of a directed graph. That is not the case; those terms are used for simplicity of expression. We will use the symbol $M_{i j}$ to denote the subset of matching $M$ that contains edges between a vertex of agent i and a vertex of agent j .

1. $\left|M_{i i}\right|>\left|M_{i i}^{\prime}\right|$

Both $M$ and $M^{\prime}$ maximize the number of internal edges of agents other than i. That means that every subpath of the path $M \Delta M^{\prime}$ that enters and exits $V_{j}$, where $j \neq i$, has an even length. Assume that it didn't. That means for some matching, either $M$ or $M^{\prime}$ there are more internal edges that belong to that matching than the other on that subpath. That means that the other matching could switch its edges with those of the better matching and increase its cardinality. That, however, contradicts the fact that both of these matchings are maximum inside each agent. Obviously, since these subpaths are even, that means that if an edge of $M$ enters that subpath, an edge of $M^{\prime}$ necessarily exits it, or if an edge of $M^{\prime}$ enters that subpath, an edge of $M$ exits it.

As shown in the figure, agent 1 is the one who lies and $M_{i i}=3$, whereas $\left|M^{\prime}{ }_{i i}\right|=2$. That means that the graph of the figure represents the $M \Delta M^{\prime}$ in the case we are considering. Also, note, as we mentioned before, that the arrows

Figure 4.6: $\left|M_{i i}\right|>\left|M^{\prime}{ }_{i i}\right|$

in the edges do not indicate a directed graph; they just exist for simplicity of expression. As expected, the subpath of $V_{3}$ has an even number of edges and also an edge of $M^{\prime}$ enters the subpath while an edge of $M$ exits the subpath.

What follows is the essential difference between $M A T C H_{\Pi}$ and the previous attempt for a strategyproof mechanism. We claim that if an edge of $M^{\prime}$ exits $V_{i}$, then an edge of $M$ enters it again and if an edge of $M$ exits $V_{i}$, then an edge of $M^{\prime}$ enters it again. That is easy to see in figure 9 , since an edge of $M^{\prime}$ exits $V_{1}$ and an edge of $M$ enters it later. Note that we cannot be sure what is going on a subpath of $V_{i}$ in constrast with subpaths of $V_{j}, j \neq i$, because of agent i lying. For example, in figure 9 , one subpath of $V_{1}$ has even length and the other subpath has odd length.

We will now proceed to prove our claim. Let us say, without loss of generality that agent i belongs to $\Pi_{1}$ and an edge of $M$ exits $V_{i}$. That edge must enter a subpath of an agent $V_{j}$ belonging to $\Pi_{2}$. We know that if an edge of $M$ enters $V_{j}, j \neq i$, an edge of $M^{\prime}$ must exit $V_{j}$. So, an edge of $M^{\prime}$ exits $V_{j}$. That edge must enter a subpath of $V_{k}$ belonging to $\Pi_{1}$ again. If that happens to be agent i , we proved our claim; if not, we will repeat the process described above, always
having an edge of $M^{\prime}$ entering subpaths beloning to agents of $\Pi_{1}$. Since agent i belongs to $\Pi_{1}$, the path will re-enter $V_{i}$ (if it does) with an edge of $M^{\prime}$.

We now see why the presence of the bipartition limitation makes our mechanism strategyproof. It balances the number of external edges belonging to $M$ and $M^{\prime}$. The only external edges of $V_{i}$ we haven't accounted for yet, are the first and last external edge of $V_{i}$, meaning the edge that entered $V_{i}$ without ever entering before and the edge that exits $V_{i}$ without ever entering again. As we see in figure 9 , those edges are $\left(v_{3}, v_{4}\right)$ and $\left(v_{13}, v_{14}\right)$ and they belong both in $M^{\prime}$. However, that is not necessary; in the general case they may both belong to $M$, or the one edge in $M$ and the other in $M^{\prime}$, or at least one of them might not exist at all if we start or end at $V_{i}$. Therefore, it holds that,

$$
\sum_{j \in N \backslash\{i\}}\left|M_{i j}\right| \geq \sum_{j \in N \backslash\{i\}}\left|M_{i j}^{\prime}\right|-2
$$

Using that result, we finally prove that

$$
u_{i}(M)=2\left|M_{i i}\right|+\sum_{j \in N \backslash\{i\}}\left|M_{i j}\right| \geq 2\left(\left|M_{i i}\right|+1\right)+\left(\sum_{j \in N \backslash\{i\}}\left|M_{i j}^{\prime}\right|-2\right)=u_{i}\left(M^{\prime}\right)
$$

2. $\left|M_{i i}\right|=\left|M^{\prime}{ }_{i i}\right|$

Since $M$ maximizes internal edges, in this case, $M^{\prime}$ also maximizes internal edges. As we have seen before, all the subpaths of $V_{j}$ in which both $M$ and $M^{\prime}$ maximize their internal edges are of even length. Using the same argument in this case, if a subpath of $V_{i}$ has odd number of edges, then it has more edges of
$M\left(M^{\prime}\right)$ than of $M^{\prime}(M)$, then $M\left(M^{\prime}\right)$ could have switched its edges for those of $M^{\prime}(M)$ and increase its cardinality, but since $M\left(M^{\prime}\right)$ maximizes the internal edges of agent i , that is not possible and therefore the subpath of $V_{i}$ is of even length. Thus, all the subpaths of all $V_{j}$ are of even length in this case.

Since both $M$ and $M^{\prime}$ maximize internal edges and $M$ is the maximumcardinality matching under the constraint of maximum number of internal edges, $|M| \geq\left|M^{\prime}\right|$. Let's consider firstly the case of $|M|>\left|M^{\prime}\right|$. Our path in this case is of odd length and it starts and ends with an edge of $M$, otherwise we wouldn't have $|M|>\left|M^{\prime}\right|$. We also know, that every subpath of $V_{i}$ has odd length. That means that if we enter the subpath with an edge of $M$, we will exit with an edge of $M^{\prime}$ and if we enter with an edge of $M^{\prime}$, we will exit with an edge of $M$. Therefore, if all subpaths of $V_{i}$ are not at the start or end of the path, both $M$ and $M^{\prime}$ will match the same number of vertices of agent i. What happens if we start with a subpath of $V_{i}$ ? Since, we necessarily start with an edge of $M$, and exit the first subpath with an edge of $M, M$ will match more vertices than $M^{\prime}$. Now, if we end with a subpath of $V_{i}$, then we would necessarily end with an edge of $M$ and enter $V_{i}$ for the last time with an edge of $M$ and therefore $M$ would match more vertices of agent i than $M^{\prime}$.

We can now assume that $|M|=\left|M^{\prime}\right|$. That means that our path is of even length. That means that both matchings match all the vertices except the first and the last one. The only way agent i could manipulate the mechanism and by matching the first vertex with $M^{\prime}$ and the last vertex of the path would belong to another agent. The other vertex must necessarily belong to another agent, because $M$ matches that vertex (because of the even length), and if it belonged
to i, then his gain on $M$ and $M^{\prime}$ would be identical. So we have a path of even length that start with a vertex of agent i and an edge of $M^{\prime}$ and ends with a vertex of agent $\mathrm{j}, j \neq i$ with an edge of $M$. We will show, using proof by contradiction that such a path can never exist as a result of our mechanism, and therefore agent i cannot gain by lying.

Let's assume that the mechanism breaks ties in favor of i over j. $M$ and $M^{\prime}$ have the same cardinality overall and maximize all internal edges. Their only difference is that $M$ matches one more vertice of $j$ and one less vertices of $i$, than $M^{\prime}$. If $M$ would switch to $M^{\prime}$, then $M$ would increase the number of vertices of i and decrease the number of vertices. That contradicts the tie-breaking rule of the mechanism.

Now, let's assume that the mechanism breaks ties in favor of j over i . To arrive at a contradiction we will consider that subpath of $M \Delta M^{\prime}$ that leaves $V_{i}$ for the last time and ends at the end of the path. The subpath we are considering always starts with an edge of $M^{\prime}$. The reason for that is the following: The first time we leave $V_{i}$, we leave with an edge of $M^{\prime}$ because either the first edge of $M \Delta M^{\prime}$ is an external one, or we go through an even number of edges inside $V_{i}$ and leave with an edge of $M^{\prime}$. Then we enter a subpath of an agent belonging to the other part of the bipartition and we exit with an edge of $M$ and enter an agent which could either i or some other agent that belongs to the first part of the bipartition, and we exit with an edge of $M^{\prime}$, and so on. It is the same kind of argument that we used in the previous case. We know therefore that the subpath we are considering always starts with an edge of $M^{\prime}$. As we see in the figure, agent i controls the black nodes, and the edge in question is $\left(v_{3}, v_{4}\right)$
and it is an edge of $M^{\prime}$, as we have shown.

Figure 4.7: $\left|M_{i i}\right|=\left|M^{\prime}{ }_{i i}\right|$ and $|M|=\left|M^{\prime}\right|$

$$
v_{1} \frac{M^{\prime}}{M^{\prime \prime}} v_{2} \xrightarrow{M} v_{3} \xrightarrow{M^{\prime}}\left(v_{4} \frac{M}{M^{\prime \prime}} v_{5} \xrightarrow{M^{\prime}} v_{6} \frac{M}{M^{\prime \prime}} v_{7}\right)
$$

Now, let's consider another matching, namely $M^{\prime \prime} . M^{\prime \prime}$ is $M$ in the subpath we are considering and $M^{\prime}$ everywhere else. $M^{\prime \prime}$ has the same overall cardinality with $M^{\prime}$ and maximizes all internal edges. The only difference with $M^{\prime}$ is that it matches one more vertex of $j$ and one less vertex of $i$. That contradicts the way our mechanism broke ties when agent i hid some of his vertices.

Also, we can reduce $M A T C H_{\Pi}$ to the maximum weighted matching problem and prove that it can be executed in polynomial time.

Theorem 4.3. $M A T C H_{\Pi}$ can be executed in polynomial time.

We have seen good qualities so far: Strategy-proofness and polynomial complexity. We are left to prove its approximation ratio. As we have seen in a previous chapter, the lower bound for deterministic algorithms is 2 , even for 2 players. If we restrict our attention to two players we see that $M A T C H_{\Pi}$ hits the lower bound. The reason is simple; our mechanism is maximal for two players. Since the players are in different parts of the bipartition no external edge is excluded. So, if a maximum matching contained an edge $(x, y)$, then our mechanism would at least match one of $x, y$ because if it didn't, it would be possible to include the edge in the matching and increase the cardinality which contradicts the definition of the mechanism.

Corollary 4.4. Let $N=\{1,2\}$. Then, $\operatorname{MATCH}_{(\{1\},\{2\})}$ is strategyproof and provides a 2-approximation with respect to social welfare.

The bad news is that our approximation ratio is way worse if we let many players in the mechanism. That is expressed in the theorem below.

Theorem 4.5. $\mathrm{MATCH}_{\Pi}$ does not provide a constant approximation ratio

Proof. Let's consider the case of 3 players. Let $\Pi_{1}=\{1,2\}$ and $\Pi_{2}=\{3\}$. Let's consider a graph which has a single edge between agent 1 and agent 2. Since agent 1 and 2 belong to the same side of the bipartition then our mechanism will not use that edge. Therefore the cardinality of the matching of $M A T C H_{\Pi}$ is 0 , whereas the cardinality of the maximum matching is 1 .

In general, if we have many external edges between agents on the same side of the bipartition and very few between agents on different sides of the bipartition, $M A T C H_{\Pi}$ would perform very poorly. However, even if our mechanism did hit the lower bound for deterministic mechanisms, that would still be bad since it would be at the same level of treating the problem as a simple optimization problem without taking into account incentives at all. Nevertheless, this mechanism is useful because it will help us build randomized mechanisms with good approximation ratios in the next chapter.

## Chapter 5

## A randomized mechanism for 2 agents: WEIGHT-AND-MATCH

We now turn to randomized mechanisms for two agents. That means that in at least one step, the mechanism makes a random choice. If we demand truthfulness in expectation and inclusion-maximality, the lower bound for the approximation ratio is $4 / 3$. In this chapter we will present the WEIGHT-AND-MATCH mechanism which is analyzed in [22].

A general strategy for constructing a randomized mechanism that is both strategyproof and as close to the optimal solution as possible, is the following: Select two deterministic mechanisms so that the first one has good incentive properties and bad approximation ratio and the second one has bad incentive properties and good approximation ratio. Flip a fair coin and if it comes heads, run the first mechanism and if it comes tails, run the other. One hopes that by randomizing between the two mechanisms, one gets the best qualities of both.

It is obvious that you will get an approximation ratio that is the weighted average of the two mechanisms depending on the coin. If we use a fair coin, both mechanisms have the same weight. So, you obviously improve in that regard in relation to the mechanism with a bad approximation ratio. The difficult part is the incentive property of the randomized mechanism. You must not "weaken" the strategyproof mechanism too much causing the overall randomized mechanism to lose the property of strategyproofness.

A deterministic mechanism that is strategy-proof but has a bad approximation ratio is the one we examined in the last chapter, $M A T C H_{\Pi}$. We will first attempt to use $\mathrm{MATCH}_{\Pi}$ in order to formulate a mechanism using the general strategy described above with the best approximation ratio possible.

### 5.1 FLIP-AND-MATCH

```
Algorithm 4 FLIP-AND-MATCH
    1: Given a graph \(G\), flip a fair coin.
    2: If the outcome is heads, return \(M A T C H_{(\{1\},\{2\})}\)
    3: If the outcome is tails, choose a maximum cardinality matching, breaking ties in
    favor of a matching that maximizes the total number of internal edges and then
    arbitrarily.
```

Theorem 5.1. Let $N=\{1,2\}$. Then, FLIP-AND-MATCH provides a 4/3-approximation with respect to the social welfare.

Proof. With probability $1 / 2$ the mechanism chooses $\operatorname{MATCH}_{(\{1\},\{2\})}$ which will give at least $1 / 2$ of the optimal solution and with the same probability the mechanism chooses the optimal solution.

$$
a \geq \frac{1}{2} \cdot \frac{1}{2}+\frac{1}{2} \cdot 1=\frac{3}{4}
$$

If this mechanism was truthful in expectation, we would have the best possible mechanism in our hands. However, that is not true.

Theorem 5.2. Let $N=\{1,2\}$. Then, FLIP-AND-MATCH is not truthful.

Proof. All we need to do is to find a counter-example. Consider the graph in the figure. Agent 1 controls the white vertices and agent 2 controls with grey vertices.

Figure 5.1: Theorem 5.2 counter-example


The upper graph is the graph where both agents reveal all their vertices. $M_{1}=$ $\operatorname{MATCH}_{(\{1\},\{2\})}$ would match $M_{1}=\left\{\left(v_{2}, v_{3}\right),\left(v_{4}, v_{5}\right),\left(v_{7}, v_{8}\right)\right\}$ since these are all internal edges and we cannot include external edges without excluding some internal ones. Let $M_{2}$ be the maximum cardinality matching. $M_{2}$ would certainly leave out a vertex, either a white or a grey one, because the number of vertices in the graph is odd. We will therefore consider two cases:

1. $M_{2}$ leaves out a white vertex.

That means that agent 1 gains 4 nodes from both $M_{1}$ and $M_{2}$, namely $v_{4}, v_{5}, v_{7}, v_{8}$. So, obviously the expected gain of agent 1 when revealing all of his vertices is 4 . Now, let us examine the middle graph, where agent 1 hides
(dashed lines) $v_{7}$ and $v_{8}$ and matches them internally. $M_{1}=\left\{\left(v_{2}, v_{3}\right),\left(v_{4}, v_{5}\right)\right\}$ and $M_{2}$ would match all the vertices. Therefore, the gain of agent 1 will be 2 from $M_{1}$ and 3 from $M_{2}$ and thus agent's 1 expected gain will be 2.5 . If you add the hidden vertices he matched on his own his total expected gain would 4.5 , which is more than agent's 1 gain had he tell the truth.
2. $M_{2}$ leaves out a grey vertex.

That means that agent 2 gains 3 nodes from $M_{2}$ and 2 nodes from $M_{1}$, and thus his expected gain in the upper graph is 2.5 . Let us suppose that agent 2 hides $\left(v_{2}, v_{3}\right)$ (lower graph). $M_{2}$ would match all the vertices and would give him a gain of 2 and $M_{1}$ would match non of his vertices and give him no gain. So, his overall expected gain when lying would be 3 , which is more than the one in the upper graph.

It is interesting to see that whatever constant probabilities we use to randomize between those two deterministic mechanisms, the randomized mechanism is still not truthful. For example, let $p$ be an arbitrary probability $0<p<1$ and let us say we select $M_{1}$ with probability $p$ and $M_{2}$ with probability $(1-p)$. In the first case we examined, agent's 1 gain when telling the truth would still be 4, and his gain when lying would be $5-p>4$, since $0<p<1$. Finally, in the second case, agent's 2 gain when telling the truth would be $3-a$ and his gain when lying would be $4-a>3-a$.

So, we have seen that FLIP-AND-MATCH is not truthful and thus using the maximum cardinality matching as the bad-incentive mechanism, we cause the $M A T C H_{\Pi}$ 's contribution to incentives to weaken significantly. The solution is to use a mechanism
with better incentive properties and worse approximation than the maximum cardinality matching. It doesn't mean that this new deterministic mechanism must be strategy-proof; it may very well be the case that is not strategy-proof but closer to strategy-proofness than the maximum cardinality matching mechanism.

### 5.2 WEIGHT-AND-MATCH

```
Algorithm 5 WEIGHT-AND-MATCH
    1: Given a graph \(G\), assign weights w to get \(G^{\prime}\) :
        1. \(\mathrm{w}=1\) for internal edges
        2. \(\mathrm{w}=0.5\) for external edges
    2: Flip a fair coin
    3: If the outcome is heads, return the maximum-weight matching with minimum
    cardinality
    4: If the outcome is tails, return the maximum-weight matching with maximum
    cardinality
```

The WEIGHT-AND-MATCH mechanism is constructed with the same strategy we used before. The deterministic strategy-proof mechanism is the mechanism that returns the maximum-weight with minimum cardinality. Actually that mechanism is $\mathrm{MATCH}_{\Pi}$. That is because of the fact that if you want to get maximum weight with as few edges as possible, you must include as many internal edges as possible. Obviously, the mechanism that does that is $M A T C H_{\Pi}$. Now, the mechanism with maximum-weight and maximum cardinality is closer to optimal than $M A T C H_{\Pi}$, but it is not optimal. We can demonstrate that with two examples.

In the first example, we see that $M A T C H_{\Pi}$ will select $\left(v_{2}, v_{3}\right)$ whereas the maximumcardinality matching will select $\left(v_{1}, v_{2}\right)$ and $\left(v_{3}, v_{4}\right)$. In this case, the maximum-

Figure 5.2: Example 5.2.1

weight/maximum-cardinality is the same with the maximum matching. We know that $w\left(v_{2}, v_{3}\right)=1$ since $\left(v_{2}, v_{3}\right)$ is an internal edge and $w\left(v_{1}, v_{2}\right)+w\left(v_{3}, v_{4}\right)=1$ since $\left(v_{1}, v_{2}\right)$ and $\left(v_{3}, v_{4}\right)$ are external edges. Therefore both matchings have the same weight, and so the maximum-weight/maximum cardinality matching will choose the matching with cardinality 2 , namely $\left\{\left(v_{1}, v_{2}\right),\left(v_{3}, v_{4}\right)\right\}$.

Figure 5.3: Example 5.2.2


However, in the second example, the maximum-weight/maximum-cardinality matching differs from the maximum cardinality matching and seems to give more priority to internal edges. That could be said intuitively to have better incentive properties than the maximum matching although it is not enough to be strategy-proof. The maximum matching in this case is $\left\{\left(v_{1}, v_{2}\right),\left(v_{3}, v_{4}\right),\left(v_{5}, v_{6}\right)\right\}$ which has a total weight of 1.5. The maximum-weight/maximum-cardinality matching will obviously be $\left\{\left(v_{2}, v_{3}\right),\left(v_{4}, v_{5}\right)\right\}$ which has a weight of 2 . Therefore, this mechanism sacrifices optimality for internal edges in this case, which causes his approximation to be worse than the optimal but better than $M A T C H_{\Pi}$ overall.

Theorem 5.3. Let $N=\{1,2\}$. Then, WEIGHT-AND-MATCH provides a 3/2approximation with respect to the social welfare.

Proof. Let $M$ be the maximum-cardinality matching, $M_{1}$ be the maximum-weight/minimumcardinality matching and $M_{2}$ be the maximum-weight/maximum-cardinality matching. We use the symmetric difference $M \Delta M_{1}$ to aid our proof. As we have seen in chapter 11 and lemma 11.1, the symmetric difference of two matchings consists of vertex-disjoint paths or cycles.

We define $m_{1}$ to be the number of edges of $M$ that either belong also to $M_{1}$, or belong to paths or cycles of even length in $M \Delta M_{1}, m_{3}$ to be the number of edges of $M$ that belong to paths of length 3 in $M \Delta M_{1}$ and $m_{5}$ to be the number of edges of $M$ that belong to paths of odd length that is greater or equal to 5 in $M \Delta M_{1}$. With these definitions, we basically covered all of $M$ :

$$
|M|=m_{1}+m_{3}+m_{5}
$$

We observe that $m_{1}$ is the number of edges of $M_{1}$ that either also belong to $M$, or that belong to paths or cycles of even length in $M \Delta M_{1}$. The reason is of course that what is common for both matchings has obviously the same cardinality, and the paths and cycles of even length in $M \Delta M_{1}$ have all their vertices covered by both $M$ and $M_{1}$. Since $M$ is maximum-cardinality and $M_{1}$ is maximum-weight/minimum-cardinality, $M$ has strictly greater cardinality than $M_{1}$, and all the paths of odd length in $M \Delta M_{1}$ begin and end with an edge of $M$. So, if $m_{3}$ are the number of edges of $M$ in paths of length 3 in $M \Delta M_{1}$, then $m_{3} / 2$ is the number of edges of $M_{1}$ in those paths because $M$ gets the first and last edge of the path and $M_{1}$ gets the second edge of the path, in every such path (the same as the first example before). If we consider paths of length 5 for example, then $M_{1}$ gets the second and forth edge in the path. So, he gets $2 / 3$ the number of edges $M$ gets in that path (second example). As we move on to odd paths of greater length the proportion of $M_{1}$ edges in relation to $M$ 's increases.

Therefore,

$$
\left|M_{1}\right| \geq m_{1}+\frac{m_{3}}{2}+\frac{2 m_{5}}{3}
$$

We know that $M_{1}$ and $M_{2}$ are maximum weight matchings and $M_{2}$ has greater cardinality than $M_{1}$. Therefore, we can say that $\left|M_{2}\right| \geq\left|M_{1}\right|$. Nevertheless, we can make an improvement on that lower bound. Let's consider paths of length 3 in $M \Delta M_{1}$. As we said in the example above, in this case $M_{2}$ is identical with $M$, because $M_{1}$ and $M$ have the same weight but obviously $M$ has the greater cardinality. Of course, one could claim that the middle edge need not be an internal one. If it is not, $M_{1}$ would not have chosen it and the path would not be in $M \Delta M_{1}$. So, we have

$$
\left|M_{2}\right| \geq m_{1}+m_{3}+\frac{2 m_{5}}{3}
$$

if we combine those inequalities, we find that the expected cardinality of WEIGHT-AND-MATCH

$$
\frac{1}{2}\left(\left|M_{1}\right|+\left|M_{2}\right|\right) \geq m_{1}+\frac{3 m_{3}}{4}+\frac{2 m_{5}}{3} \geq \frac{2}{3}\left(m_{1}+m_{3}+m_{5}\right)=\frac{2}{3}|M|
$$

If we examine the graph in the second example before, we can see that the analysis of the theorem is tight. The maximum matching will return all the nodes, namely 6. Both max-weight/min-cardinality and max-weight/max-cardinality matchings will return $\left\{\left(v_{2}, v_{3}\right),\left(v_{4}, v_{5}\right)\right\}$ so the expected cardinality of WEIGHT-AND-MATCH is 4. We will now prove that WEIGHT-AND-MATCH is truthful.

Theorem 5.4. Let $N=\{1,2\}$. Then, WEIGHT-AND-MATCH is truthful in expectation.

Proof. Let G be the input graph. Then $M_{1}$ is the max-weight/min-cardinality matching and $M_{2}$ is the max-weight/max-cardinality on G. If agent 1 hides some of its vertices, $\mathrm{G}^{\prime}$ is induced from G . We define $M_{3}$ and $M_{4}$ the max-weight/min-cardinality and max-weight/max-cardinality matchings respectively on the graph G' augmented by the internal edges of agent 1 . Lastly, we define $u$ as the utility of agent 1 and $w g t(M)$ as the total weight of matching M . We will only examine the incentives of agent 1 without loss of generality.

Claim 1

$$
u\left(M_{3}\right)=u\left(M_{1}\right)-2\left(w g t\left(M_{1}\right)-w g t\left(M_{3}\right)\right)
$$

We will consider again the symmetric difference $M_{1} \Delta M_{3}$ which is composed, as we already discussed, of vertex-disjoint paths or cycles. We will assume only one such path without losing generality because if we prove this equality for one arbitrary path, the equality will hold for all the vertex-disjoint paths and therefore will hold in total since outside $M_{1} \Delta M_{3}$ there is no difference in utility between the two matchings.

Slightly changing notation from previous chapters we denote $n_{11}(M), n_{22}(M)$ and $n_{12}(M)$ the number of agent's 1 internal edges, agent's 2 internal edges and the number of external edges, respectively. We will first show that $n_{22}\left(M_{1}\right)=$ $n_{22}\left(M_{3}\right)$. If we remember that the maximum-weight/minimum-cardinality matching is actually $M A T C H_{\Pi}$ from the previous chapter, then we have already shown this in a previous proof. However, since no formal proof was presented for this, we will show it again from the perspective of a weighted graph.

Odd cycles cannot exist in a symmetric difference between two matchings and even cycles have both matchings covering all the vertices. Therefore, we can exclude cycles altogether. We will examine the subpaths of agent 2 in our path in $M_{1} \Delta M_{3}$. We claim that all the subpaths of agent 2 have an even number of edges and if that is the case, then $n_{22}\left(M_{1}\right)=n_{22}\left(M_{3}\right)$ immediately follows.

Figure 5.4: Theorem example


Let's assume that the extremes vertices of this subpath have a degree of 2 and that the subpath has an odd number of edges. Let's say that $M_{1}$ has one more internal edge than $M_{3}$. That means that $M_{3}$ has 1 less unit of weight than $M_{1}$. However, since the extreme vertices have a degree of 2 , that means that $M_{3}$ gains back the 1 unit of weight through 2 external edges. But then $M_{3}$ will have the same weight as $M_{1}$ but larger cardinality. That cannot be the case since $M_{3}$ is a max-weight/min-cardinality matching and so the subpath cannot be of odd length. The same holds if $M_{3}$ has one more internal edge than $M_{1}$. If we assume that at least one of the extreme vertices has a degree of 1 , that means that the matching with the fewest internal edges will also have less weight since there is no external edge to make up for its internal weight loss. But then, that matching cannot be maximum-weight mathing since it can switch to the other and increase its weight. Therefore, as before, the subpath of agent 2 cannot have an odd number of edges. So, $n_{22}\left(M_{1}\right)=n_{22}\left(M_{3}\right)$. We can see in the Figure
an example of this case where the white vertices belong to agent 1 and the grey vertices to agent 2 .

In general it holds that $u(M)=2 n_{11}(M)+n_{12}(M)$ and $\operatorname{wgt}(M)=n_{11}(M)+$ $n_{22}(M)+n_{12}(M) / 2$. Therefore, since $n_{22}\left(M_{1}\right)=n_{22}\left(M_{3}\right)$, it holds that

$$
\begin{aligned}
u\left(M_{3}\right) & =2 n_{11}\left(M_{3}\right)+n_{12}\left(M_{3}\right) \\
& =2 n_{11}\left(M_{3}\right)+n_{12}\left(M_{3}\right)+2 n_{22}\left(M_{3}\right)-2 n_{22}\left(M_{1}\right) \\
& =u\left(M_{1}\right)+2\left(w g t\left(M_{1}\right)-w g t\left(M_{3}\right)\right)
\end{aligned}
$$

Claim 2

$$
u\left(M_{4}\right) \leq u\left(M_{2}\right)+2\left(w g t\left(M_{2}\right)-w g t\left(M_{4}\right)\right)
$$

In this case we will also consider the symmetric difference, namely $M_{2} \Delta M_{4}$ and we can assume that it is composed of only one path. Since $M_{2}$ is a maximum weight matching on $G$, it holds that $\operatorname{wgt}\left(M_{2}\right) \geq \operatorname{wgt}\left(M_{4}\right)$. We observe that since the internal vertices are mathced by both matchings in a path, the extreme vertices play a crucial role for the utitlity of agent 1 . Because of that, we will use a special notation. For example, a path of the type $a 22 b$ is a path who has the first vertex belonging to agent 1 with an edge of $M_{2}$ and the last vertex belonging to agent 2 with also an edge of $M_{2}$. So, the first two characters are about the starting point of the path and the last two are about the ending point of the path; a and bare are about agent 1 and 2 respectively; 2 and 4 are about $M_{2}$ and $M_{4}$ respectively. We will consider 3 different cases.

Firstly, if $M_{2} \Delta M_{4}$ is a cycle or a path of the types $a 22 a, a 24 a, a 42 a, a 22 b$, $a 24 b, b 22 b, b 24 b, b 42 b, b 44 b$. In all these cases it holds that $u\left(M_{4}\right) \leq u\left(M_{2}\right)$. The reason is that if there are extreme vertices of agent 1 and at least one of agent's 1
extreme vertices is matched by $M_{2}$, then there is at most 1 other extreme vertex that is matched by $M_{4}$. Since $\operatorname{wgt}\left(M_{2}\right) \geq w g t\left(M_{4}\right)$, the inequality holds. In the Figure below there is an example of this case. If we don't take into account the extreme vertices, both $M_{2}$ and $M_{4}$ match the 3 white vertices of agent 1, but since $M_{2}$ matches both extreme vertices of agent $1, M_{2}$ adds to agent's 1 utility 2 more than $M_{4}$.

Figure 5.5: First type of path, $a 22 a$


Secondly, let's assume that our path is either $a 42 b$ or $a 44 b$. The first and last vertex belongs to different agents and therefore we have an odd number of external edges. All internal edges contribute 1 and all external edges contribute $1 / 2$ to $\operatorname{wgt}\left(M_{2}\right)+w g t\left(M_{4}\right)$. Therefore, this sum is not an integer since we have an odd numver of external edges. Also, one of the $\operatorname{wgt}\left(M_{2}\right), \operatorname{wgt}\left(M_{4}\right)$ is a noninteger and the other one is. So, since $\operatorname{wgt}\left(M_{2}\right) \geq \operatorname{wgt}\left(M_{4}\right)$, we conclude that $w g t\left(M_{2}\right)-w g t\left(M_{4}\right) \geq 1 / 2$. This, combined with the fact that $u\left(M_{2}\right)+1=$ $u\left(M_{4}\right)$, shows us that the desired inequality holds. We have an example below in the Figure, that demonstrates exactly this argument.

Figure 5.6: Second type of path, $a 44 b$


Lastly, let's assume that our path is of the type $a 44 a$. That means that both extreme vertices of agent 1 belong to $M_{4}$. So, $u\left(M_{4}\right)=u\left(M_{2}\right)+2$. This time
since the extreme vertices belong to the same agent, we have an even number of external edges and so the $\operatorname{wgt}\left(M_{2}\right)+\operatorname{wgt}\left(M_{4}\right)$ is an integer. Therefore, the difference of weights is an integer like 0 or more. Can the matchings have the same weight? No, because $M_{4}$ has one more edge than $M_{2}$ and since $M_{2}$ can switch to $M_{4}$ to keep its weight but increase its cardinality, we can infer that $M_{2}$ is not a max-weight/max-cardinality matching, which is a contradiction. Therefore $\operatorname{wgt}\left(M_{2}\right) \geq w g t\left(M_{4}\right)+1$, which leads us to prove the inequality. In the figure below there is an example of this case as well.

Figure 5.7: Third type of path, $a 44 a$


Let's use our claims now to prove strategyproofness. If we add up $u\left(M_{4}\right) \leq u\left(M_{2}\right)+$ $2\left(w g t\left(M_{2}\right)-w g t\left(M_{4}\right)\right)$ and $u\left(M_{3}\right)=u\left(M_{1}\right)-2\left(w g t\left(M_{1}\right)-w g t\left(M_{3}\right)\right)$ and divide by 2 , we have that the expected utility of agent 1 is

$$
\frac{1}{2}\left(u\left(M_{1}\right)+u\left(M_{2}\right)\right) \geq \frac{1}{2}\left(u\left(M_{3}\right)+u\left(M_{4}\right)\right)
$$

An interesting thing to see is that this mechanism cannot gain a better approximation ratio without losing its strategy-proofness with just a change in the probabilities with which it randomizes over the two deterministic mechanisms. Let's look at the example in the last figure and let's say that that is the real graph $G$ while ignoring all the $M_{4}$ 's and $M_{2}$ 's in the figure. Both max-weight/min-cardinality and max-weight/max-cardinality will choose $\left\{\left(v_{2}, v_{3}\right),\left(v_{4}, v_{5}\right),\left(v_{6}, v_{7}\right),\left(v_{8}, v_{9}\right)\right\}$. So whatever the probabilities of choosing the deterministic mechanisms agent's 1 gain will be 4 .

Let's say that we choose the max-weight/min-cardinality matching with ( $0.5-\epsilon / 4$ ) probability and the max-weight/max-matching with $(0.5+\epsilon / 4)$ probability, where $\epsilon>0$. Let's say that agent 1 hides $v_{5}, v_{6}$ and matches them internally. The subgraph that is induced has two disconnected components and in each component the mechanism will behave identically. The max-weight/min-cardinality matching will select no vertex of agent 1, but the max-weight/max-cardinality matching will select both vertices from each component, totaling in 4 agent's 1 vertices. So, the expected gain from agent 1 when lying is $u\left(M^{\prime}\right)=2+(0.5+\epsilon / 4) 4=4+\epsilon>4=u(M)$. Therefore, even if we slightly change the probabilities in order to improve the approximation ratio, we will lose the property of strategyproofness.

Lastly, just as expected, our mechanism is executed in polynomial time. So, we have a computationally efficient mechanism, which is strategy-proof in expectation and has an approximation ratio of $3 / 2$. The basic limitation of this mechanism is that it is useful in settings where only two players are involved. So, in the next chapter we will see a mechanism that works for many players.

## Chapter 6

## A randomized mechanism for many agents: MIX-AND-MATCH

This mechanism is a natural extension of the $M A T C H_{\Pi}$ mechanism. We will confront the greatest weakness and at the same time greatest strength of this deterministic mechanism with randomization and we will solve the problem of non-constant approximation ratio [13]. First, as a reminder, let's see the example used before to see why the $M A T C H_{\Pi}$ mechanism has a non-constant approximation ratio.

Let's consider the case of 3 players. Let $\Pi_{1}=\{1,2\}$ and $\Pi_{2}=\{3\}$. Let's consider a graph which has a single edge between agent 1 and agent 2 . Since agent 1 and 2 belong to the same side of the bipartition then our mechanism will not use that edge. Therefore the cardinality of the matching of $M A T C H_{\Pi}$ is 0 , whereas the cardinality of the maximum matching is 1 .

So, the problem lies in the fixed bipartition and its external edges limitation. The mechanism that follows deals with that directly using randomization.

```
Algorithm 6 MIX-AND-MATCH
    Mix: Construct a random bipartition \(\Pi=\left(\Pi_{1}, \Pi_{2}\right)\) of the agents by independently
    flipping a fair coin for each agent to determine whether the agent is in \(\Pi_{1}\) or in
    \(\Pi_{2}\).
    Match: Apply \(M A T C H_{\Pi}\) to the given graph, where \(\Pi\) is the bipartition con-
    structed in the previous step
```

Obviously, this mechanism is universally strategy-proof. Regardless of the choice of $\Pi$, all agents have no incentive to lie, since $M A T C H_{\Pi}$ is strategyproof. More formally, we define a randomized mechanism as a probability distribution over deterministic mechanisms and that a ranomized mechanism is universally strategyproof if all these deterministic mechanisms are strategyproof. Therefore, since $M A T C H_{\Pi}$ is strategyproof, the conclusion is obvious.

Let's examine what happens to the approximation ratio using the example in which $M A T C H_{\Pi}$ performed poorly. We can work out that agent 1 and agent 2 who have the external edge between them will belong to the same side of the bipartition with probability $1 / 2$ and in different sides of the bipartition with probability $1 / 2$ as well. That means that with probability $1 / 2$ the mechanism returns no edges (as does $M A T C H_{\Pi}$ ) and with probability $1 / 2$ will return one edge since the external edge on those bipartitions will be between different sides of $\Pi$. The optimal matching has cardinality of 1 and the expected cardinality given by the MIX-AND-MATCH matching is $1 / 2$. It seems that by using randomization we turned the worse-case non-constant approximation to an approximation ratio of 2 .

However, that was just an example. $M A T C H_{\{1\},\{2\}}$ sacrifices 2 external edges for 1 internal edge and therefore it has an approximation ratio of 2. In MIX-AND-MATCH we also have the problem of removing external edges because the players are more than 2. So, in general one might think that the approximation ratio of MIX-AND-

MATCH will be even worse than $M A T C H_{\{1\},\{2\}}$. But, that is not the case. The idea is that half of the time those external edges that would be sacrificed are already removed by the choice of the bipartition.

Theorem 6.1. For any number of agents, MIX-AND-MATCH is (universally) strategyproof and provides a 2-approximation with respect to social welfare.

Proof. At first, using the maximum matching $M^{*}$ we will contruct $M^{\prime}$ which is a matching that we can easily show that it has an approximation of 2 on average. We finalize the proof by showing that the cardinality of $M A T C H_{\Pi}$ is greater than the cardinality of $M^{\prime}$ when restricted by $\Pi$. That means that the cardinality of the matching given by MIX-AND-MATCH on average is greater than that of $M^{\prime}$.

Let $M_{i}^{* *}$ be a maximum cardinality matching on $V_{i}$ and $M^{* *}=\cup_{i \in N} M_{i}^{* *}$. We consider the symmetric difference $M^{*} \Delta M^{* *}$. For each vertex-disjoint path of $M^{*} \Delta M^{* *}$ the number of internal edges of $M^{* *}$ is either equal or greater than $M^{*}$. If it is equal, we add $M^{*}$ 's edges to $M^{\prime}$, else, we add $M^{* *}$ s edges to $M^{\prime}$. From construction $M^{\prime}$ maximizes the total number of internal edges.

Since $M^{*}$ is maximum matching, then every path in $M^{*} \Delta M^{* *}, M^{*}$ has at most one more edge than, and at least the same number of edges as, $M^{* *}$. All external edges on the path are from $M^{*}$, so if the edges from $M^{* *}$ are taken for $M^{\prime}$ then the number of internal edges gained relative to $M^{*}$ is at least the number of external edges lost minus one. In the worst case $M^{\prime}$ has two fewer external edges for each extra internal edge relative to $M^{*}$. To understand this better, let's use two examples.

$$
M^{*}=\left\{\left(v_{1}, v_{2}\right),\left(v_{3}, v_{4}\right),\left(v_{5}, v_{6}\right)\right\} \text { and } M^{* *}=\left\{\left(v_{2}, v_{3}\right),\left(v_{4}, v_{5}\right)\right\} . \text { Since } M^{* *} \text { has } 2
$$ internal edges and $M^{*}$ has not, $M^{\prime}$ gets $M^{* *}$ s edges. So, $M^{\prime}$ gains 2 extra internal

Figure 6.1: $M^{*} \Delta M^{* *}$ example

edges and loses 3 external edges. In the figure below, we see another example where $M^{\prime}=\left\{\left(v_{2}, v_{3}\right)\right\}$ and $M^{*}=\left\{\left(v_{1}, v_{2}\right),\left(v_{3}, v_{4}\right)\right\} . M^{\prime}$ has exactly 2 fewer external edges for 1 internal edge that it gains. We can easily see how this pattern can be generalized, if we observe that in each subpath of $V_{j}$ in $M^{*} \Delta M^{* *}, M^{\prime}$ will have at most one more internal edge than $M^{*}$, and at most two less external edges than $M^{*}$. We need in general many such subpaths to complete one vertex-disjoint path of $M^{*} \Delta M^{* *}$. We see that in the figure below, we essentially have a subpath of the figure above and the property holds for both.

Figure 6.2: $M^{*} \Delta M^{* *}$ example


So, we have

$$
\begin{gathered}
\sum_{i \in N}\left(\left|M_{i i}^{\prime}\right|-\left|M_{i i}^{*}\right|\right) \geq \frac{1}{2} \sum_{i \in N} \sum_{j>i}\left(\left|M_{i j}^{*}\right|-\left|M_{i j}^{\prime}\right|\right) \\
\Rightarrow \sum_{i \in N}\left|M_{i i}^{\prime}\right|+\frac{1}{2} \sum_{i \in N} \sum_{j>i}\left|M_{i j}^{\prime}\right| \geq \sum_{i \in N}\left|M_{i i}^{*}\right|+\frac{1}{2} \sum_{i \in N} \sum_{j>i}\left|M_{i j}^{*}\right|
\end{gathered}
$$

Since $M A T C H_{\Pi}$ is the maximum matching given the restriction of external edges, then it holds that

$$
\left|M^{\Pi}\right|=\sum_{i \in N}\left|M_{i i}^{\Pi}\right|+\sum_{i \in \Pi_{1}} \sum_{j \in \Pi_{2}}\left|M_{i j}^{\Pi}\right| \geq \sum_{i \in N} M_{i i}^{\prime}+\sum_{i \in \Pi_{1}} \sum_{j \in \Pi_{2}}\left|M_{i j}^{\prime}\right|
$$

So, we observe at last that in exactly half of the bipartitions, two specific agents belong to different sides of $\Pi$. That means that the first inequality shows that the average cardinality of MIX-AND-MATCH is greater or equal to the average cardinality of $M^{\prime}$. From there, the result follows.

$$
\begin{aligned}
\sum_{\Pi}\left(1 / 2^{n} \cdot\left|M^{\Pi}\right|\right) & \geq \sum_{i \in N}\left|M_{i i}^{\prime}\right|+1 / 2 \sum_{i \in N} \sum_{j>i}\left|M_{i j}^{\prime}\right| \\
& \geq \sum_{i \in N}\left|M_{i i}^{*}\right|+1 / 2 \sum_{i \in N} \sum_{j>i}\left|M_{i j}^{*}\right| \geq 1 / 2 \cdot\left|M^{*}\right|
\end{aligned}
$$

## Chapter 7

## A randomized mechanism for many agents: BONUS

In this chapter we will change perspective and try to use distribution information about patients to increase the efficiency of the mechanism. We will introduce some elements of random graph theory and then we will see that we can have an efficient allocation of kidneys in our specific random graphs. Moreover, we have an 'almost' efficient allocation which is individually rational and we will derive the BONUS mechanism [20] that makes it a Bayes-Nash equilibrium for the hospitals to reveal all their incompatible pairs with cardinality very close to optimal. The most important difference that this chapter has from the previous chapters is that it allows not only 2 -way exchanges but also 3 -way exchanges as well.

### 7.1 Random Graphs

We will now look at some basic Random Graph Theory. A Random graph $G(m, p)$ is a graph with $m$ nodes and between two different nodes there exists an undirected
edge with probability $p$ ( $p$ is a non-increasing function of $m$ ). A bipartite random graph $G(m, m, p)$ has two disjoint sets of size $m$ each and there exists an edge with probability $p$ between the two sets. For any graph theoretic property Q there is a probability that a random graph G satisfies Q , denoted by $\operatorname{Pr}(G \models Q)$. A matching in an undirected graph is a set of edges for which no two edges have a node in common. A matching is nearly perfect if it matches (contains) all but at most one nodes in the graph, and perfect if it matches all nodes. A very useful theorem follows [65] that essentially states that if a random graph is large enough there exists a perfect matching for it.

Theorem 7.1 (Erdos-Renyi). Let $Q$ be the property that there exists a nearly perfect matching. For any constant $p$

1. $\operatorname{Pr}(G(m, p) \models Q)=1-o(1)$.
2. $\operatorname{Pr}(G(m, m, p) \models Q)=1-o(1)$.

We will say for any property $Q$ where $\operatorname{Pr}(G \models Q)=1-o(1)$. that $Q$ holds in almost every large graph G. It's important to note that this theorem holds in an even stronger version. Let $r(m)=\frac{\ln m}{m}$ be a threshhold function. If $p=p(m)$ is such that $r(m)=o(p(m))$ then the probability a nearly perfect matching exists converges to 1 , and if $p(m)=o(r(m))$, the probability a nearly perfect matching exists converges to 0 .

We will now look at the specific random graphs we will actually use later. Recall that there are two compatibility tests between a donor and a patient: the blood compatibility test and the tissue-type compatibility test. In the first test, we check if the blood type of the donor does not have proteins that the patient's blood type does not have-i.e ABO compatibility. That means that an O type can give to all, an

A type to $A$ and $A B$, a $B$ type to $B$ and $A B$ and an $A B$ type only to itself. The probability that a random person's blood is X is given by $\mu_{X}>0$. In the second test, we must not have what is called a positive crossmatch. Each patient has a level of Percentage Reactive Antibodies (PRA) which determines the likelihood that the patient will be incompatible with a random donor. For simplicity, we assume only two levels of PRA: high (H) and low (L). The probability that a patient p with PRA $\mathrm{L}(\mathrm{H})$ and a donor are tissue type incompatible is given by $\gamma_{L}\left(\gamma_{H}\right)$. To create a random compatibility graph, we first draw the incompatible pairs,i.e donors and their intented patients, as the vertices and then the edges as compatibilities between pairs according to the distribution assumptions.

Definition 7.1. A random (directed) compatibility graph of size $m$, denoted $D(m)$, consists of m incompatible patient-donor pairs, and a random edge is generated between every donor and each patient compatible with that donor. Hence, such a graph is generated in two phases:

1. Each node/incompatible pair in the graph is randomized as follows. A patient $p$ and a potential donor $d$ are created with blood types drawn independently according to the probability distribution $\mu=\left(\mu_{X}\right)_{X \in\{A, B, A B, O\}}$. The PRA of patient p, denoted by $\gamma(p)$, is also randomized ( $L$ with probability $v$ and $H$ with probability $1-v)$. A number $z$ is drawn uniformly from $[0,1]$ and $(p, d)$ forms a new node if and only if $p$ and $d$ are blood type incompatible or $p$ and $d$ are blood type compatible but $z \leq \gamma(p)$ (so $p$ and $d$ are tissue type incompatible).
2. For any two pairs $v_{1}=\left(p_{1}, d_{1}\right)$ and $v_{2}=\left(p_{2}, d_{2}\right)$, there is an edge from $v_{1}$ to $v_{2}$ if and only if $d_{1}$ and $p_{2}$ are $A B O$ compatible and also tissue type compatible ( $d_{1}$ is tissue type compatible with $p_{2}$ with probability $1 b f f{ }^{\prime \prime} \gamma\left(p_{2}\right)$ ).

### 7.2 Efficient Allocations in Large Random Graphs

We will now see if there exists an efficient allocation in our Kidney exchange graph without taking into account the incentives of hospitals at all. The first thing we need to know is what sizes are the groups of incompatible pairs with a specific blood type pairs. For example A-O pairs, that is pairs who have a patient of blood type A and a donor of blood type O, may have a different size than O-A pairs. The reason is that we will match certain groups through 2 -way or 3 -way exchanges and we need to see if there exist incompatible pairs that were left out after those exchanges, so that we can match them with other blood-type groups.

Lemma 7.1. In almost every large $D(m)$ :

1. For all $X \in\{A, B, A B\}$ the number of $O-X$ pairs is larger than the number of X-O pairs.
2. For all $X \in\{A, B\}$ the number of $X-A B$ pairs is larger than the number of AB-X pairs.
3. The absolute difference between the number of $A-B$ pairs and $B-A$ pairs is $o(m)$. Consequently this difference is smaller than the number of pairs of any other pair type.

This lemma is proved technically using Chernoff bounds but the idea behind the proof is simple. The probability for us to find an O-B pair and a B-O pair in general, is identical. The difference is that for the B-O pair to make the cut for our graph, the patient and donor must also satisfy the extra condition of being tissue-type incompatible. So, we have less probability to find a B-O pair than an O-B pair in our graph and so in almost every large graph the cardinality of O-B pairs is larger than the one of B-O pairs. With this reasoning the first two parts of the lemma can be proved.

With this lemma in mind, we can partition the set of patients $\mathcal{P}$ to overdemanded $\mathcal{P}^{\mathcal{O}}$, underdemanded $\mathcal{P}^{\mathcal{U}}$, self-demanded $\mathcal{P}^{\mathcal{S}}$ and reciprocally demanded $\mathcal{P}^{\mathcal{R}}$ pairs. The overdemanded pairs are the ones who offer a kidney which is in larger demand than the kidney they seek. Those pairs are the pairs in which the patient and donor have different blood types and the donor is blood-type compatible to donate a kidney to its patient but not tissue-type compatible. Generally if someone is blood-type compatible to donate a kidney to someone else, then he's able to donate to more blood-types than the blood-type he is compatible with. The underdemanded pairs are the pairs which seek a kidney that is in greater demand than the kidney they offer. The self-demanded pairs are the X-X pairs and the reciprocally demanded pairs are the $\mathrm{A}-\mathrm{B}$ and $\mathrm{B}-\mathrm{A}$ pairs.

Using lemma 7.1, the Erdos-Renyi theorem and its extension to l-partite graphs, we can prove the following proposition which gives us an efficient allocation of kidneys in our random graph. That allocation is evident in the figure below in which the colored types are the overdemanded types which are all mathced, leaving only underdemanded types unmatched. Since an overdemanded pair can help at most 2 underdemanded pairs to be matched and only AB-O pairs can do that, we know that our allocation is efficient.

Proposition 7.2. Almost every large $D(m)$ has an efficient allocation that requires exchanges of no more than size 3 with the following properties:

1. Every selfdemanded pair $X-X$ is matched in a 2-way or a 3-way exchange with other selfdemanded pairs (no more than one 3-way exchange is needed, in the case of an odd number of $X$ - $X$ pairs).
2. Either every $B$-A pair is matched in a 2-way exchange with an $A$ - $B$ pair or every A-B pair is matched in a two way exchange with a $B-A$ pair.

## Figure 7.1: An efficient allocation


3. Let $X, Y \in A, B$ and $X=Y$. If there are more $Y$ - $X$ than $X-Y$ then every $Y-X$ pair that is not matched to an X-Y pair is matched in a 3-way exchange with an $O-Y$ pair and an $X-O$ pair.
4. Every AB-O pair is matched in a 3-way exchange with an $O$ - $A$ pair and an $A-A B$ pair.
5. Every overdemanded pair $X-Y$ that is not matched as above is matched to an underdemanded $Y$ - $X$ pair.

### 7.3 Individually Rational Allocations

In the previous section we saw how efficient allocations look like. Now, we have to find an allocation that is individually rational without changing the efficient allocation too much. For example if a hospital matches internally an A-O pair with A-A, B-A or an AB-A pair, then we would have 2 transplants instead of the 4 transplants we could have according to the efficient allocation before.

Let's consider the so called "unbalanced" 3-way exchange (A-O,O-B,B-A) along with some 2-way exchanges as seen in the figure below. This exchange is done internally in a hospital and it uses overdemanded pairs inefficiently. If we wanted to achieve individual rationality by attempting to include the internal allocations to the efficient allocation, then we would have a problem, since potentially we would need to match more O-B pairs than the total number of B-O pairs. Therefore, we would lose efficiency.

Figure 7.2: An efficient allocation


So, individually rational allocations may contain more underdemanded pairs of a specific kind than its reciprocally overdemanded type. However, this is not likely to happen, since hospitals are not "big" enough to have those kinds of "unbalanced" 3 -way exchanges. We say that a hospital size c is regular if by randomly choosing an internal allocation that maximizes the number of underdemanded pairs, for any underdemanded type $\mathrm{X}-\mathrm{Y}$, the expected number of matched $\mathrm{X}-\mathrm{Y}$ pairs is less than the expected number of overdemanded pairs in its pool. With that assumption for hospital sizes, we can get quite close to an efficient individually rational allocation as the next theorem suggests.

Theorem 7.3. Suppose every hospital size is regular and bounded by some $c>0$ and let $\epsilon>0$. In almost every large graph $D\left(H_{n}\right)$ there exists an individually rational allocation using exchanges of size at most 3, which is at most $\mu_{A B-O} m+\mu_{A-B} m$ smaller than the efficient allocation, where $m$ is the number of pairs in the graph.

As suggested by the theorem, most of the efficiency loss comes from 2-way exchanges between AB-O pairs and O-AB pairs. However, it is found that the efficiency loss in practice in only about one percent. That shows that using random graphs with these particular assumptions, individually rational allocations are much closer to the efficient allocations than before.

### 7.4 Kidney exchange mechanisms in the Bayesian Setting- Bonus Mechanism

In this setting we will weaken our incentive criterion from strategy-proofness to $\epsilon$-Bayes-Nash equilibrium. We will not attempt to define it formally since it requires same basic Game Theory first. However, this means that if a hospital knows that the other hospitals will reveal all their pairs, that hospital has a good incentive to reveal all its pairs too.

We need to prevent hospitals from withholding overdemanded pairs from the mechanism. One way to to do that is determining beforehand which underdemanded pairs will be matched using a lottery. We will not give the details of the lottery; we will just present the mechanism along with the main result.

Theorem 7.4. Let $H_{n}$ be a set of hospitals. If every hospital size is strongly regular, the truth-telling strategy profile is an $\epsilon(n)$-Bayes-Nash equilibirum in the game induced
by the Bonus mechanism, where $\epsilon(n)=o(1)$. Furthermore for any $\epsilon>0$, the efficiency loss under the truth-telling strategy profile in almost every $D\left(H_{n}\right)$ is at most $\mu_{A B-O} m+$ $\epsilon \mu_{A b f f^{\prime \prime} B} m$, where $m$ is the number of pairs in the pool.

```
Algorithm 7 The Bonus Mechanism
    : [Input]: a set of hospitals \(H_{n}=\{1, \ldots, n\}\) and a profile of incompatible pairs
    \(\left(B_{1}, B_{2}, \ldots, B_{n}\right)\), each of a strongly regular size.
    2: [Match selfdemanded pairs]: find a maximum allocation, \(M_{S}\) in the graph induced
    by all selfdemanded pairs \(B_{H_{n}}\).
    3: [Match A-B and B-A pairs]: for each hospital h choose randomly an allocation
        \(M_{h} \in \mathcal{M}_{\mathcal{P R}^{\prime}}{ }^{B_{h}}\). Find a maximum allocation \(M_{R}\) in the graph induced by A-
        B and \(\mathrm{B}-\mathrm{A}\) pairs among those that maximize the number of matched pairs in
        \(\cup_{h \in H_{n}} \tau\left(M_{h}\left(B_{h}\right), \mathcal{P}^{\mathcal{R}}\right)\).
    4: [Match overdemanded and underdemanded pairs]: Partition the set of hospitals
        into two sets \(H_{n}^{1}=\left\{1, \ldots, \frac{n}{2}\right\}\) and \(H_{n}^{2}=\left\{\frac{n}{2}+1, \ldots, n\right\}\). For each underdemanded
        type \(X-Y \in \mathcal{P}^{\mathcal{U}}\) and for each \(j=1,2\). Then, using the underdemanded lottery
        procedure, construct a subset \(S_{h}(X-Y)\) one for each hospital in \(h \in H_{n^{j}}\).
- Set \(\theta_{j}(Y-X)=\mid \tau\left(B_{\left.H_{n^{3 b \boxplus^{\prime \prime}}}, Y-X\right) \mid \text { to be the number of Y-X pairs in the }}, Y\right.\) set \(B_{H_{n^{3 b \oplus \nmid \prime \prime}}{ }_{j}}\). Then, using the underdemanded lottery procedure with the inputs \(\left(B_{h}\right)_{h \in H_{n j}}, \theta_{j}(Y-X)\) and X-Y, construct a subset \(S_{h}(X-Y)\) one for each hospital in \(h \in H_{n^{j}}\).
- Find a maximum allocation \(M_{X-Y}^{j}\) in the subgraph induced by the sets of pairs \(\cup_{h \in H_{n j}} S_{h}(X-Y)\) and \(\tau\left(B_{H_{n^{3-j}}}, Y-X\right)\).
5: [Output]: Let \(M_{U}=\cup_{j=1,2} \cup_{X-Y \in \mathcal{P u}} M_{X-Y}^{j}\). Output \(M_{S} \cup M_{R} \cup M_{U}\).
```

As we see, this mechanism will have one percent efficiency loss according to the distributions used. However, the disadvantage of this mechanism and its analysis is that it makes crucial distribution assumptions that might not hold in a realistic setting. For example, graphs may not be as dense as was assumed. Actually, it was found later that most patients participating in kidney exchange are sensitized patients [19], meaning they have large probabilities to reject a random kidney. However, this model will be more accurate when the Kidney Exchange Program will expand on
a national level. Using similar distribution assumptions, one can obtain an almost efficient allocation demanding individual rationality using only 2 -way exchanges [21].

## Chapter 8

## Conclusions - Future Work

At least until recently, the algorithm used for conducting kidney exchange had no consideration of incentives whatsoever. It has been observed that because of that, hospitals do whatever exchanges they can internally, hurting the overall welfare of the patients. So, the research was focused on finding certain mechanisms that give incentives to hospitals to reveal all their incompatible pairs and get an approximation of the optimal solution a lot better than the one given by the algorithm that disregards incentives.

There are generally two approaches to this problem: with or without distribution assumptions. Computer scientists are primarily interested in the latter. With this approach, we have two mechanisms: Mix-And-Match [13] and Weight-And-Match [22]. Weight-And-Match is a randomized mechanism with very good incentive properties and a $3 / 2$ approximation ratio in the worst case. However, it works for 2 hospitals only. That is useful for ad-hoc arrangements between hospitals or small Kidney Exchange Programs. One possible future research direction would be to improve this mechanism to $4 / 3$ approximation ratio, which is the proven lower bound with the specific incentive properties. Mix-And-Match is a randomized mechanism for many
players that has very strong incentive properties but a bad approximation ratio of 2 in the worst case. However, simulations showed that in practice it is very close to optimal. According to the proven lower bounds, it is an open question whether one can create a mechanism for many players that has an approximation ratio of 8/7. Moreover, one can try to create mechanisms with very strong incentive properties, such as Group Strategyproofness, or Core. Another direction would be to devise a dynamic model for this problem with the incompatible pairs' pool to evolve over time.

Lastly, there is a new kind of exchange that can be used to increase efficiency: NEAD chains(Nonsimultaneous Extended Altruistic Donor chains) [18, 19]. The main problem with kidney exchange is that not very large exchanges can be conducted in practice due to the fact that all the transplantations and the nephrectomies in an exchange must be conducted at the same time. This is due to incentive reasons: if the intended patient of a donor already got his kidney, then he has no incentive to donate his own to the other patient. We cannot risk this situation occuring, because not only does the patient not get a kidney, he also loses his incompatible donor and thus cannot participate in a future exchange (Figure 8.1).

Figure 8.1: A conventional 2-way exchange


However, consider the scenario where an altruistic donor comes along who is willing to donate his kidney to a complete stranger. We can create a chain, as seen below
(Figure 8.2), that starts with the donor giving his kidney to a patient, and then that patient's incompatible donor gives to another patient and so forth. It is not so risky for these exchanges not to be done simultaneously, because in the case where a donor backs out, the patient expecting his kidney does not lose his incompatible donor, and therefore can participate in another exchange in the future. This solution was used in practice. For example, in the United States in 2011, Rick Ruzzamenti started a chain of this kind that has not been broken since and counted 30 transplantations by 2012 [64].

Figure 8.2: A NEAD chain
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