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Abstract 

  As we are approaching the physical capacity limit of standard optical fiber, we are in 

a great demand of achieving high utilization-efficiency of the available resources in order to 

accommodate the geometrical increasing telecommunication traffic. The static nature of the 

conventional networks makes current networks inappropriate for satisfying future consumers’ 

needs and expectations.          

 During the last decades, new, flexible optical network architectures have been 

proposed to overcome the inabilities of the static ones. The main advantage of these networks 

is the capability of adapting their operation on the link’s varying existing physical and traffic 

conditions. The most important procedure that takes place in these networks is the optical 

performance monitoring (OPM) with witch the network controller is provided with the 

essential information about system’s current state, in order to dynamically allocate the 

available resources and therefore, to maximize the utilization-efficiency.   

 In this thesis, we examine optical networks which use coherent detection technology 

for the transmission schemes. The available modulation formats of the networks are 4-QAM 

(QPSK), 16-QAM, 64-QAM and 256-QAM. A small reference in digital multilevel 

modulation formats is made. Moreover, an algorithm based on digital signal processing is 

proposed to reliably estimate the existing signal to noise ratio (SNR) of the link. In addition, 

we test the performance of various dynamic networks for different transmission parameters. 

For the OPM of these networks the proposed algorithm is used. Statistical results have been 

added for the evaluation of the introduced method and  it is proven that the estimations of 

the algorithm are very accurate.    

  

Keywords: spectral efficiency, quadrature amplitude modulation, constellation diagram, 

signal to noise ratio, modulation format  
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1 Introduction 

1.1 The need for a new network architecture 

 As years go by, more and more people and companies from all over the world use 

electronic devices and software applications in order to exchange information or enjoy new 

services such as high definition TV, online gaming and online shopping. Future systems must 

be capable of accommodating the telecommunication traffic which doubles almost every two 

or three years as we can see in the figure below. Therefore, there is an increasing demand for 

high data rates that forces scientists and manufacturers to design new, advanced networks 

which should reliably perform close to channel’s capacity. 

 Optical networks have become widely spread and have assumed a role as mission 

critical infrastructures for our information society and plans for further development are 

continually being made. The usage of optical fibers offer substantial advantages such as huge 

bandwidth, which leads to fast transmission times, immunity to electromagnetic interference 

in contrast to the Cu-wired or wireless networks and low attenuation (almost 0.5 dB/km [1]) 

and thus successful interconnections in very long distances (~10000km [1]). Furthermore, the 

cables are quite thin, light and flexible with low production cost as they are made of silica, a 

cheap material that can be easily found. In addition, the operation of optical networks is cost-

efficient as the low power loss minimizes both the number of amplifiers needed and the 

transmitter’s power required. Information about technical and physical characteristics of 

optical fiber systems are extensively discussed in [1] [2] [3]. 

 

Figure 1.1.1 IP Traffic forecasts for the next years by Cisco [4] 

http://www.google.gr/url?sa=i&rct=j&q=&esrc=s&frm=1&source=images&cd=&cad=rja&docid=w1rJu5ra9Mhl8M&tbnid=r3uV3LBan2EUnM:&ved=0CAUQjRw&url=http://www.gtcr.com/our-focus/information-services-technology/leadership-reports/fall-2012/&ei=D75NUfDZI8WsPIzHgcAI&psig=AFQjCNHdPXobDGHsKnf0y6rST1ddeX3MWQ&ust=1364135794691919
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Traffic patterns have changed significantly. In contrast to client-server applications 

where the bulk of the communication occurs between one client and one server, today’s 

applications access different databases and servers, creating a flurry of “east-west” machine-

to-machine traffic before returning data to the end user device in the classic “north-south” 

traffic pattern. Moreover, many enterprise data centre managers are contemplating a utility 

computing model, which might include a private cloud, public cloud, or some mix of both, 

resulting in additional traffic across the wide network area. In addition, personal mobile 

devices such as smartphones, tablets and notebooks have powerfully entered the internet 

world providing users the chance to access easily the internet anywhere at any moment and 

thus, the required bandwidth has increased [5]. 

Existing network architectures were not designed to meet the requirements of today’s 

users, enterprises and carriers as their static nature is in stark contrast to the dynamic nature of 

today’s server environment. Many limitations [5] are imposed such as complexity, 

inconsistent policies, inability to scale, as well as inability to adapt when network conditions 

change. Unless new architectures are proposed, we will face capacity crunch in the not so 

distant future. 

 

1.2  Elastic – Dynamic networks 

The incremental improvement in transmission technology cannot meet the pace of 

traffic growth on its own. Considering that the capacity of conventional optical fibers is not 

limitless, a practical strategy for accommodating the ever-increasing traffic demands is to take 

advantage of synergetic effects [6], i.e., continuous incremental innovation for higher capacity 

and spectral-efficiency-conscious networking evolution. Next generation networks should be 

capable of adapting their operation to the continually changing conditions and dynamically 

allocating the available resources. Proposals of elastic-dynamic optical network concepts are 

demonstrated in [6]. Comparisons between conventional and elastic networks are also made 

in this paper. Next figures show some implementation differences between the conventional 

static networks and elastic-dynamic networks. 
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Figure 1.2.1 Elastic optical path network concept and explicit designation of optical corridor [6] 

 

 

Figure 1.2.2 Rate adaptive spectrum allocation concept [6] 

 

 

Figure 1.2.3 Distance adaptive spectrum allocation concept [6] 
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 The network utilization efficiency in existing optical networks is limited due to the 

rigid nature of the networks. The available bandwidth per wavelength is fixed regardless of 

the capacity requirements of the clients. So, in the case that the total client traffic volume is 

not sufficient to fill the entire capacity of the wavelength, we cannot reach the maximum 

throughput. Current optical systems mitigate this issue by aggregating and grooming low-bit 

rate data flow with electrical time division multiplexing cross-connectors (TDM-XCs) or 

packet transport switches as shown in Figure 1.2.2(a), resulting in raised power consumption 

and extra financial cost.  Moreover, in the case that the total client traffic volume is larger 

than that the wavelength can handle, great delays occur and the spectral efficiency is low, 

even if other channels are idle. In contrast, dynamic systems can accommodate this traffic by 

dynamically allocating the available resources to the various network points according to each 

point’s requirements, achieving in this way high spectral efficiency. 

 Another significant advantage of the dynamic networks is the adaptability to the 

physical conditions on the route. The maximum length of the link is physically limited by 

chromatic dispersion [1][2][3] and nonlinear effects caused by the usage of the optical 

repeaters. As the distance between two nodes increases, the spectral width of the channels 

should decrease for a satisfying enough transmission. In conventional networks all links use 

the same spectral width (Figure 1.2.3(a)) which is appropriate only for the longest 

connections resulting in inefficient operation for the shorter ones whereas elastic networks 

allocate the available bandwidth according to each link’s length (Figure 1.2.3(b)). 

Furthermore, dynamic systems are also capable of adapting their operation to the 

varying noise conditions. For example, for high noise values it is recommended to use lower 

modulation formats in order to maintain the bit error rate low. Dynamic networks do adapt the 

modulation format to the existing noise in contrast to the static systems where the format 

remains constant. 

Last, it is important to mention that elastic networks offer also the advantage of 

automatically diagnose and overcome link failures.  When a link failure occurs and the detour 

route cannot provide sufficient capacity, network can reallocate the available resources to 

achieve the minimum acceptable quality of service.  

 

1.3  Optical performance monitoring 

 Optical performance monitoring (OPM) is the procedure, thanks to which the 

dynamic network can check the condition of the links and adapt its operation whenever is 

needed. A successfully designed flexible optical network must automatically monitor and 

isolate all degrading effects as well as nimbly take actions to optimally allocate the resources 
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in order to satisfy users’ expectations. Some interesting monitoring techniques are discussed 

in [7] and [8]. 

Most of the monitoring techniques aim to estimate some of the following parameters: 

i) Signal to noise ratio (SNR) 

 Signal-to-noise ratio (often abbreviated SNR or S/N) is a measure used in science and 

engineering that compares the level of a desired signal to the level of background noise. 

Mathematically is defined: 

      
             

           
    

 or  

               
             

           
   (dB)  

 

ii) Bit error rate (BER) 

The bit error rate represents the number of the average number of bit errors occuring 

during a transmission divided by the total number of bits. It is the most common metric used 

to verify the quality of the transmission and evaluate the performance of the network. 

 

iii) Quality of service (QoS) 

 The quality of service (QoS) refers to several related metrics of telecommunication 

networks that allow the transport of data with special requirements. Such metrics are the BER 

and the SNR as well as the response time, the connection failure probability etc. 

 

iv) Chromatic dispersion (CD)  

 Chromatic dispersion is the phenomenon in which the different frequencies of the 

spectrum of the signal propagate with different velocities, due to the fact that the refractive 

index depends on the wavelength, causing pulse broadening in the time domain and thus, bit 

overlaps. 

 

v) Polarization mode dispersion (PMD) 

 The polarization mode dispersion is a phenomenon in which the two orthogonal 

polarizations of the light propagate with different velocities in the optical fiber. Degradations 

imposed by PMD are similar to those imposed by CD.  More details about PMD and CD can 

be found in [1][2] 
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 OPM techniques used in current optical networks can be classified in two main 

groups.  In the first one, electrical devices such as spectrum analyzers, are used to measure the 

previously mentioned parameters. Techniques of this group are not cost efficient and this can 

be huge drawback for budget limited systems. To maximize the benefit of the deployed 

equipment, the problem becomes a matter of finding the optimum locations for these devices. 

 Such problems do not exist in the techniques of the second group, the operation of 

which is relied on the digital signal processing (DSP) that takes place at receiver’s edge. 

Signals are distorted due to the imperfections of the link and so, we can estimate link’s 

condition by simply measuring this distortion. OPM techniques with DSP operate cost 

efficiently because no additional electrical device is required. As electronic technology is 

more mature than the optical technology, the DSP is electronically integrated in the receiver’s 

side. However, it is estimated that in the future, DSP could also be integrated in the optical 

domain, allowing the derivation of relevant information at the mid-points of a network as 

well, for example at optical amplifiers. 

 

1.4 Objectives 

In this report, the main objectives are to: 

a. Develop an algorithm which will estimate the existing signal to noise ratio 

(SNR) of a link using DSP techniques. The accuracy of the algorithm will be statistically 

evaluated at the end of the relevant chapter.(Chapter 4).  

b. Experimentally examine and monitor the performance of an optical network 

with varying noise conditions and various transmission parameters (Chapter 5). Interesting 

deductions will be made during the chapter. 

  

 For both objectives, it is assumed that the optical network use quadrature amplitude 

modulation (QAM) formats for the transmission, especially 4-QAM, 16-QAM, 64-QAM, 

256-QAM. Details about digital modulations are extensively described in chapter 2. 
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2 Digital Modulation Formats  

 Digital technology offers a variety of significant advantages such as high reliability, 

flexibility, simple multiplexing, capability in diagnosing and correcting errors, compatibility 

with other digital networks as well as signal processing storage and reuse. Furthermore, a 

digital signal is less susceptible to the noise than an analogue one. 

In the next paragraphs we will show and compare some of the most common digital 

modulation techniques. 

2.1 Most common formats –  Quick overview  

a) Amplitude Shift Keying (ASK) 

Transmitted mathematical form of the transmitted signal is given in the following equation: 

  s(t) = Am(t)cos(ωct + φ)   (1) 

Information is encoded in function m(t) which is: 

      
                      
                     

   (2) 

The waveform a random ASK signal is illustrated in the next figure. 

 

Figure 2.1.1 ASK signal waveform [9] 

 This is the binary ASK (1bit/symbol) modulation and it is well known as On-Off 

Keying (OOK). There are also the M-ary ASK modulations in which there are more than 2 

levels of amplitude. 

 Despite the fact that ASK is characterized by simplicity and low-cost implementation, 

it demonstrates poor performance, as it is heavily affected by noise and interference. In 
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addition, the fact that it is not a spectral efficient technique, makes it appropriate only for 

networks with low data rates and short distances. 

 

b) Frequency Shift Keying (FSK) 

 In this scheme, data are transmitted through fluctuations of the carrier frequency. 

There are at least two frequencies. Signal’s waveform is: 

      
                                     

                                     
    (3) 

The waveform of a random FSK signal is shown in the following figure. 

 

Figure 2.1.2 FSK signal waveform [9] 

Equation 3 describes the 2-FSK modulation where every symbol conveys only one bit. In fact we 

can encode data in symbols with log2M bits per each by using M-FSK (M>1). For example a 4-

FSK signal is illustrated in the next plot: 

 

Figure 2.1.3 4-FSK signal waveform [10] 
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While M increases, the Bit Error Rate of MFSK decreases, but on the other hand the 

spectral usage becomes less efective because more freequency states are needed (Figure 

2.13). The bandwidth efficiency for the MFSK is equal to log2M/(2M)-decreasing function. 

Both FSK modulator and demodulator can be simply and inexpensively implemented. 

 

c) Phase Shift Keying (PSK) 

In PSK, information is included in signal’s phase changes while the amplitude and 

the frequency of the waveform remain constant.  The simplest PSK modulation is the BPSK 

one (Binary PSK) and its mathematical form is: 

s(t) = Acos(ωct + π/2*(1-m(t)))  (4) 

where m(t) represents the information signal converted in bits.  

 A BPSK modulated signal is shown in the next figure where we can easily observe 

the phase’s shift every when two consecutive bits are different. 

 
Figure 2.1.4 PSK signal waveform [9] 

PSK can be effectively expanded to a M-ary scheme, employing multiple phases as 

different state and so we have the MPSK modulated signals described by the next general 

equation. 

s(t) = Acos(ωct+ θk(t))    (5.1) 

   θk(t)  = 2kπ/Μ  + π/Μ  , k = 0,1,....M-1 (5.2) 

In MPSK every symbol conveys log2M bits whilst there is no need for wider 

spectrum, because in contrast with MFSK, no more frequencies are needed. Therefore, we can 

obtain log2M times higher spectral efficiency.  For example, in BPSK spectral efficiency is 

equal to 0.5bps/Hz while in QPSK (4-PSK) spectral efficiency is equal to 1bps/Hz. Hence, we 

can either double the data rate while given the same bandwidth or 50% reduce the required 

bandwidth without decreasing the data rate. Unfortunately, there is a Bit Error Rate penalty 

when we use higher-order schemes, because the phase margin of each state becomes smaller 
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as we can observe in the constellation diagrams shown in next page, where in QPSK the angle 

space between two successive points is 90
o
 whereas in 8-PSK it is 45

o
. 

Next plot shows a QPSK waveform.  In a symbol’s period, two bits are transmitted 

concurrently. 

 
Figure 2.1.5 QPSK signal waveform [11] 

There is a special kind of polar diagrams for plotting PSK signals called 

“Constellation diagrams” that helps us to examine different PSK-network performances. 

PSK signals can be expressed in a polar form with constant amplitude Α : 

s(t) = A*Re{e
jθ
} (6) 

(Information is involved in variable angle θ). 

 

 
Figure 2.1.6 QPSK and 8PSK  constellation diagrams 
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Each point mapped on the constellation diagram represents one symbol and each 

symbol is associated with one unique phase. For example, in the 8-PSK constellation 

diagram, the point with angle 135
o
 represents the symbol that carries the 3-bit information 

101. In this report, we are going to use extensively the constellation diagrams.   

 

d) Quadrature Amplitude Modulation (QAM) 

 Quadrature Amplitude Modulation combines ASK and PSK techniques to transmit 

effectively more bits per symbol and each symbol is represented by a particular 

combination amplitude-phase. QAM technology is used in bandwidth limited channels, 

where it is beneficial to trade off error rate for gaining fruitful spectral utilization. 

In this report we will examine systems with M-QAM modulations so it is important 

to mention some of the QAM fundamentals. We are going to discuss about squared QAM 

(even number of bits/symbol) formats because they can be implemented more easily than the 

star QAM (odd number of bits per symbols).  

 

i)QAM Signal Generation 

 
Figure 2.1.7 Illustrating QAM signal generation 

 Information data are divided in two separated sequences. Then, the one sequence is 

translated to in-phase amplitude I, and the other to the quadrature amplitude Q. After pulse 

shaping, these sequences are modulated on the sinus and cosinus carriers respectively, and 

finally summed at the output.  

 

ii) QAM signal waveform 

The mathematical form of a QAM signal is: 

                                       (7) 

where  p(t), q(t) the pulse waveforms. Usually  p(t) = q(t) = g(t). Thus we have 
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Setting :              

         
 

 
    , 

the last equation is transformed to: 

                                                  

=                            

                             (8) 

 
Figure 2.1.8 8-QAM signal waveform [11] 

iii) QAM constellation diagram 

It is convenient to view QAM symbols on a polar (or IQ) plot. Every symbol can be 

plotted to only one specific point on the constellation diagram determined by its particular 

amplitude-phase combination as drawn in the next picture: 

 

 

Figure 2.1.9 Illustrating a single symbol from an M-QAM system plotted in the IQ plane [12] 
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Figure 2.1.10 Constellation diagram with Gray encoding for a) 4-QAM, b) 16-QAM, c)64-QAM 

[13] 

 

2.2 Comparisons  

Higher-level QAM modulations are more susceptible to noise effects because the 

adjacent points of the constellation diagram “approach” each other, and so, the Noise 

tolerance interval becomes smaller (Figures 2.11 2.12). The Symbol Error rate (SER) as well 

as the Bit Error rate (BER) are given in [1]: 

             
       

     
  ,   (9) 

where Erfc is complementary error function : 

         
 

  
     

  
 

 
   (10) 

For SNR 1 and Gray encoding (Adjacent symbols differ by only one bit): 
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    (11) 

 

 
Figure 2.2.1 Symbol error rate for M-QAM schemes 

 

 
Figure 2.2.2 Bit error rate for M-QAM schemes 

 



 

25 
 

 It can be readily observed that as M grows, greater signal to ratio values is needed to 

achieve the same BER or SER. For example, the required SNR to achieve BER<10
-3

 by using 

16-QAM is about 17dB whereas for 64-QAM the SNR needed for the same goal is 23dB. 

This is a huge drawback for networks limited by power constraints.On the other hand, as far 

as the spectral efficiency is concerned, it can be increased by modulating multiple bits per 

symbol. Consequently, M-ary QAM techniques are more appropriate when there is a strict 

constraint for the used spectrum. Since required minimum bandwidth is equal to the Baud 

rate, we can reach the same bit-rate transmission by using less channel bandwidth. 

Bandwidth efficiency (or normalized data rate), measured in bits/s/Hz, is simply the 

bit rate to bandwidth ratio (equation  taken from [1]): 

R/W = log2(M)  (12) 

where R represents the bit rate and W the offered bandwidth. 

 

 

Figure 2.2.3 Comparison of several modulation schemes for a BER of 10
-9

 [12] 
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To sum up, we infer that: 

1) QAM modulation is the most spectral efficient method 

2) In QAM and PSK modulation, as M increases, so does the spectral efficiency in a 

lognormal way. 

3) M-QAM and M-PSK reach the same spectral efficiency for each M but reduced 

minimum SNR is required for M-QAM to achieve the same BER with M-PSK.  

4) Bit loading higher than 4-QAM  causes a rapid growth in the OSNR penalty, while 

further increase in the launced signal power results in serious impairment due to 

nonlinear effects. 

5) M-FSK is a completely spectral inefficient modulation while more bandwidth is 

needed to accommodate M-ary schemes. However, less power per bit is required 

while M increases. Thus FSK is more appropriate for power-limited 
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3  Error Vector Magnitude (EVM) 

3.1 EVM definition 

 In a M-ary scheme, data are encoded in symbols with log2M bits per each before 

transmitted over the optical fiber link. Those symbols can be represented by points on 

constellation diagrams as described in the previous section. In an ideal situation, the 

constellation diagram of the transmitted data would be precisely the same at the two edges of 

the network. However, imperfections cannot be avoided and hence, there will be deviations 

between transmitter’s and receiver’s constellation diagrams. 

 

Figure 3.1.1 Input and output constellation diagrams for a 4-QAM, corrupted by  

Additive White Gaussian Noise (AGWN), transmission 

 Error Vector Magnitude(EVM) is a common performance metric for assessing the 

quality of communication. It describes the effective distance of the received complex symbol 

from its ideal position in the constellation diagram as drawn in the next picture. 

 
Figure 3.1.2 Illustrating the error vector and related quantities [12] 
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Mathematically, EVM can be expressed in the following two ways: 

 

        
                  

                                
     

   

 
 

                  
                  

   
 

          
       

  
      

(3.1) 

or 

  

        
                  

                                
     

   

 
 

                  
                  

   
 

 
 

       
       

    
 

      

(3.2) 

 It can be shown that                  (3.3) where k is defined as the peak to 

average ratio. 

 

3.2 SNR estimation using EVM 

 There are two EVM values to consider: the first corresponds to data-aided reception 

(sent data are known) and the other to nondata-aided reception (sent data are not known). To 

avoid confusion in remaining sections, we will refer to the first one as True EVM and to the 

second one as Blind EVM. 

 
Figure 3.2.1 True and Blind error vectors 
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 Regardless of the normalization method used (EVMmax or EVMavg), EVM can be 

related to the digital SNR. When normalized to the average symbol magnitude, assuming 

that only White Gaussian Noise corrupts the network, SNR can be estimated from EVM using 

the next formula: 

      
  

  
       

  

  
 

 

           (3.3) 

 The plots bellow show the accuracy of the formula. We will use the Normalized 

Mean square error and the Absolute normalized bias for the evaluation. Error statistic metrics 

are described in appendix A. 

 

 
Figure 3.2.2 True(blue) vs Blind(green) EVM-SNR estimations. a) 64-QAM 10

3
 symbols b) 10

5
 

symbols 

 
Figure 3.2.3 True(blue) vs Blind(green) EVM-SNR estimations. a) 16-QAM 10

3 
symbols b) 10

5
 

symbols 
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Figure 3.2.4 Normalized Mean Square Error of (3.3) formula's SNR estimations 

 

 

 
Figure 3.2.5 % Absolute Normalized Bias of (3.3) formula’s SNR estimations 
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Comments: 

 

 The (3.3) Formula is extremely accurate for data-aided scenarios but as far as the 

nondata-aided scenarios are concerned, great deviations are observed. Figures 3.4 

and 3.5 show that even when the number of transmitted symbols is 10
5
, the 

estimations remain unacceptable for low SNR values. 

 Blind EVM is virtually decreasing as M increasing because the receiver uses the 

closest ideal point to calculate the EVM whichever the real symbol is and so, the 

SNR is overestimated (figure 3.2.1 above). 

 While SNR increases, there is a particular SNR threshold for every modulation over 

which the Blind EVM-SNR estimation is as much accurate as the True one. For 

example for M =16 this threshold’s value is 16 dB and for M = 256 almost 27 dB.  In 

addition, as M increases, higher SNR is required in order to estimate well enough the 

existing signal to noise ratio. This can be explained by the fact that, as M increases, 

the distances between the ideal points on the IQ plane become shorter and so symbol 

errors occur more often. In other words, data become more susceptible to noise 

effects. 

 Larger quantity of transmitted symbols usually leads to more accurate estimations 

since the variance of the measured EVM diminishes. However, measurements with 

more symbols require more time.   

 

 It can be easily understood that real network’s operation do not coincide with the 

data-aided scheme, so only the Blind EVM can be used to evaluate link’s condition. A 

method that overcomes the above equation’s problems , is tested in [7]. In the next chapter, 

an algorithm with which we can make satisfying estimations is proposed. 

 Finally, it is important to mention that Error Vector Magnitude can be also used for 

the BER or SER estimation as described in [14] and [15].  Despite the fact that we are not 

going to deal with BER or SER estimations in the current report, for complement reasons we 

show in the next figure the relation between SER and blind-EVM. It can be easily observed 

that for higher orders of QAM the EVM takes lower values but with higher symbol and bit 

error probability. 

 



 

32 
 

 

Figure 3.2.6 Probability of symbol error in QAM as a function of EVMavg [12] 
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4  Proposed Algorithm for Blind SNR 

 Estimations 

4.1  The route to reach the algorithm 

 As proved in the last chapter, the mathematical form (3.3) is not a sufficiently reliable 

formula to estimate signal to noise ratio when the real SNR is low. Therefore, it would be 

vital to develop a new algorithm that will estimate well enough the existing SNR by using the 

Blind Error Vector Magnitude. To achieve this goal, we notice two characteristic details of 

the graphical relation between SNR and Blind-EVM: 

a) Monotony 

 

Figure 4.1.1 Blind EVM-SNR relation for 4-QAM 10
3
 and 10

6 
symbols 

 

 

Figure 4.1.2 Blind EVM-SNR relation for 4-QAM 10
3
 and 10

6
 symbols 
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b)  Low Coefficient Of Variation (CV) 

 

Figure 4.1.3 Coefficient of variation of Blind EVM for 4-QAM 

 

 

Figure 4.1.4 Coefficient of variation of Blind EVM for 256-QAM 

 From the plots above, we infer that if we transmit many symbols, we will extract 

strictly monotonic relation between SNR and EVM. Hence, there will be a strictly one to one 

correspondence between the two magnitudes.  No EVM value can be derived by more than 

just one possible signal to noise ratios that differ a lot and no signal to noise ration can cause 

two totally different EVM values. Furthermore, we deduce that no matter how many times did 

we run the monte-carlo simulation program (appendix B program 1), we extract almost the 

same graphical relation (with a very small coefficient of variation).  Combining those two 

clues (a,b), we finally decided to produce global, monotonic curves (EVM-SNR) and 

tables(“Look Up Table”) for every possible M that will effectively apply to all transmissions, 
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regardless the number of transmitted symbols would be and so, we will be able to estimate the 

real SNR by just matching received blind EVM to the related saved in global tables SNR, 

without using any hardware device. 

4.2  Description of the Algorithm 

 After noticing the previously mentioned details for the EVM and the SNR relation, 

we are ready to explain one by one the steps of how we create the global curves and finally 

how to estimate the existing SNR. 

STEP 1: Creation of the global curves.  

 The more symbols will transmit the smaller CV we have as shown in figure (4.3). 

Thus, it would be beneficial to trade off some simulation time in order to create the most 

appropriate curve for each modulation. We are going to produce three curves for each 

scheme. One with 1dB step, one with 0.1dB step, and one with 0.01 dB step at the SNR axis. 

In the remaining pages of this thesis we will refer to those curves as LUT_1, LUT_01, 

LUT_001 respectively.  We run five times the program 2 (appendix B) for 9,000,000 bauds 

(the largest number of bauds that the computer memory can handle) and finally we calculate 

the mean EVM value for each SNR.  Next figure shows the LUT_01 curves for M = 4 and M 

= 256 

 

 

 

Figure 4.2.1 Global Blind EVM-SNR curves for 4-QAM and 16-QAM 



 

36 
 

 

Figure 4.2.2 Figure 4.2.1 Global Blind EVM-SNR curves for 16-QAM and 64-QAM 

 

 STEP 2: Transformation to a strictly monotonic curve if the desired monotony is 

not achieved 

 For the curves stepped by 1dB and 0.1 dB this specific step can be avoided as they 

are already strictly “1-1” but for the LUT_001 this is an essential action because the created 

function is not strictly decreasing as desired. However, we can transform it to a strictly 

monotonic one without making significant errors. To achieve this, anywhere that there are 

succesive SNR values that give the same EVM we keep only the central one deleting all the 

others as illustrated in next picture and according to the algorithm that follows: 

 

Figure 4.2.3 Illustrating how we transform to  strictly monotonic a simly monotonic curve 
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If (number of SNR value that have the same EVM is n) then 

  save only the round(n/2); 

  ignore the others; 

 end 

For example, if we have five SNR values (SNRi-2 SNRi-1 SNRi SNRi+1 SNRi+2) we only save 

the SNRi. The maximum additive error of this procedure is (10^
(0.02/10) 

-1) *100% = 0.46%.  

STEP 3: EVM-SNR patterns storage 

 Now that the global monotonic functions have been created,  we have to store all 

EVM-SNR matches using two tables (“Look Up Table”) so that they can been accessed every 

time we need to make an estimation. 

STEP 4: Estimate the Signal To Noise Ratio 

 Every time a transmission comes to its end, a blind EVM value is calculated at the 

receiver’s edge. We seek this value in the stored global Blind-EVM table and with a simple 

matching to the SNR table we find the related SNR. Graphically, we try to find the projection 

of the calculated EVM on the SNR axis. Usually, the received EVM would not match 

precisely with any of the values included in the global tables so we can estimate the SNR with 

linear interpolation (can be easily programmed in a high-level program language such as 

JAVA). Although the EVM-SNR curve is polyonymal and not linear, the adjacent points at 

the SNR axis differ so little that very small errors are imposed with the linear interpolation. 

We can also just round the EVM to the nearest existing value of the EVM table and seek the 

related SNR. 

 

Figure 4.2.4 Graphical explanation of the proposed algorithm 
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STEPS 1,2,3 have to be executed only once and  after that every time we want to estimate the 

SNR, we just perform step 4. 

 

4.3 Statistical Evaluation 

 Mathematical details of the statistic measurements we are going to perform are given 

in appendix A. In this subchapter we examine proposed algorithm’s accuracy and compare 

the estimation derived from the three created global curves(LUT_1, LUT_01, LUT_001). We 

will use the Normalized Mean Square Error and the Absolute Normalized Bias for the cases 

of linear interpolation, modulations M = 4 and M = 256, and number of transmitted symbols 

10
3
 ,10

5
.
 
 

  

In Matlab, we use a random integer number generator (function randi) to create the symbols 

of the signal. Symbols’ coordinates on the IQ-plane are equal to one of the M fixed ideal 

points. Transmission is corrupted by Additive White Gaussian Noise imposed with the 

function awgn(IQin,SNR,'measured') where variable IQin represents the input signal and 

variable SNR the existing signal to noise ratio. After demodulation,  the affected by noise  

symbols of the received  signal (IQqwgn) would have been deviated from their starting 

positions on the constellation diagram and the blind Error Vector Magnitude will be measured 

by using the nearest ideal coordinates of each one. We will test the accuracy of the algorithm 

for SNR 1dB-35dB with a step of 0.5dB. 1000 experiments for each SNR value are going to 

be made. More results are shown in appendix C. Estimations are becoming better as the 

quantity of symbols is increasing. Therefore, to determine the overall accuracy of the 

algorithm we will use 100,000 bauds for the experiments. 

 

 

Figure 4.3.1 SNR estimations vs Real SNR for 256 QAM. 10
5
 symbols 
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Figure 4.3.2 Normalized Mean Square Error and Absolute Normalized Bias for 256-QAM. 10

5
 

symbols 

 

 

Figure 4.3.3 Normalized Mean Square Error and Absolute Normalized Bias for 256-QAM. 10
5
 

symbols 

A variety of interesting inferences can be extracted from the previous plots: 

 Generally, for every modulation level M, the proposed algorithm can provide quite 

satisfying estimations regardless the existing signal to noise ratio. For example, the 

maximum absolute normalized bias for the 256-QAM scheme is less than 1% 

whereas the corresponded error of formula (3.3) is almost 750%.  

 The LUT_1 method is not as much accurate as the other two. Stored SNR values 

differ so much (1dB~25% in linear scale) that whenever linear interpolation needed 

(when the SNR is not precisely equal to any of the stored in global arrays SNR value) 

important estimation-errors cannot be avoided. 
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 LUT_01 and LUT_001 give similar errors in the estimations. As mentioned in STEP 

2 of the algorithm in the previous subchapter, when the EVM-SNR curve is stepped 

by very small values, as the LUT_001 one, the desired strict monotony of the 

function is lost and we have to transform it in order to get a strictly monotonic 

graphical relation. Hence, there is no benefit from taking more points on the SNR 

axis for the global curve creation. In addition, larger memory is required to store the 

two global tables of LUT_001 and thus, more time is demanded to access them. 

 Combining last two inferences is obvious that the optimal LUT method is the 

LUT_01 one because it is more accurate than the LUT_1 as well as more memory-

efficient and time-efficient than the LUT_001. LUT_01 is chosen for the simulations 

in next chapters. 

 As M increases, so does the algorithm’s estimation errors due to the fact that the 

coefficient of variation is larger in higher order modulations as we can observe in 

figures 4.1.3 and 4.1.4.  

  For every M, the coefficient of variation for SNR <5-10 dB reach its highest limits, 

so the falseness of the estimation for those set of values is greater. (figures 4.1.3 and 

4.1.4) 

 For most modulations, there is a special set of SNR values where the algorithm’s 

ability to make satisfying estimations is slightly reduced. For example, as far as the 

256-QAM is concerned, this set is 15-20 dB. In these sets, the derivative of the 

EVM(SNR) function is so low that the curve tends to be parallel to the SNR axis. 

Consequently, small deviations in y-axis(EVM) may lead to bid deviations in x-

axis(SNR) as illustrated in the next picture.  

 

Figure 4.3.4 Errors for different SNR values using the proposed algorithm. For the special set, 

small deviations on y-axis lead to big deviations in x axis 
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 As we deduce from the plots, we can use the proposed algorithm in order to reliably 

make estimations for the SNR. Unfortunately, there will be probably no chance to transmit 

such a large number of symbols to reach the mentioned accuracy. For example, for IP packets 

with size 1500 bytes = 12000 bits, modulation format 256-QAM and thus 8 bits per packet the 

number of symbols is 1500. So, we need to examine the correctness of the algorithm for 

fewer than 100,000 symbols, expecting of course degradations on its performance. 

 

Figure 4.3.5 SNR estimations vs Real SNR for 256 QAM. 10
3
 symbols 

 

 

Figure 4.3.6 Normalized Mean Square Error and Absolute Normalized Bias for 256-QAM. 10
3
 

symbols 
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Figure 4.3.7 Normalized Mean Square Error and Absolute Normalized Bias for 4-QAM. 103 

symbols 

Comments:  

 

 As we expected, when the transmitted symbols are fewer, the accuracy of the 

proposed method is reduced because coefficient of variance becomes bigger and thus, 

the stored global curve may not coincide totally with the current experimental one as 

we can observe in the next plot. Especially for the low SNR values big deviations 

occur.  

 

Figure 4.3.8 Global Blind EVM curve vs a random experimental curve for a 

transmission of 1000 symbols. 
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 However, the algorithm still can be used for making estimations reliably since the 

measured errors remain low. For example the maximum absolute normalized Bias for 

256-QAM, which represents the worst case, is lower than 3.5%. 

 Although the accuracy gap between the LUT_1 method and the other two (LUT_01 

and LUT_001) is markedly reduced in relation to the transmission with large quantity 

of symbols, it still remains not as much reliable as the others. The best option remains 

the LUT_01 one as it combines low memory requirements and quite good 

estimations. 

 

 To sum up, the proposed algorithm overcomes efficiently the problems occurring 

with the usage of formula (3.3) when the existing signal to noise ratio is low. In addition, no 

specific hardware installation is needed in order to perform it. On the other hand, being an 

experimental method and not a mathematical one, there is a strict demand for software 

memory enough to store the arrays which contain the values of the global EVM and the 

correlated SNR. In fact, two vectors with size equal to  
                 –                 

    
    

for each modulation need to be stored. That would be a serious drawback for memory limited 

systems. Never the less, proposed algorithm can be used to monitor the operation of a 

dynamic network and help to achieve the optimal allocation of the available resources. 
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5  System Monitoring 

 As mentioned in the introduction, the optical performance monitoring (OPM) is an 

extremely useful set of actions need to be done at most of the synchronous and future 

networks in order to optimally allocate the available resources and setup the transmission 

parameters. In this chapter, we will run various monte-carlo simulations to evaluate the 

performance of a dynamic optical network. 

5.1 Test Setup 

a. Network’s topology 

 In a common network, most of the nodes are connected to more than one link in a 

way that there can be multiple optical paths between two of them. Each link is corrupted by 

noise with either constant or continually changing characteristics. The total physical length 

probably differs from path to path resulting to different signal to noise ratios as illustrated in 

the next picture. 

 

 

Figure 5.1.1 A real network's topology. Each colour represents a different path and each path is 

characterized by a different SNR at the receiver's side 

 

b. Simulation topology 

 Monitoring takes place at the receiver’s edge. To examine a random network’s 

performance we will assume the following topology which is equivalent to the above one. 
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Figure 5.1.2 Topology of the simulated network 

 In this implementation, we care only for the digital procedures that take place at the 

receiver node and so, all transmitter nodes can be represented by only one. We also use only 

one link, the average noise of which does not remain constant, in order to represent all links. 

The receiver must be able to nimbly detect every SNR’s change and trigger the procedures to 

inform the transmitter to change the transmission parameters in case conditions have changed 

drastically. The needed actions for informing the transmitter are made by higher-level layers. 

 

c. Configuration of the transmission 

 We assume that the length of the transmitted packets is fixed during each experiment. 

The duration of the simulation is measured in bits and it is divided in units equal to the packet 

length (Time_length_unit).    

 Concerning the link’s noise, we assume the existence of only Additive White Gaussian 

Noise. The existing signal to noise ratio is uniformly distributed in the interval 9.96dB-35-dB 

while the duration changes according to Poisson’s law. It is important to notice that the 

minimum duration of a SNR value is the same for all experiments regardless the length of 

packets used (Noise_length_unit).  The Lambda value of Poisson’s formula represents the 

average expected SNR duration measured in Noise_length_units. 

 Another parameter we have to define is named “Block size”. Block size represents the 

number of  packets  need to be transmitted before the monitoring procedures take place. For 

example,  block size equal to five means that  the receiver  has to calculate the noise effects for 

five packets and thus five time units are needed before informing transmitter about the 

monitoring results. 

 The modulation formats we use are 4-QAM , 16-QAM,  64-QAM,  256-QAM. Every 

moment, network must be capable of choosing the most suitable to the existing SNR 

modulation. For each M-ary scheme there is a particular SNR threshold which is correlated with 

an upper boundary of acceptable BER for transmitted packets. The maximum desired BER is 

10
-3

.  For safety and reliability reasons we use SNR thresholds corresponding to BER lower than 

10
-
3. Next table contains the SNR thresholds for a BER lower than 0.85*10

-3
. To create this 

table we run program 2 of appendix B.  
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Modulation SNR(dB) threshold  

for BER < 0.85*10
-3

 

4-QAM 9.95 

16-QAM 16.7 

64-QAM 22.7 

256-QAM 28.57 

Table 5.1.1 SNR thresholds for BER < 0.85*10-3 

 

d. Metrics for the Performance evaluation 

  We would like to examine the above described network’s performance for different 

packet lengths, block sizes, and average SNR durations and so we will run the simulations 

various times, using each time different parameters. For the evaluation of the experimental 

results we will use the following metrics: 

 

i) Packet failure probability: 

 Link’s existing noise may cause symbol errors and bit errors for the transmitted packets. 

We assume that a packet failure occurs every when the BER of the received packet is higher 

than 10
-3

.  The metric is mathematically defined as : 

                     
                     

                                   
 

Perhaps it is the most significant metric and we would of course desire it to be low. 

 

ii) Average bit rate of successfully transmitted packets: 

 Another important metric for the evaluation of the network is the average bit rate. For 

each successfully received packet we measure the transmission time, which may not be the 

same for all packets due to the fact that the modulation does not remain constant. Hence, we 

have to calculate the average transmission time for all non-failed packets.  For the bit rate we 

have: 

                  
             

                         
 

The higher this bit rate is, the better the network performs. It is important to notice that we 

should not take into consideration failed packets, as they are transmitted with a bit rate larger 

than that the network can handle. 
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iii) BER of successfully transmitted packets: 

 After the successful reception of a packet, we would like to know how many bits have 

been correctly transmitted. Consequently, we calculate the bit error rate. The correction of the 

heavily affected by noise bits may cause time-cost, so we would desire small BER for all 

packets. 

iv) Format changes: 

 This metric represents the number of total format changes that take place in the 

experiment. When this number is large the network is capable of adapting agilely in varying 

conditions. On the other hand, a large quantity of format changes result to a cost of time, 

because important time intervals are needed for the transmitter to change modulations. 

 

5.2 Instant scenario example 

 Before we start the experiments for various parameters, we run an “instant scenario”. 

We run program 3 of  the appendix B (In this program, additional metrics have been also 

calculated). The parameters and the results of the transmission are shown in next lines: 

 

Transmission Parameters: 

Total size of data =  64 Megabytes 

Packet length L = 2
16

 bits 

Noise unit length = 2
16

 bits 

Baud rate = 1 Megabaud/s 

Expected duration for SNR (Poisson law):  Lambda = 7 

Block size = 1 

 

 

Numerical Results: 

Total number of packets = 8192 

Packet failure Probability = 5.54%  

BER of successfully transmitted packets = 9.52*10
-5

 

Format changes = 929 

Average bit rate of successfully transmitted packets = 3.67 Mbps 
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Graphs and notices: 

 

Figure 5.2.1 SNR estimations for the packets 500-600 

 

 

 

Figure 5.2.2 SNR estimation errors for packets 500-600 
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Figure 5.2.3 Ideal and recommended modulation format for packets 500-600 

  

 From figures 5.2.1, 5.2.2 and 5.2.3 it is obvious that the proposed algorithm is 

appropriate for monitoring a system and thus for choosing the optimal M-ary QAM modulation.  

The SNR estimations, represented by the red line, almost coincide with the real SNR values 

which are represented by the blue line. Most of the estimation errors are valued close to zero. In 

fact, big deviations occur only when the existing SNR changes, because the algorithm (here the 

LUT_01 method) is capable of estimating the SNR of the already received packets and not the 

SNR of the next ones. A time interval equal to Block size is required for the algorithm to adapt 

its estimations to the new SNR. To prove this, we marked four packets in the plots: 505 527,578 

and 581. Each of these packets is the first packet corrupted by a new SNR and it can be easily 

observed that for these time units the estimation errors are great. 

 The Bit Error Rate of transmitted packets is strictly related with the existing SNR and 

the modulation format. So, when we have sudden reductions of the SNR, the BER increases 

rapidly. At those moments it is beneficial to change the modulation format because, as 

mentioned in chapter 2, higher level modulations cannot resist to the noise effects as effectively 

as the lower level modulations do. Block size time units required to inform the transmitter for 

the new link’s condition and until this moment transmission continues with the former, no 

longer ideal modulation. Of course, no BER problems occur when signal to noise ratio changes 

from low values to higher ones as the former ideal modulation format is at least equal to the 

current one. That can be observed in the next figure, where only the 505 and the 578 (from the 

previously marked packets) packets have been heavily affected by the SNR change.  
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Figure 5.2.4 BER for packets 500-600. Packets with BER=0 have not been plotted. Packets with 

BER greater than 10
-3

 cannot be successfully received by the destination node 

  

 To visualize the steps of the system’s adaption to a rapid SNR decrease, we 

show in the next plots the constellation diagrams for packets 577, 578, and 579.  The 

constellation diagrams of 577 and 579 are quite “clear” whereas the diagram of 578, 

which is the first packet with the new SNR, is very “noisy”. Notice that: 

  

 Packet 577: SNR = 32.23 dB  Modulation: 256-QAM    

Symbols per packet = L/log2(M)  = 8192 

 Packet 578: SNR = 10.29 dB  Modulation: 256-QAM 

Symbols per packet = L/log2(M)  = 8192 

 Packet 579: SNR = 10.29 dB  Modulation: 4-QAM 

Symbols per packet = L/log2(M)  = 32768 
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Figure 5.2.5 Constellation diagrams during a SNR rapid reduction 

 

5.3 Network’s Performance Evaluation 

 To evaluate how differently designed networks perform in continually changing noise 

conditions, we will do 5.2 paragraph’s experiment for different values of packet Length, 

Block size and average expected duration of SNR. We will use the previously explained 

metrics to compare the results.  

 The total number of experiments can be categorized in two sets. In the first one, we 

will examine how a network with fixed Block_size(BS) behaves for different average SNR 

(Lambda) durations. The size of the total transmitted file for these simulations is 256 

Megabytes. In the second one, the Lambda value will remain constant for various Block sizes. 

The size of the total transmitted file for these simulations is 512 Megabytes. We would like to 

make measurements for a wide range of values so we will use lognormal step for Lambda and 

Block size axis. For both categories three different packet lengths will be used: 

i) L1 = 2
14

 bits.  The total number of packets for a 256 Megabyte file is 131,072 and 

for a 512 Megabyte file 262,144 

ii) L2 = 2
12

 bits The total number of packets for a 256 Megabyte file is 524,288 and 

for a 512 Megabyte file 1,048,576 

iii) L3 = 2
10  

bits  The total number of packets for a 256 Megabyte file is 2,097,151 and 

for a 512 Megabyte file 4,194,304 

  

 For all experiments, the quantity of transmitted packets is big enough to get reliable 

results. The Noise_length_unit is assumed equal to the length of the largest packet, which is 

the L1, and the Baud rate is fixed and equal to 10
6
 bauds/second. Next figures show the 

measured metrics for the kinds above described simulations 
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Graphs and notices: 

Packet failure Probability 

 

Figure 5.3.1 Packet failure probability, BS = 1 and BS = 32 (star marked) 

 

 

Figure 5.3.2 Packet failure probability, Lambda = 1 
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Figure 5.3.3 Packet failure probability, Lambda = 16 

 

 

 

Figure 5.3.4 Packet failure probability, Lambda = 128 
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 From the figures above, first of all we infer that the packet failure probability – 

Lambda graphical relation can be split in two parts. The first one consists of the 

measurements made for Lambda < BS*L/Noise_length_unit and the second one for Lambda 

> BS*L/Noise_length_unit.  

 In the first one, the network is not capable of following in time the continually 

changing link’s conditions.  Hence, the larger Block size we have the more different SNR 

values contribute to the final estimation and thus the final estimation would probably be 

stable and equal to the mean real SNR value (Figure 5.3.5). In our simulation, where we use 

uniformly distributed SNR values in the interval 9.95dB-35dB, the mean SNR value is 

(9.95+35)/2 = 22.48 dB. According to table 5.1, for SNR=22.48 dB the most appropriate 

modulation is the 16-QAM, so,  if the ideal format   is 256-QAM, 64-QAM or 16-QAM, few 

packet drops will occur, but if the corresponding ideal format is 4-QAM many packets will be 

lost due to noise effects. Therefore, there is a constant probability ¼  = 25% to unsuccessfully 

detect a packet. That can be observed in last figures where the Packet failure Probability is 

almost stable and equal to 25% . As far as the packet length is concerned, the only thing we 

have to notice for this area is, that smaller packets can perform better for the same Block size 

as their transmission time is quicker and thus the monitoring is performed more frequently. 

Next figure shows the SNR estimations made by the receiver for an instant scenario with 

Block size =256, Lambda=2, L = 2
14

 =Noise_length_unit. Notice that only 16-QAM is used 

for the transmission. 

 

 

Figure 5.3.5 SNR estimation and recommended modulation format for a transmission with       

Lambda << L*BS/Noise_time_unit. Lambda = 2, L = 2
14

, Noise_time_unit = 2
14

, BS = 256 

 



 

55 
 

 In the second part, where the Block size is smaller than the average duration of the 

SNR, the system can check the link’s condition multiple times, before the SNR changes. 

Therefore, as the ratio BS/Lambda  decreases the packet failure probability decreases too. For 

quite big values of this ratio, the metric remains constant. Generally, the majority of packet 

failures happens during a SNR’s change and Block size time units are needed for the network to 

adapt its modulation. Example in subchapter 5.2 is a network which operates with such 

parameters. As we can see in the plots of that subchapter, the estimation errors are very small 

and all modulation formats are used with the same frequency as they should be. Moreover, for 

all transmissions, when BS/Lambda~1, it is more beneficial to use small packets because the 

system can adapt its operation more quickly. On the other hand, for BS/Lambda 1, large 

packets can also give relatively flexible monitoring and considering that larger packets give 

more accurate estimations as they consist of more symbols, it would be preferable to use packets 

with bigger length. To understand the difference in the estimation accuracy between the systems 

that use short packets and the systems that use long packets, we run the same instant scenario 

with the scenario of the previous subchapter using this time packet size 2
12

 bits. In the following 

figure we can see that the SNR estimations are not as satisfying as when 2
16

-bit packets are used 

and the deviations that occur may lead to an overestimation for the optimal recommended 

modulation format, resulting in unacceptably high BER. 

 

Figure 5.3.6 SNR estimation and estimation errors for a transmission with , Lamda >> BS,  L = 

2
12

, Noise_length_unit = 2
16

, Lambda =7, BS = 1 

 

 Packet failure probability reaches its peak value when Lambda = 

BS*L/Noise_length_unit. In this case, even if the receiver has estimated well the real SNR for 
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the last Block size received packets, the real SNR will probably change in the next unit and so 

the monitoring results are not helpful. 

 Packet failure probability equal to 25% is an unacceptable ratio for every network. 

Dropped packets have to be transmitted again resulting in an additional time cost and traffic. For 

a satisfying enough system’s operation, ratios BS/Lambda 1 are required. Consequently, for 

the next metrics we will emphasize mostly in networks with BS<Lamda. Besides, for a well 

designed network, SNR must change at most as frequently as the procedure of monitoring takes 

place. 

 

Average Bit Rate of Successfully transmitted packets: 

 

Figure 5.3.7 Average bit rate of successfully transmitted packets, Lambda = 128 

  

 In the figure above, we see how the average bit rate changes while the Block size 

increases for a network with BS*L/Noise_length_unit <Lambda. For every packet size, it is 

obvious that the smaller Block size we use the higher rates we achieve. For those values, the 

network can effectively adapt its operation to the existing noise conditions and therefore the 

chosen modulation is in most cases the optimal one. Furthermore, we observe that for the same 

Block size, the networks that use shorter packets perform better than those that use longer ones 

as they can faster increase the modulation format when favorable conditions exist. For 

extremely low BS relatively to Lambda and long enough experiment time, modulation formats 

are used with the same frequency. As mentioned in a previous page, the mean SNR for the 

experiment corresponds to the 16-QAM modulation. As a result, the average bit rate tends to be 

constant and equal to         log2(16)*Baud rate = 4*Baud rate.  
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 Last, for complement reasons we have also measured the average bit rate for networks 

with very low Lambda. In this figure we observe that for BS*L/(Noise_length_unit*Lambda) 

=(1-10) there is a degradation in the bit rate of successfully packets because the majority of 

those packets is transmitted with 4-QAM modulation which is the safest option. Further 

increase for the Block size leads to a static performance with a fixed 16-QAM modulation and 

the bit rate reaches the 4Mbps again. 

 

Figure 5.3.8 Average bit rate of successfully transmitted packets, Lambda = 1 

 

BER of successfully transmitted packets: 

 

 

Figure 5.3.9 BER of successfully transmitted packets, BS = 1 
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Figure 5.3.10 BER of successfully transmitted packets, Lambda = 128 

 

 An interesting notice can be extracted from the measurements of this metric. In the last 

two figures we observe that for the Lambda values, where the packet failure probability was 

greater than the others, the opposite happens for the bit error probability of correctly received 

packets. The inability to estimate accurate enough the existing signal to noise ratio, half times 

leads to overestimation of the recommended modulation format and half times to 

underestimation. In the first cases, we have higher than the acceptable limit BER while in the 

second ones we have successfully transmitted packets with quite low BER due to the fact that 

the used modulation is lower than the optimal and although this fact leads to reduced bit rates, it 

also causes very few symbol errors. Moreover, we observe that for quite low ratios 

L*BS/(Lambda*Noise_length_unit) the performance of the network according to this metric 

tends to be stable as we can infer mainly from the blue line which represents the smallest 

packets we use for the experimental. 
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Total format changes: 

 

Figure 5.3.11 Total Format changes for a 256 MB file transmission, BS = 1 and BS = 32 

 

 

 

Figure 5.3.12  Total Format changes for a 512 MB file transmission, Lambda = 128 

 

 In the plots above, first of all we observe that for constant Block size and 

Lambda>BS*L/Noise_length_unit,  the number of format changes decreases as Lambda 
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increases due to the fact that the existing SNR changes less frequently. For 

Lambda<BS*L/Noise_length_unit the system cannot handle the link’s very frequently changing 

noise and this results in ignoring the majority of the changes and hence, the number of format 

changes is reduced. Especially for BS>>Lambda this metric is equal to zero as we can infer 

from Figure 5.3.5 where the modulation format is fixed on the 16-QAM. In addition, for the 

same values of Lambda the number of format changes increases as the Block size decreases. As 

far as the packet length is concerned, we infer that the number of format changes is bigger for 

systems with smaller packet size because the estimation’s variance around one SNR value is 

large enough to cause changes in the modulation formats even when not needed, as we can 

notice in figure 5.3.6. Most of these unnecessary changes are avoided when we use larger packet 

sizes. 

 For an efficient network’s performance the total number of format changes should not 

be extremely high because additional time cost is imposed. If the recommended modulation 

format changes continually between two adjacent values, for example 4-QAM and 16-QAM, it 

is preferable to keep up with the lower level modulation instead of changing the modulation for 

short time intervals, trading off in this way part of the maximum achievable bit rate. It is 

important to keep an efficient balance between the flexibility and the extra delay. 

  

5.4 Conclusion and combined metrics 
 To sum up, in this chapter we experimentally examined the operation of various 

dynamic networks in different noise conditions. From the simulation results we verified that the 

flexibility of the system increases while block size decreases relatively to the average duration 

of a SNR. The final deduction of which network scheme performs best depends on the metric 

we use to make the comparisons. A scheme may perform satisfying enough according to one 

metric but not so efficiently according to another. To extract general deductions, we can define 

formulas that combine two or more of the metrics we used. For example, if we care for the 

packet failure probability and the BER of successfully transmitted packets we can use the 

following factor: 

    
 

                                                                      
 

If we would like to combine the average bit rate with the packet failure probability we can use 

the next factor: 

    
                                                    

                           
 

The nominator of the formula should consist of the metrics that represent positive 

parameters of the network, such as the average bit rate of successfully transmitted 
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packets, and the dominator should consist of the negative ones, such as the packet 

failure probability. Hence, the network scheme with the highest factor n is the optimal 

one. The provider and the manager of the network take into consideration consumers’ needs 

and expectations in order to use the most appropriate factor. 
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6  Conclusion and Further Work 

  Future telecommunication needs are so demanding that they will not probably be 

satisfied only by the physical improvement of the standard optical fiber. Many elastic and 

flexible network architectures have been proposed from the scientists to overcome the 

disabilities of the conventional optical networks to handle the future traffic. These systems are 

capable of monitoring the network and achieving the optimal allocation of the available 

resources. 

 In this thesis, networks with digital coherent technology were examined. We 

introduced an algorithm for estimating the links’ Signal to Noise Ratio of networks with 4-

QAM, 16-QAM, 64-QAM and 256 QAM modulation formats, by applying DSP techniques 

on the received packets. A huge quantity of statistical results was added to show that the 

algorithm is accurate enough for monitoring reliably an optical network as very small 

estimation errors occur when use it. Moreover we tested the performances of differently 

configured dynamic networks, equipped with one link, in varying noise conditions and 

interesting conclusions were made. 

 Despite the fact that this thesis focuses on optical networks, the proposed algorithm 

can also be effectively used for all systems that used coherent multilevel digital technology, 

(for example some wireless systems). Furthermore, although the algorithm was developed for 

M-QAM modulation schemes, similar procedures can also be used for other M-ary formats 

such as M-PSK. We only have to perform the steps of the algorithm using the appropriate 

parameters’ values. In addition, a similar method may be developed for the estimation of the 

Bit Error Rate. 

 An expansion of this research may contain the mathematical establishment of the 

proposed algorithm as in the current thesis, the method is based on experimental results. 

Moreover, we could experimentally test the effectiveness of the method when it is used as a 

tool to find the less noisy optical path within a multi-link designed network. Last, a related 

interesting research project would aim to find the optimal SNR step for the global curves 

(described in chapter 4) of the introduced method. 
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Appendix A - Statistic Metrics and 

Errors 

 

Metrics 

Ν = total number of experiments 

xi =  value of the i experiment,  i = 1,2,....,N 

a) Mean Value 

    
   

 
 

 
 

 

b) Standard deviation 

      
          

   

 
 

or 

      
          

   

   
                      

 

c) Coefficient of variation 

    
   

  
     

   

  
  

 

Errors 

     = estimation value of i experiment, ρ = real value 

a) Mean Absolute Error 
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b) Mean Square Error 

     
          

   

 
 

 

c) Root Mean Square Error 

           

 

d) Normalized Mean Square Error 

      
 

  
 

          
   

 
 

 

e) Normalized Root Mean Square Error 

             

 

f) Bias 

      
         

   

 
 

 

g) Absolute Normalized Bias 
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Appendix B - MATLAB Programs 

Program 1: EVM calculation 

M = input(' Choose Modulation order (4,16,64....,4096) M =');             

% Modulation order (M=4 for QPSK, M=16 for 16QAM, M=32 for 32QAM, 

etc.) 
noSyms = 1000;     % Number of symbols to simulate 
% Calculate number of simulated bits from number of symbols 
noBits = noSyms*log2(M); 
% Create modulation and demodulation objects (see MATLAB help) with 

gray encoding 
modObj = modem.qammod('M', M, 'SymbolOrder', 'gray');      
demodObj = modem.qamdemod('M', M, 'SymbolOrder', 'gray'); 
ideal_point = modulate(modObj,[0:M-1]); 

  
%average_power_calculation 
average_power_of_ideal_points = 0; 

  
for i=1 : length(ideal_point) 
    average_power_of_ideal_points = average_power_of_ideal_points 

+real(ideal_point(i))^2 +imag(ideal_point(i))^2 ; 
end 
average_power_of_ideal_points  = 

sqrt(average_power_of_ideal_points/length(ideal_point)); 

   
    k = 0; 
for snr = 1:0.1:35 
k = k+1; 
SNR(k) =snr; 
% Create random input symbols (symbol alphabet: 0-3) 
Data_in = randi([0 M-1],noSyms,1); 
% Input symbols converted to bits   
Bits_in = dec2bin(Data_in); 
% Perform baseband (NOT passband!) modulation using input symbols - 

The result 
% is a sequence of complex QAM symbols, each having a specific 

amplitude and phase 
IQin = modulate(modObj,Data_in);      
% Add noise to modulated QAM signal to simulate transmission in a 

noisy AWGN channel 
IQawgn = awgn(IQin,snr,'measured'); 
% Use demodulation object to detect received, noisy symbols 
Data_out = demodulate(demodObj,IQawgn); 
% Convert detected symbols to bits 
Bits_out = dec2bin(Data_out); 

  
%EVM caclulation 
ideal_point = modulate(modObj,[0:M-1]); 

  

  
%True EVM 
true_EVM = 0; 
for i =1 : noSyms 
    true_EVM = true_EVM + (real(IQin(i))-real(IQawgn(i)))^2 + 

(imag(IQin(i))-imag(IQawgn(i)))^2; 
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end 
    tEVM(k)= 100*sqrt(true_EVM/noSyms)/average_power_of_ideal_points;  

     
%Blind EVM 
nearest_ideal_point = ideal_point(Data_out+1); 
received_EVM = 0; 
for i =1 : noSyms 
    received_EVM = received_EVM +(real(IQawgn(i))-

real(nearest_ideal_point(i)))^2 + (imag(IQawgn(i))-

imag(nearest_ideal_point(i)))^2; 
end 
    bEVM(k) = 

100*sqrt(received_EVM/noSyms)/average_power_of_ideal_points; 

 
end 
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Program 2: SNR thresholds calculation for BER <0.85*10^-3 

safety_margin  = 0.15*(10^-3); 

  
for i= 1 : 4  
M = 4^i;  k=0; 
noSyms = 9*10^3;     % Number of symbols to simulate 
% Calculate number of simulated bits from number of symbols 
noBits = noSyms*log2(M); 
% Create modulation and demodulation objects (see MATLAB help) with 

gray encoding 
modObj = modem.qammod('M', M, 'SymbolOrder', 'gray');      
demodObj = modem.qamdemod('M', M, 'SymbolOrder', 'gray'); 

  
for snr = 1:0.01:35 
k=k+1; 
SNR(k) = snr ;        % Set SNR 

  
% Create random input symbols (symbol alphabet: 0-3) 
Data_in = randi([0 M-1],noSyms,1); 
% Input symbols converted to bits   
Bits_in = dec2bin(Data_in); 
% Perform baseband (NOT passband!) modulation using input symbols - 

The result 
% is a sequence of complex QAM symbols, each having a specific 

amplitude and phase 
IQin = modulate(modObj,Data_in);      
% Add noise to modulated QAM signal to simulate transmission in a 

noisy AWGN channel 
IQawgn = awgn(IQin,snr,'measured'); 
% Use demodulation object to detect received, noisy symbols 
Data_out = demodulate(demodObj,IQawgn); 
% Convert detected symbols to bits 
Bits_out = dec2bin(Data_out); 
% Calculate bit error rate (BER) 
Bit_error = Bits_out - Bits_in;                 % Compare detected 

bits to input bits 
Total_Bit_Errors = length(find(Bit_error));     % Count how many bits 

are different  
BER(k) = Total_Bit_Errors/noBits  ;                 % Divide bit 

errors by total number of bits transmitted to get BER 

  
[GeneralBER995(i,k), CL] = berconfint(Total_Bit_Errors,noBits,0.995);  
GeneralBER995hi(i,k) = CL(2);  
GeneralBER995lo(i,k) = CL(1); 
end 
end 

  
for i=4:-1:1 
    M=4^i; 
    down_lim(i,1) = M; 
    k = 3401; 

     
    while (GeneralBER995(i,k) < (10^-3) -safety_margin) 
        k = k-1; 
    end 
        down_lim(i,2) = SNR(k+1); 
end 
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Program 3: Monitoring of an optical network – Simulation 
load('new_LUT_bEVM_SNR_estimations_01.mat') % contains all global 

tables 

  
% Create modulation and demodulation objects with gray encoding 
 modObj(1) = modem.qammod('M', 4, 'SymbolOrder', 'gray');      
 demodObj(1) = modem.qamdemod('M', 4, 'SymbolOrder', 'gray'); 
 modObj(2) = modem.qammod('M', 16, 'SymbolOrder', 'gray');      
 demodObj(2) = modem.qamdemod('M', 16, 'SymbolOrder', 'gray'); 
 modObj(3) = modem.qammod('M', 64, 'SymbolOrder', 'gray');      
 demodObj(3) = modem.qamdemod('M', 64, 'SymbolOrder', 'gray'); 
 modObj(4) = modem.qammod('M', 256, 'SymbolOrder', 'gray');      
 demodObj(4) = modem.qamdemod('M', 256, 'SymbolOrder', 'gray'); 

  
Baud_rate = 10^6; 
Noise_time_unit = 2^14; % Length in bits  

L = 2^14;   % packet length = bits/packet 
Packets_per_unit = Noise_time_unit/L; 
Total_size_bytes = 4*2^20; % 4 MB 
Time_units = 8*Total_size_bytes /Noise_time_unit; 
Block_size = 1;  
T_SNR = 10; % expected duration for SNR value, Poisson distribution 

(Lamda value) 
freq = zeros(1,4); % format frequency 
 

counting = false; 
j = 0; 
while (j <= Time_units) 

     
    Duration_Of_SNR =  poissrnd(T_SNR,1,1); 
    Value_Of_SNR =   9.96 +  (34.9-9.96)*rand(1,1);  
    for i = 1 : Duration_Of_SNR 
        if (j+i) <= Time_units 
            SNR_for_this_unit(j+i) = Value_Of_SNR; 
        else 
            break; 
        end 
    end 
    j = j + Duration_Of_SNR; 
end 

  
i = 0; 
for (j = 1 : length(SNR_for_this_unit)) 
    for jj = 1 : Packets_per_unit 
    i = i+1; 
        SNR_for_this_packet(i) = SNR_for_this_unit(j); 
            if  (SNR_for_this_packet(i)> 28.57) 
                ideal_M(i) = 256; 

     
            elseif (SNR_for_this_packet(i) > 22.7) 
                ideal_M(i) = 64; 
            elseif (SNR_for_this_packet(i)> 16.7) 
                ideal_M(i) = 16; 
            elseif (SNR_for_this_packet(i) > 9.95) 
                ideal_M(i) = 4; 
            end 

     
    end 
end 
Total_number_of_packets = length(SNR_for_this_packet); 
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Overall_Bit_Errors = 0;                 % Bit errors of all packets         

  
M = 4;                                  % StartUp Modulation  
LUT_01_SNR_ESTIMATION_linear = SNR_for_this_packet(1); 
P_loss = 0;     %counter of failed packets     
k = 0;          %counter of correct packets 
Format_changes = 0; 
TranTime = 0; 
OverallTime = 0; 
C = 0;       % simulation time (packet) counter; 
BER_of_correct_packet = 0; 
BER_of_failed_packet = 0; 

  
while (C<Total_number_of_packets) 
    Last_M = M; 
    Block_EVM  = 0; 
    choice = floor(log2(M)/2); 
    noSyms = floor(L/log2(M)); %Symbols/packet 

     
    packet_of_this_block = 1; 

     
    ideal_point = modulate(modObj(choice),[0:M-1]); 
    %average power calculation for the EVM 
    average_power_of_ideal_points = 0; 
    for i=1 : length(ideal_point) 
        average_power_of_ideal_points = average_power_of_ideal_points 

+real(ideal_point(i))^2 +imag(ideal_point(i))^2 ; 
    end 
    average_power_of_ideal_points  = 

sqrt(average_power_of_ideal_points/length(ideal_point)); 

     
       EVM = 0; 
    while (packet_of_this_block <= Block_size) 
        C = C+1; 
       error(C) = SNR_for_this_packet(C) - 

LUT_01_SNR_ESTIMATION_linear; 
        SNR_ESTIMATION(C) = LUT_01_SNR_ESTIMATION_linear; 
        Data_in = randi([0 M-1],noSyms,1);                     % 

Create random input symbols (symbol alphabet: 0-3) 
        Bits_in = dec2bin(Data_in);                            % 

Input data converted to bits   
        IQin = modulate(modObj(choice),Data_in);                       

% input signal 
        IQawgn = awgn(IQin,SNR_for_this_packet(C),'measured'); % 

noisy output signal 
        Data_out = demodulate(demodObj(choice),IQawgn);                

% output data; 
        Bits_out = dec2bin(Data_out);                          % 

Output data converted to bits   

         
        % Calculate bit error rate (BER) 
        Bit_error = Bits_out - Bits_in; 
        Total_Bit_Errors = length(find(Bit_error)); 
        BER = Total_Bit_Errors/L; 
        BER_of_packet(C) = BER; 

        
        if counting 
            OverallTime = OverallTime + (L/log2(M))/Baud_rate; 
            Md(C) = M; 
            freq((log2(M)/2)) = freq((log2(M)/2))+1; 
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            if (BER> 10^-3) 
                P_loss = P_loss +1; 
                BER_of_failed_packet = BER_of_failed_packet+BER; 
            else 
                k = k+1; 
                BER_of_correct_packet = BER_of_correct_packet+ BER; 
                TranTime = TranTime + (L/log2(M))/Baud_rate; 
            end 
            Overall_Bit_Errors = Overall_Bit_Errors + 

Total_Bit_Errors; 
        end 
        %EVM caclulation 
        nearest_ideal_point = ideal_point(Data_out+1); 

         
        for i =1 : noSyms 
            EVM= EVM +(real(IQawgn(i))-

real(nearest_ideal_point(i)))^2 + (imag(IQawgn(i))-

imag(nearest_ideal_point(i)))^2; 
        end 

        
        packet_of_this_block  = packet_of_this_block +1; 
    end 

     
    if ~counting 
        counting = true; 
        C = 0; 
    end 
    Block_EVM  =   

sqrt(EVM/(noSyms*Block_size))/average_power_of_ideal_points; 

     
    %Start the calculation of SNR estimation with LUT_01 

     
    if M == 4 
        LUT_01_SNR_ESTIMATION_linear = 

interp1(monotonic_Global_bEVM_M4_01,new_LUT_real_SNR_M4_01,Block_EVM,

'linear'); 
    end 

     
    if M == 64 
        LUT_01_SNR_ESTIMATION_linear = 

interp1(monotonic_Global_bEVM_M64_01,new_LUT_real_SNR_M64_01,Block_EV

M,'linear'); 
    end 

     
    if M == 16 
        LUT_01_SNR_ESTIMATION_linear = 

interp1(monotonic_Global_bEVM_M16_01,new_LUT_real_SNR_M16_01,Block_EV

M,'linear'); 
    end 

     
    if M == 256 
        LUT_01_SNR_ESTIMATION_linear = 

interp1(monotonic_Global_bEVM_M256_01,new_LUT_real_SNR_M256_01,Block_

EVM,'linear'); 
    end 
    %Finished the calculation of SNR estimation with LUT_01 
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    %Choose the optimal next M 
    if  (LUT_01_SNR_ESTIMATION_linear > 28.57) 
        M = 256; 

     
    elseif (LUT_01_SNR_ESTIMATION_linear > 22.7) 
        M = 64; 
    elseif (LUT_01_SNR_ESTIMATION_linear > 16.7) 
        M = 16; 
    elseif (LUT_01_SNR_ESTIMATION_linear > 9.95) 
        M = 4; 
    end 

     
    if Last_M ~= M 
        Format_changes = Format_changes + 1; 
    end 
    C    
end 

  
Total_number_of_correct_packets = k 
Total_number_of_failed_packets = P_loss 
Total_number_of_packets = k + P_loss; 
Packet_failure_Prob = 100*P_loss/Total_number_of_packets  
Overall_BER = Overall_Bit_Errors/(Total_number_of_packets*L) 
CV_BER = 100*std(BER_of_packet)/Overall_BER 
Range = range(BER_of_packet) 
Overall_BER_of_correct_packets = BER_of_correct_packet/k 
Overall_BER_of_failed_packets = BER_of_failed_packet/P_loss; 
Format_changes 
Average_Suc_bit_rate = L*k/TranTime 
Average_Overall_bit_rate = L*Total_number_of_packets/OverallTime 
MEAN_ERROR = mean(error) 
CV_ERROR = 100*std(error)/MEAN_ERROR 
freq  = 100*freq/Total_number_of_packets  
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Appendix C - Statistical Evaluation 

of the Proposed Algorithm 

 The following plots show the Normalized Mean Square of the proposed algorithm’s 

SNR estimations. We will use the LUT_01 method with linear interpolation and rounding to 

the nearest stored in global table point for SNR from 1dB to 35 dB with step 0.05 dB. 

 

Figure C.1 Normalized Mean Square Error for 4-QAM, 10
3
 symbols and 10

4
 symbols 

 

Figure C..2 Normalized Mean Square Error for 4-QAM, 10
5
 symbols 
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Figure C.3 Normalized Mean Square Error for 16-QAM, 10
3
 symbols and 10

4
 symbols 

 

 

 

Figure C.4 Normalized Mean Square Error for 16-QAM, 10
5
 symbols 
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Figure C.5 Normalized Mean Square Error for 64-QAM, 10
3
 symbols and 10

4 
symbols 

 

 

 

Figure C.6 Normalized Mean Square Error for 64-QAM, 10
5
 symbols 
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Figure C.7 Normalized Mean Square Error for 256-QAM, 10
3
 symbols and 10

4
 symbols 

 

 

 

Figure C.8 Normalized Mean Square Error for 256-QAM, 10
5
 symbols 

 


