&
=

$

‘:\ETfo
pth
|' R
3y \
NPOMHBOEVS
)
13'!?\'!??0?0

EeNIKO METTSOBIO TTOAYTEXNEIO

Y XOAH HAEKTPOAOTON MHXANIKON KAI MHXANIKON YTOAOTIETON

TOMEAY TEXNOAOTIAY ITAHPO®OPIKHY KAI YTIOAOTIESTON

Quantum Fair Exchange

AIITAQMATIKH EPTAXIA
TOoL

Moigrouv I'ewpyiov

EmBAenwyv:
Apioteldng Ioyouptlnc
Entx. Kodnyntic E.M.IL

YuvemBAEnwy:
Topddvne Kepevidng
Permanent CNRS Researcher

Epyaotiplo Aoyiic xaw Emotiune Troloyloumy

Adrva, Mdptiog 2013






Edvixé Metoofio Iloauteyvelo

9

Yy oy Hhextpohdywv Minyavixay xoaw Mnyovixwy Tnoloyiotoy

3 K
s

; :ﬂ ’\:‘)
i POMMH O; :} .

WAy

Touéag Teyvoroyiag [IAnpogpopurc xa Troloyiotdy

Epyaotfpio Aoyixhc xou Emotiung Troloyiouoy

Midploc I'ewpyiou
Hiextpohdyog Mnyavixog xow Mnyovixde Trohoyotewy E.M.IL

Copyright (© Mdgtoc I'ewpyiou, 2013.
Me emupialn noavtog dixanoduatog. All rights reserved.

Anayopebeton 0 avtiypapr, anodrixeuon xau dlavour| Tng napovoag epyaciog, eEdhoxhipou
1) TUARATOS QUTAS, Yid EUTOPLX6 oxomd. Emtpéneton n avatinwor, anoUhxeuon xou dlovou
Y0t OXOTO U1 XEEOOCKOTINO, EXTOUOEUTIXAC 1} EPELYNTIXNC PUOMG, UTO TNV Tpolndleor vo
AVOPERETOL 1) TUNYY) TEOEAELOTC Xai VoL BlaTneeiton To Topdy uhvude. EpwmtAuata mou ago-
eolV TN yeNon TN epyaciag Yol xepBOOXOTIXG GXOTO TEENEL Vo anevdivovTal TEo¢ ToV
CUYYPEUPEA.

Ot amdeic xan To GUUTERECUOTA TTIOL TEPLEYOVTAL OE oUTO TO EYYEUPO EXPEALOLY TOV GUY-
Yeapéa xau dev méEnel vau epunveudel 6Tl avTinpoowrtebouy e enionueg Véoelg Tou Edvixon
MeTo6fou Hoiuteyvelou.






Euyaplotieg

O£ Vo gLy aELOTHOW Vepud To PEAN TNE EMTEOTAS X. Zdyo, x. Toyouptlh xou x. Peytdmm
YO TNV EUTULOTOCUVY] TTOU o EBE&ay Xt Yol TN 0 TARLEY) TOUC TOCO GE axodNUixG OGO ol
O€ TPOCWTIXO ETUTEDO.

ISwiktepa Yo ek vo euyopio THow Toug emPBAénovteg xadnyntég pou x. IHoyouptln xau x.
Kepevion yia tny cuveyt| xododrynom Toug xaL Yiol TI¢ AVEXTIUNTES EMOTNUOVIXES GuUSou-
Aég xan oLUINTACELS TOU UE EVETVELCOY XaL UE Topoxivoay G oUTHY TNV TeooTdielo.

Enlong, éva peydhio euyoaptote ogelie otny ‘Avva Ianmd yio Ti¢ emoixodounTixés yog ou-
{NTAOELS, YOl TIC OPEC TTOU OPLEQMCE YL VoL UEAETHOEL TNV €pYaciol HoU xS xa yiol Tig
TOANUTIHES TopaTnENOELS xou Blopdwoels Tng.

Euyopiote Yepud toug xpuntoypdgpouc EXévn Mnraxdhn, Anurten LoxoBdia, I'weyo Zip-
0N xou Xpnoto Altoo xadde xow Ghor Tor udAoLma PEAN Tou epyactneiou yio T Bordela,
TNV UTOG THRIEN XAl TOUG B1ioupyixolg Slahdyoug TTou elyoe.

Téhog, euyaplot® Thpa TOAD TNV OXOYEVELS oL %ot TOUG QIAOUG UOU, TTIOU TEVTA UE UTO-
otneiCouv xau pe Ponddve.

AOnva, 4 Maptiov 2013 M. T.






ITepirndm

Mehetdpe to ¥BovTtind avdroyo Tou xpuTTOYEUPO) TEOBAAUATOS TNE dixANg AVTOUANAY TG,
Ye pla 8ixoun avtodhoryr) Béhoupe va e&ocparicouvue 6Tt 500 TpdowTa ite Vo v THAAGEOLY Tat
HUOTIXA Toug, elTE xavelg amd Toug 600 Be Yo udet To puoTd Tou dhhou. Ilo cuyxexpéva
o 800 autd Tpdowna, €0tw 1 Ahixn xou 0 Baoiing (A xou B), cdknhemdpolv yetalh toug
TEEYOVTOG €V TEOTOXOANO Bixaung avtarioyric. Amantolue 600 Baoxéc WIOTNTES:
1. Opdétnta: ‘Otav xou ot dVo naixteg nailovy tipla (axohovdolv To TEwmTOX0AN0) TOTE
oto Téhog padatvouy xat ot 5Uo To YUCTIXO.

2. IIinpdtnto: ‘Otay évac and touc dVo maixtes (€otw 1 ANixm) amoxAiver audaipeto
and 10 TpTOXO0AO (dnhadt ¥ EBeL Ue omolodrnote TpoT0), ToTE elte Yo mpénel xou ot
0Vo va pddouy To puoTixd, elte va unyv to udel xavelc. Me dhhar Aoytar, oxxdun xt oy
xhEBe 1 AN, vo un Beedel o petovextiny Véorn o Baoiine.

ITpoteivoupe 600 BapopeTinés Tpoceyyioelg yio T ADoT Tou TEOBAAUATOS.

YNV TeK TN TEOCEYYLoT), BIVOUUE VOV TORATANCLO OPIGUO, AUTOV TNG TAUTOYPOVNG UVTOA-
hayrc. Xe €va TETolo TpwTOX0AN0, anauToVUe To €€1g: o€ XA O TLYUr] TOU TEOTOXOANOU, 1)
mdavotnto ) Ahixn va pavtéder to yuotixd tou Baotin lvon oyeddv (Bio ye v mdavotn-
T 0 Baoting va pavtéder 1o puotind tng Ahixng. Xe authv TV mepintwon unopolue vo
e€aopohloovye ac@dlelo amd TANEOPOPLOVEWENTIXAC OXOTLAG: XATACKEVALOUUE XBovTind
TEWTOXOMAO TETOLO MOTE OXOUO X0 EVAS UTOAOYIC TIXE TOVTOOUVAUOG Ttaky Tng Vo uny Umo-
eet va to mapafidoet. ToviCouue OTL pe Tic xhaooég uedddoug elvon aBiVaTo VoL ETLTUYOUUE
ATONUTY) AGPUAELOL.

21N 0e0TEPN TEOGEYYLON YENOWLOTOLOVUE EVAY AEXETA OLUPORETIXO OpIoUO, auTOV Tou Coin
Ripping. E8®, 1 ANxn 9éhet vor avTodAGEeL ypruato ue Xdmoto meoldy. XenoWonowdvTog
XATOL. TEOCPATA ATOTEAECUATA OTWS AGPIAT] XPovTixd vopiouota dMuociou xAEWL0 o
AmOBELEELC UNOEVIXC YVWOTNG ACPIUAELS EVAVTIA OE X BavTixoUE avTITIAOUS ONULOVEYOUUE Eval

7 Z 7’
TEWTOXOANO TETOLO DOTE:

1. Av n AN xAéder T6TE TO XAAVTERO OV UTOREL VoL TETUYEL EfVOL VoL TIAREL TO TIEOTOY Xl
4 4 4 4 e 4 4 7 e
vo anoteédel Tov Baoiin and to vo mAnewmdet, odid 1) (Bioe Yo To ydoeL To yapTovououd

e.

2. Av o Baoiing xhéel 16t T0 %0hTERO TOL UTopEEL Vo TETUYEL Vol VoL ovoryxdoeL TNy
Alxn va ydoeL To yapTovouloud Tne, aAAd o (8log be Yo To amOXTHOEL.
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Abstract

Me &Mkt AOyLa, BV UTEEYEL OTEATNYIXH TOLU VO TOUC EUVONOEL AAAS UTHPYEL G TEATNYLXY
mou unopel va Brdder Tov avtinaro. e authiy TNV TERINTWoN Unopolue va eEac@aiicouue
UTIOAOYLO TIXY| AOQAAELNL: EVOC TOAUWVUULXA QPROYUEVOS XBavTindg avtinohog €yel aueAntéa
mdoavotnto va to topafidoet. ToviCouye OTL pe Tic xAacowég uedddoug dev umopolue va
emTOYOUE XATL T€TOol Xl Oev UTdpyel oyrua Tou Vo e€aopollel TNV dnuocto Emo-
Mdevan evoc voplopatog (elvon amopaitnmn 1 yerion xdmowa éuniotng apyhic mou Vo uropet
va eTOANUEVOEL TN YVNOLOTNTA TV VOULOUETWY).
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Abstract

We study the Quantum analogue of Fair Exchange. In a Fair Exchange we want to
guarantee that two parties either will exchange their secrets or neither will learn each
other’s secret. More specifically, the two parties, say Alice and Bob (A and B), interact
running a Fair-Exchange protocol. We require two properties:

1. Completeness: When both parties are honest, then at the end they successfully
exchange their secrets.

2. Soundness: When a party is dishonest then, either both learn the secrets or neither
does. In other words, even if Alice is cheating, Bob will never be disadvantaged.

We suggest two different approaches to solve the problem.

In the first one we give a slightly different definition, that of Simultaneous Exchange.
In such a protocol, we require the following: in every moment of the protocol, Alice’s
probability of guessing Bob’s secret is almost the same as Bob’s probability of guessing
Alice’s secret. In this case we can guarantee information theoretic security: we create a
quantum protocol such that even a computationally unbounded adversary cannot break
it. Note that classically it is impossible to guarantee perfect security.

In the second approach we use a different definition; namely the Coin Ripping. Now Alice
wants to exchange money for some product. Using some recent results such as public
Key Quantum Money and Quantum secure Zero-Knowledge Proofs we create a protocol
such that:

1. If Alice is cheating then the best she can succeed is to take the product and prevent
Bob from being paid, but she will surely lose her coin.

2. If Bob is cheating then the best he can succeed is to make Alice lose her coin, but
he will not get the coin.

In other words, there is no strategy that they can use in their favor, but there is a strategy
that can harm the honest one. In this case we can guarantee computational security: a
polynomially bound adversary has negligible probability of breaking the protocol. Note
that classically we cannot achieve such a protocol since there is no public key Quantum
Money scheme.

X
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Introduction

The problem of Fair exchange is one of the most important cryptographic problems
of Modern Cryptography. Informally, suppose that Alice and Bob have secrets s4, sp
respectively and they want to run a protocol so that either both will learn each other’s
secret or none. However, the two parties do not trust each other; Alice doesn’t trust Bob
that if she first tells him the secret, he will respond; the same holds for Bob. So we need
a protocol to address this deadlock.

Already from the early 80’s Even [9] proved an impossibility result; there is no classical
protocol for fair exchange that does not use any Trusted Third Party (TTP). Since then,
much work has been done in order to reduce the intervention of the TTP. In fact, the
problem can be solved optimally using a TTP that takes both secrets and then sends
Alice sp and Bob s4. However, these kinds of protocols pose heavy work to the TTP.
The latest results try to exploit the T'TP as less as possible and at the best scenario to
use it only in exceptional cases (dishonest behavior or channel corruption).

In this thesis we will address this problem using the powerful tools of Quantum Mechanics.
We will show that in the quantum world we can succeed much better results than in
the classical counterpart. We will approach the problem using two different definitions
and then give optimal protocols satisfying them. We note, that much less work has
been made quantumly. In particular, the paper of Paunkovié¢ et al [16] is (to the best of
our knowledge) the only quantum protocol for contract signing (an application of fair
exchange where the parties exchange their digital signature on a common contract).

Quantum mechanics have many applications to Modern Cryptography. The real power
of quantum mechanics, lies in the fact that a measurement disturbs the system to be
measured; the system collapses. Exploiting this advantage, Bennett and Brassard [4] in
1984 created the famous unconditionally secure protocol for key exchange BB84, paving
the way for the the new era of Quantum Cryptography. Since then, much progress has
been made to create more secure protocols based on the laws of quantum mechanics. In
this work, we will use many of these results to create secure fair exchange protocols.

In particular, one of the most useful results is the work of Mochon [14| where he proved that
we can have unconditionally secure balanced weak coin flipping and the work of Chailloux
and Kerenidis [8] where they proved that we can have unconditionally secure unbalanced
weak coin flipping. Using these results we will create a protocol for simultaneous exchange
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of a single bit.

Another interesting option for fair exchange is the work of Jakobsson [12] where he
proposes a totally different way of fair exchange; the idea of ripping a banknote. In this
scenario Alice exchanges money for a product. As before, she doesn’t trust Bob to pay
him before getting the product, neither Bob trusts her to send her the product before
getting paid. The idea is to let Alice rip the banknote (sometimes we will refer to the
banknote as coin) in two halfs and send only the one part to Bob. Bob can verify that
this part is valid and send the product, being sure that Alice can’t use the other part
as a full banknote. To avoid the need of a TTP this scheme requires at least a publicly
verifiable quantum money scheme. Informally, a money scheme is publicly verifiable if
there is no need of a TTP (or Bank) to verify the validity of the coins; the users can
verify the coins just like in the real world. A second requirement for our protocol is the
existence of quantum-secure Zero-Knowledge Proofs of Knowledge.

Recently, both problems were almost adressed. Aaronson and Christano [1] approached
the problem of publicly verifiable quantum money with good candidate protocols. One
of the main ideas of their paper is to compose digital signatures and quantum money
Mini-Schemes to create a full quantum money scheme. Furthermore, the work of Watrous
[20] proving quantum-secure Zero-Knowledge Proofs together with the work of Unruh [19]
proving quantum-secure Proofs of Knowledge completes the toolbox needed for creating
a quantum-secure ripping coins protocol.

The following chapters are organized as follows. In the first Chapter we make an
introduction to the basic quantum concepts. It consists of three sections. In the first
section we present the quantum computation principles and in the second the quantum
information principles. In the third section we analyze the distance measures of quantum
states that are necessary for our work. In the second Chapter we present the Quantum
Tools that will be used for our constructions. It consists of three sections. In the first
section we define Zero-Knowledge Proofs and Zero-Knowledge Proofs of Knowledge. In
the second section we define some cryptographic primitives and in the third section
we give the definition of a quantum money scheme and the results of [1|. In the third
Chapter we define the Ripping Quantum Coins Scheme and we give a proof that there
exists a secure protocol for ripping coins. In the fourth Chapter we define simultaneous
exchange and we give a proof that there exists a protocol with arbitrarily small error for
simultaneous exchange.



I} Basic Quantum Principles

Let’s consider for a while the classical bit. A bit b can take the values 0,1 and these values
are usually represented by two different values of voltage in a classical circuit. When we
measure a bit, we simply read its value, and then work with it. Of course, we can copy a
single bit; we just read it and learn its value and then we can make as many copies as we
want. We define a register as an n-bit string for some n.

In the quantum world things are different; a quantum bit or qubit can take many more
values than 0,1, a measurement of a qubit doesn’t return its value and after the measure-
ment the qubit changes. Also, a copy of an unknown qubit is impossible. These are some
of the differences between the two computational models that enable us to do many more
things quantumly than classically. Quantum computers, however, do not only offer great
computational power, but also provide much more power in the information theory and
cryptography.

In this chapter we will introduce the basic Quantum Computation and Quantum Infor-
mation principles. For an extended introduction to the field see [15].

1.1 Quantum Computation

We begin by giving the basic building block of a quantum computer the qubit and then
analyze the computation procedure and give some remarks that need attention.

1.1.1 Qubits

Consider a hydrogen atom as a qubit. The state of a hydrogen atom is in general a
combination of its ground and its excited state; see figure 1.1. If we assume that the
ground and the excited states correspond to bits 0 and 1 respectively, we can say that a
qubit can be in a linear combination (or superposition) of all the corresponding bits. We
use Dirac’s notation to represent the state of a qubit. So if 1) is the state of a qubit we



Basic Quantum Principles

Chapter 1.

can write:

) = aol0) + a1[1)

The coeflicients ag, a1 are in general complex numbers satisfying the requirement

electron
- = - -~
/’ \\ /’ \\
7z \\ 7z \\
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(a) Ground state |0) (b) Excited state |1)

Figure 1.1: States of a hydrogen atom

jaol® + Jar[* =1

We can see the state |¢)) as a column vector

o))

and in the same way we can define the conjugate transpose of the state |¢)) as

W= (a5 o)

where z* is the complex conjugate of z.
If we have two qubits [0) = ap|0) + a1|1) and |¢) = bo|0) + b1|1) we can define the inner

product between the two states as

(Wlo) = (af at) (ZZ’) =a}-bo+ai-b

An intuitive way to think the state of a qubit is as a point on the unit circle as in figure 1.2.
In the case of two qubits their state is in a superposition of all the possible classical values

of two bits; namely

|¥) = a00|00) + ao1/01) + a10[10) + a11]11)
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—[1)
Figure 1.2: Qubit state on the unit cicle

Same as before, the sum of the squares of the coefficients’ norm should add up to unity
lagol* + ao1|* + arol* + Jan|* = 1

Generalizing the above procedure we can see that if we have a state |¢)) of n qubits then
in general it can be in a superposition of all the corresponding states

on

2TL
) = " agli) with » fa;* =1
1 =1

1=

Therefore, we see that quantum computers operate in exponentially more space than
classical computers. However, to read a qubit we have to measure it, and the measurement
of a qubit does not reveal all this information.

1.1.2 Measurement

The measurement of a qubit is completely different from the measurement of a bit. When
we measure a qubit |¢) = ap|0) + a1|1) we take only one bit, 0 or 1. If o is the outcome
of the measurement then we have that

Prfo = 10)] = [{¢)]0)|* = |ao|* and Prlo = [1)] = [($[1)|* = |a|*

This is the main reason we need the normalization; if the squares of the coefficients’ norms
add to unity then they can be probabilities. Another useful remark is that we can see
these probabilities as the square of the projection to the corresponding basis vector (]0)
or [1)).

After the measurement the state of the qubit collapses and becomes the outcome of the
measurement. So if we measured 0 then the new state becomes |0) and if we measured 1
the new state becomes |1). In the case of two bits things are the same; if we measured 00
then the new state becomes |00) and so on.
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What if we measure just a single bit? Suppose as before the state |¢)) = agp|00) +ao1|01) +
a10]10) + a;11|11) and we want to measure only the first bit. Then with probability
lago|? + |ao1|? the outcome will be 0 and with probability |aig|? + |a11|? it will be 1. If
we measure 0 the new state has the form:

(I00|00> + a01]01>

|lagol? + |ao1 |2

[v) =

and if we measure 1 the new state has the form

CL10’10> + a11]11>

Vlaol? + |air 2

This generalizes to n qubits. So despite that quantum computers operate in exponential

[v) =

space, the only way to see the qubits is via a measurement, which returns only n bits of
information and even worse it destroys the state.

The measurement we just presented is called a measurement in the computational basis
({|0),|1)}). This is not the only kind of measurement; in fact, we can measure in any
orthonormal basis of the system. So for example we can define

1 1

) = 5100+

\/5|1>

1 1
) = 510 = Iv

and we can measure a qubit [¢) in the basis B = {|+),|—)}. B is orthonormal since
1431 = 1)) = 1 and also (+]-) =0

So if o is the outcome, we have that
Prfo = [+)] = [(¢|+)|* and Prlo = |-)] = |(¢|-)[”

and as before the state collapses to [+) or |—).
In the same way, we can measure two qubits in the basis {|4++), |[+—), |—+),|——)} and
so on for n qubits.

We note that we can write interchangeably

V) |¢) = ) @ |¢) = [v¢)

meaning the tensor product of the two states.
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1.1.3 Unitary Operators

The building blocks of quantum computations are, just like classical, the quantum gates.
As we have already seen, the quantum states can be represented as column vectors whose
norm equals to 1. The quantum gates are essentially operators or matrices with the
property that they are unitary. An operator U is unitary, if

UUt =1

where UT is the conjugate transpose of U.

Let’s note some important properties. First, unitary operators preserve the inner product
and the length of the vectors and consequently their only ability is to rotate or mirror a
vector. Second, their columns create an orthonormal basis (and so do their rows). Third,
if U is unitary, so is UT and therefore can be applied to a state. So, if we apply U to a
state |¢) and then apply U the state we take is just |¢). This is an important property;
it states that quantum computations, unlike their classical counterparts, are reversible.
In particular, consider the truth table of the classical XOR gate; see Table 1.1. It is
obvious that once the gate is applied to two bits, it is impossible to go back. We have lost
information. Such gates do not exist in the quantum world. The quantum counterpart of
the XOR gate is the CNOT gate; see Figure 1.3. We see that it takes as input two qubits
and outputs two qubits. Suppose that we give the CNOT gate the qubits |0)|0) = |00).
This state (say [¢)) can be also written as

1
[b) = 1-]00) +0- [01) +0-[10) +0 - |11) = 8
0
and therefore we have
10 0 0 1 1
0100 0 0
CNOT|00) = 000 1 ol = 1o = ]00)
0 010 0 0

Accordingly, we also have CNOT|01) = |01), CNOT|10) = |11), CNOT|11) = |10). So,

we have that

CNOT
la, by —— |a,a ®b)
We see that in order to compute the XOR of two qubits, we also have to keep the first

qubit. Note, also, that the CNOT gate is reversible. We just apply it once more and we
return back to the first state.
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bit 1 bit 2 | result

0 0 0
0 1 1
1 0 1
1 1 0

Table 1.1: Truth table of XOR gate

10 0 0
0100
0 0 01
0010
(a) Matrix (b) Gate

Figure 1.3: The CNOT Operator

A crucial remark is that we can apply the gate to a superposition of states; and by
linearity we can have:

CNOT(&00|OO> + a01\01> + a10|10> + a11|11>) =
a00|00) + a01]01> + a10\11> + a11|10)

This way we compute the XOR of all possible inputs at once.

Another remark is in the way we compute functions. Suppose we have a classical function
f:{0,1}™ — {0,1}™. The way it is calculated quantumly is by giving as input to the
circuit Uy daggerh the input qubits and some more qubits where the output will be
written; see Figure 1.4. So just like

la,b) NN 14, 0 @ b)
we have
Uy
and by initializing |b) to [0™) we have

@, b) 5 o, £(2))

Observe that quantumly we can compute all the values of the function f by simply
creating a superposition of all the possible inputs and then apply Uy. Then we will get a
superposition of all the possible outputs of f.

One of the most useful gates in quantum computing is the Hadamard gate. The Hadamard

8



1.1. Quantum Computation

ancilla qubits |0™) |f(x))

Figure 1.4: Quantum circuit Uy for computing f
operator has the form

1 {1 1

and so we have H|0) = |+), H|1) = |—), H|+) = |0), H|—) = |1). In other words HH = 1.
When applied to a superposition it gives

ag + a1 a1‘1>

V2 \/i

Now, suppose that we have n qubits and the state of each qubit is |0). Then the whole

H{(ao|0) + a1]1)) = 0) +

state can be written as |0”). We can apply the Hadamard gate to each of these qubits
(applying in parallel n Hadamard gates can be written using the tensor product as H®™).
This gives

H) = S = i

ie{0,1}" i€{0,1}"

This is an easy way of creating a superposition of all the different values. Giving this
state to the previous circuit Uy together with the ancilla qubits initialized to the state
|0™) will output

Yl elf@)

1€{0,1}"

m | = 1
Uy \ﬁz ) @0™) _\/27

1€{0,1}»



Chapter 1. Basic Quantum Principles

However, as mentioned before, we do not have access to all this information. In particular,
a measurement of this state will result one random value from the range of f.

1.1.4 Entanglement

Consider two qubits, one in the state [¢)) = ag|0) + a1]|1) and the other in the state
|¢) = bo|0) + b1]1). Then the state of the two qubits can be written as

[Y¢) = agbo|00) + agb1|01) + a1bo|10) + a1b1|11)

by taking the Cartesian product. Now, consider one of the famous Bell States which is
also a state of two qubits
") =

)+ )

1 1
—|00) + —|11
VoA
By simple calculations we can prove that it is impossible to find two qubits of the form
|Y) = ap|0) + a1|1) and |p) = bo|0) + b1|1) that can result in this state. We say that the
two qubits of |®T) are entangled, whereas if they are not entangled we say that they are

separable.

There is a very interesting property of the entangled qubits. Suppose that Alice and
Bob share the state |®T), Alice possesses the first of the two qubits and Bob the second.
Suppose also that they are very far apart. Sometime, Alice decides to measure her qubit.
Then with probability 1/2 she will measure |0) and with probability 1/2 she will measure
|1). Immediately after her measurement if Bob decides to measure his qubit, he will
measure the same bit as Alice. In other words, if Alice measured |0) the state collapses to
|00) and it is completely determined and therefore Bob’s measurement will also give |0).

1.1.5 No Cloning Theorem

We now give an important theorem limiting the power of unitary operators.

Theorem 1.1. Suppose we have an unknown state |1). Then there is no unitary operator

that can copy it.

Proof. Suppose that there is a unitary U that can copy quantum states; U(|1)|0)) = [)|¢)
and U(|¢)|0)) = |¢)|¢). The inner product of the initial states is

(¢ @ (0N)(l¢) @ |0)) = (¥]¢)(0]0) = ([#)

whereas the inner product of the final states is

(Wl @ (@)(1) ® [9)) = (] (Wlg) = ((1]¢))*

10
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We observe that

(Wle) # (v]g))?

unless [¢)) = |¢) < (Y|¢) =1 or (|¢) = 0 in which case they are not unknown since we
can measure them without destroying them. Therefore we come to a contradiction. [

1.2 Quantum Information

We will now present the basic quantum information principles. Let’s begin with a simple
example. Suppose Alice and Bob share the bipartite entangled state

@) = \g|o>Aro>B + \g|1>,4|1>3

As we have already mentioned this state is not separable and therefore the state of Alice’s
or Bob’s qubit separately cannot be expressed with the previous way. We need a more
general definition for this kind of states. We will introduce the mized states. Note that
the states we have presented in the previous section are called pure states.

1.2.1 Mixed States

Consider the following: if Alice measures her qubit then, as we have already mentioned,
she will output |0) or |1) with probability 1/2 each. Therefore, we can say that Alice
possesses a probability distribution of two pure states; namely she possesses the mixed
state {(1/2,1]0)), (1/2,]1))}. In general, a mixed state can be any probability distribution
over pure states.

The density matriz or density operator is a good way to work with quantum mixed states.
Suppose that we have the mixed state {p;, |[¢;)}. We define the density matrix of a state
as:

p=">_ pilthi) (il
i
For example, the density matrix of the previous state is

o= oo o=t (36 9+ (0 -3 )

An important fact about mixed states is that different mixed states can have the same
density matrix. For example, the density matrix of the mixed state {(1/2,]+)), (1/2,|-))}

11



Chapter 1. Basic Quantum Principles

is also

_ 1 (10
P=5 10 1

Let’s note some important properties.

1. The trace of a density matrix equals to 1; Trp =1

2. The trace of the square of a density matrix is less or equal to 1; Trp? < 1. In
particular, if p is a density matrix of a pure state then Trp? = 1, and if it is a
density matrix of a mixed state Tr p? < 1

3. pis Hermitian, meaning p = p!, it has non-negative eigenvalues and is a non-negative

operator, meaning that for any state |¢)) it holds that (¢|p|¢)) > 0.

The measurement of a mixed state can also be made in any basis. So if we measure the
state p = > pilti) (¢i] in the basis {|b1), |b2),...,|bm)} then the probabilities of the
outcome o are:

P 0_ ‘bk sz bk‘wz sz kah wz‘bk bk‘ <sz’¢z 1/’1) ‘bk>

=1 =1

and therefore

Prlo = |by)] = (bk|p|bk)

Also, the evolution of a mixed state is accomplished using unitary operators. If U is a

unitary operator then the new density operator is

p=> piUl) (U = U (ZPH%N%O Ut
and therefore

p = UpUT

1.2.2 Partial Trace and Purification

In the previous subsection we showed an informal way to define the state of Alice’s qubit
by calculating the probabilities of the measurement outcomes. The formal procedure
is called Partial Trace and we say that we trace out Bob’s state. Also the new density
operator is called reduced density operator.

12



1.2. Quantum Information

Suppose the general scenario where Alice and Bob share the state
1) = ZciijmB
]

Then, we can consider the density matrix p of this pure state and we have p = [¢) (1]
We define the reduced density matrix of Alice as

pa="Trpp= Z((ﬂB ®Ia)p(La ®lj)p)

and similarly for the state of Bob

pp="Trap= Z«ﬂA ®1Ip)p(Ip ®|i) 4)

1

where {|7) 5}, {|%) 4} are the basis vectors of Alice’s space and Bob’s space respectively.
So in the previous example

and therefore

IA®‘O>B: and IA®|1>B:

oS O O
O = O O
o O = O
= o o O

and with simple calculations we have the previous result

RERPRE

An important remark is that the reduced density matrix of Bob is independent from the

= O

N[

measurement basis of Alice. Furthermore, if the whole state is separable, then its density
matrix p is simply the tensor product of p4 and pp; p = pa ® pB.

Taking it one step further, the state Alice and Bob share is not necessarily a pure state;
it can be a mixed state as well.

We will now see the opposite direction. Suppose that Alice possesses the mixed state p4.
Then we define a purification of p4 any bipartite pure state shared between Alice and
Bob where

Trp [¢) (Y] = pa

13
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1

0
For example, one purification of p4 = (2] 1) is the state %\O>A|O>B + %‘1>A|1>B- We

2
note that the purification of a mixed state is not unique; there can be many different

pure states that if they be partially traced will give pa.

1.2.3 Superoperators

Now suppose that we have a composite bipartite system on the Hilbert Space Hy ® Hp
with density matrix p and Alice possesses the reduced state p4 such that py = Trg p.
We apply a unitary transformation to p and the new state is

p =UpU f

Now, if we trace out Bob’s space we take Alice’s new density matrix
pa="Trpp'

We define the superoperator S as

Py =S(pa)

If Hy is a Hilbert space, we define L(Hy4) as the set of all linear operators on H 4
(have in mind the set of all density operators on H,4). A superoperator essentially
is a linear map from one Hilbert Space to another Hy — H’;. Some examples of
superoperators are the unitary operator on a density matrix (L(H4) — L(H4)), a partial
trace of a density matrix (L(H4) ® L(Hp)) — L(H,4)) or an operator that adds more
qubits to a state (L(H4) — L(H4 ® Hp)); namely S(p) = p ® |0)(0]. Furthermore, a
superoperator S : L(H4) — L(H';) can be extended to a superoperator S’ that is applied
to a larger system by taking the tensor product between this and the identity operator;
S'=S®I1:L(Hy®F) - LH,F).

Superoperators can also be written as
S(pa) = Trz [U(pa ® 10)(0) U]

for some U, |0) and have the following properties:

1. They map Hermitian matrices to Hermitian matrices
2. They map positive matrices to positive matrices
3. They preserve the trace Trpa = Tr (S(pa))

4. They are completely positive operators meaning that for every positive density
matrix p and for every Hilbert space M, it holds that (S ® Ins)(p) is also positive,

14
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where I, is the identity operator on M.

Properties 2,3 show that if S is applied to a density matrix, the output is also a density
matrix.

1.3 Distance Measures

In this section we will define the necessary distance measures for our work. Then we will
use them to define different kinds of indistinguishability which is a key property for the
security of cryptographic protocols.

1.3.1 Fidelity

The fidelity of two pure states |1)), |¢) is simply defined as

F(l¢), 1)) = [(¢|o)?

So, if we measure the qubit [¢) in the basis {|0), |1)} we will take |0) with probability
F(|¢),|0)) and |1) with probability F(|¢),|1)).
The fidelity between a density matrix and a pure state is defined similarly

F(p, [¢)) = (blpl)

where in the case that p = |¢) (1| we take the previous expression.
Finally, an easy way to define the fidelity of two mixed states is

F(p,0) = max|(y]¢)|”

where the maximum is taken over all purifications [i)) of p and all purifications |¢) of o.

1.3.2 Statistical Distance - Trace Distance

An important measure in probability theory is the statistical distance between two
distributions. If X and Y are two random variables following the probability distributions
Dy and D- respectively then the statistical distance between D and D- is defined as

1 ) .
A(D1, Ds) = lelebl[)( =i = Pr [¥ =]

where € is the set of all the possible values X and Y can take.
The quantum analogue of the statistical distance is the trace distance between two density

15
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matrices. There are many ways to define it, the simplest being

1 1
Dip, ) = 5llo—alli = 5 3" IAd

7

where || - ||1 is the trace norm and \; are the eigenvalues of the matrix p — o.

1.3.3 Diamond norm

The diamond distance [3] between two superoperators S1,S2 : L(N) — L(M) is defined
as

081, 82) = max { D (51 @ L) ), (52 @ 1)) }

where the maximum is taken over all finite dimensional Hilbert spaces H and all p €
L(H ® N). In other words, we take N and we increase it with H. Then we apply S1 @ Iy
to all possible states p € L(H ® N) and take the maximum trace norm for all p and H.

1.3.4 Quantum Indistinguishability

Here, we will analyze the different notions of indistinguishability. There are many
different aspects such as perfect, statistical, computational indistinguishability of classical
probability distributions or quantum states. There is also indistinguishability of quantum
algorithms.

We will denote a function f negligible on some security parameter n if for all polynomials p
there exists some ng such that for all n > ng it holds that

1
f(”)<m

Sometimes we will write negl(n) to denote any negligible function on n.

Perfect Indistinguishability

We begin with a very classical result from probability theory. If two distributions D1, Do
have zero statistical distance then this means that the two distributions are the same
and therefore no algorithm can distinguish between the two random variables X7, X»
following D1, Do respectively. We say that X; and X5 are perfectly indistinguishable.

The quantum analogue is very similar. If two mixed states {p;, |¥:)}, {p}, [¢})} have same
density matrices then they are perfectly indistinguishable; no quantum algorithm can
distinguish between the two states.
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Measure of similarity - Fidelity

Let’s analyze for a while the use of fidelity. Fidelity, doesn’t measure indistinguishability;
it measures how indistinguishable two states can become. Suppose that Alice sends to
Bob some qubits that are entangled with some qubits of Alice and the whole state is
p = |[¥)(¢]. As we have already said, Bob’s state is pp = Try p. Now, Alice wants to
change the whole state p to some other o = |¢)(¢| but she doesn’t possess the whole state;
she possesses only one part of the qubits and therefore she is allowed to apply operations
only to those qubits. We define similarly op = Tr4 0. How close can she bring p and o7
The answer depends on F(pp,op). In particular, if she sends her remaining qubits to
Bob then the best probability that Bob will accept that the whole state is o (and not p)
is F(pp,op). This is completely related to the definition of fidelity; at worst, Alice will
create the purification of pp that has the maximum inner product with |¢).

Flor example she can transform t?e state |¢) = %|O)A\O>B —|— %|1>AI1>B to |¢) =
ﬁ‘1>A|O>B + %\OMH)B by applying the NOT gate to her qubit. In other words, the
fidelity of the reduced matrices is equal to 1 so the probability that Bob will accept that
the state is |¢) (despite that initially it was |¢)) is 1.

Indistinguishability of variables - states

A measure of indistinguishability between two random variables uses the statistical

distance.

Proposition 1.1. Suppose two random variables X1, Xo. Then for all classical algorithms
V' it holds that:

| Pr [V(z)=1]— Pr [V(z)=1]| < A(X1,X2)

X1 r+Xo
Definition 1.1 (Statistical Indistinguishability). Suppose two random variables X1, Xo.
If A(X1,X5) = negl(n) (for some security parameter n) then X1, Xo are statistically
indistinguishable.

The previous definition gives only one aspect of indistinguishability. Another aspect is the
computational indistinguishability with a weaker definition. Two random variables can
be computationally indistinguishable even if their statistical distance is non-negligible.

Definition 1.2 (Computational Indistinguishability). Suppose two random wvariables
X, X, If

| Pr [V(z)=1]— Pr [V(z)=1]| = negl(n)

X1 z—Xo

for all classical polynomial time algorithms V' (for some security parameter n) then X1, Xo
are computationally indistinguishable.

17
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One example of computational indistinguishability is the DDH assumption; the random
variables (g%, g¥, ¢™¥) and (g%, ¢¥,¢%) in a cyclic group G with generator g have great
statistical distance but it is conjectured that they are computationally indistinguishable.

The previous definitions can be extended to the quantum world by replacing the statistical
distance with the trace distance.

Proposition 1.2. Suppose two mized states p1, pa. Then for all quantum algorithms Q
it holds that:

[(1Q(p1)I1) — (1]Q(p2)|1)| < D(p1, p2)

Definition 1.3 (Weak Quantum Statistical Indistinguishability). Suppose two mized
states p1, p2. If D(p1, p2) = negl(n) then p1, pa are weakly quantum statistically indistin-
guishable.

Definition 1.4 (Weak Quantum Computational Indistinguishability). Suppose two mized
states p1, pa. If

|(11Q(p1)I1) — (1|Q(p2)I1)| = negl(n)

for all quantum polynomial time algorithms @ then p1, pa are weakly quantum computa-
tionally indistinguishable.

The previous definition is a weak definition of quantum indistinguishability. The strong
definition gives to the distinguisher () some extra state that may help it distinguish the
states.

Definition 1.5 (Strong Quantum Computational Indistinguishability [20]). Suppose two
mized states p1, pa. The two states are strongly quantum computationally indistinguishable
if for all quantum polynomial time algorithms Q) and for all auziliary states o it holds
that:

(11Q(p1 @ 0)|1) = (1|Q(p2 ® 0)[1)] = negl(n)

for security parameter n.

Indistinguishability of Quantum Operations

Next, we extend the previous notion to the case of superoperators. As before we can have
weak and strong indistinguishability.

Definition 1.6 (Weak Computational Indistinguishability of Superoperators). Suppose
two superoperators S1,Ss : L(N) — L(M). S1,S2 are weakly quantum computationally
indistinguishable if for all quantum polynomial time algorithms Q) and for all states

18
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p € L(N) it holds that

[(1|Q(S1(p))[1) — (11Q(S2(p))[1)] = negl(n)
for security parameter n.
Allowing as before some auxiliary space gives the strong indistinguishability of superoper-
ators.

Definition 1.7 (Strong Computational Indistinguishability of Superoperators). Suppose
two superoperators S1,Sy : L(N) — L(M). Sy, Sy are strongly quantum computationally
indistinguishable if for all quantum polynomial time algorithms Q) for all spaces H and
for all states p € L(N ® H) it holds that

[(1Q(S1 @ I (p))I1) — (1|Q(S2 ® L (p))[1)| = negl(n)

for security parameter n.

The analogue of Proposition 1.2 is the following:

Proposition 1.3. Suppose two superoperators Si,Ss : L(N) — L(M). Then for all
quantum algorithms @Q it holds that:

[(1Q(S1 @1 (p))I1) = (LIQ(S2 @ T (p))[1)] < O(p1, p2)

and therefore using the diamond distance we can define the strong statistical indistin-
guishability between superoperators.

Definition 1.8 (Strong Statistical Indistinguishability of Superoperators). Suppose
two superoperators S1,S2 : L(N) — L(M). S1,S2 are strongly quantum statistically
indistinguishable if

O(p1, p2) = negl(n)

for security parameter n.
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Quantum Tools

In this chapter we will see the quantum tools that are needed for the construction of our
protocols. In particular we will define Zero-Knowledge Proofs, Proofs of Knowledge, some
useful cryptographic primitives such as Bit Commitment and Coin Flipping and finally
private and public key Quantum Money.

2.1 Zero-Knowledge Proofs

For a thorough introduction to Zero-Knowledge Proofs see [10]. Informally, a Zero-
Knowledge Proof is a protocol between a Prover and a Verifier (P and V), where P proves
to V only the validity of a statement and nothing more; at the end of the protocol V is
convinced that the statement is true but he knows nothing more than this. Essentially,
the information he gets is exactly one bit.

2.1.1 Classical Zero-Knowledge Proofs

Consider an NP problem such as SAT; we are given a boolean formula f and have to
decide if there exists some assignment to the variables that makes the formula satisfiable.
The problem is in NP because if we are given a satisfying assignment we can easily verify
that it indeed satisfies it. Now consider that P knows the satisfying assignment and wants
to prove to V that the formula is satisfiable without revealing the assignment. Even more,
we want ) to learn nothing more than this. We call this a Zero-Knowledge Proof.

How can we define that V will learn nothing more than the validity of the statement? An
informal definition is the following; whatever )V can compute after his interaction with P,
can also be computed by V without this interaction. Posed in another way, what V can
compute using his data and the interaction can also be computed using only the data.
Before giving the formal definition we note that every NP problem L can be expressed by
a relation Rp. If an instance x is in L then there is a witness or certificate w such that
(z,w) € Rp. So P knows the witness w and wants to prove to V that z € L.
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Definition 2.1 (Classical Statistical (Computational) Zero-Knowledge Proofs). Let L
be a language in NP and x an instance. Suppose also an interactive protocol between P
and V denoted by (P,V). At the end of the interaction V outputs outg)’v> (x,s) where
x is the input for P and (x,s) is the input for V. We say that (P,V) is a statistical

(computational) Zero-Knowledge Proof if it has the following three properties:

o Completeness; If both P and V are honest and x € L then

Pr[outgj’v> (x,8) = accept] = 1

e Soundness; If x ¢ L then for every P*

P]r[out§,7> V) (x,s) = accept] = negl(n)

e Zero-Knowledge; For every classical polynomial time algorithm V* there exists a

classical polynomial algorithm S (the simulator) such that outgi’v >(a:, s) and S(z, s)
are statistically (computationally) indistinguishable.

for a security parameter n.

The Soundness property guarantees that a dishonest Prover cannot convince the Verifier.
The Zero-Knowledge property guarantees that a dishonest Verifier cannot gain anything
from the interaction.

There exist Classical Zero-Knowledge Proofs for every problem in NP. More specifically

Theorem 2.1 (Classical Zero-Knowledge Proofs for every NP problem [11]). Under the
assumption that there exist classically secure one way functions, all languages in NP have
Classical Computational Zero-Knowledge Proofs.

2.1.2 Quantum Zero-Knowledge Proofs

In the quantum world things are somewhat the same. Here P and V are Quantum
Polynomial time algorithms that interact classically as before. We can consider weak and
strong Zero-knowledge Proofs; we will give the definitions for both but for our purpose it
is enough to consider only weak Zero-Knowledge Proofs.

Definition 2.2 (Quantum Statistical (Computational) Weak (Strong) Zero-Knowledge
Proofs). Let L be a language in NP and x an instance. Suppose also an interactive

protocol between P and V denoted by (P,V). At the end of the interaction V outputs
outgj’v> (z,p) = \Ilgjp’v>(|x><x| ® p) where x is the input for P and (x, p) is the input for

)

V (p is in general a mized state and \I/gp’v is a superoperator). We say that (P,V) is
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Ty P x T,p
V P V
1%
() (x| © p) ®(|2)(zl © p)
(a) Zero-Knowledge Protocol (b) Verifier Simulator

Figure 2.1: Quantum Zero-Knowledge Proofs; we want the superoperators lI/< v and ¢
to be indistinguishable.

a quantum statistical (computational) weak (strong) Zero-Knowledge Proof if it has the
following three properties:

Completeness; If both P and V are honest and x € L then

[ outT™Y (@, p)1)| =

Soundness; If x ¢ L then for every P*

’(1\outv73 V) (w,p)]l)‘ = negl(n)

Zero-Knowledge; For every quantum polynomial time V* there exists a quantum

(PV)

polynomial time superoperator ® (the simulator) such that V. and ® are

statistically (computationally) weakly (strongly) mdzstmguzshable.

for a security parameter n.

There exist Quantum Zero-Knowledge Proofs for every problem in NP. More specifically
Theorem 2.2 (Quantum Zero-Knowledge Proofs for every NP problem |20, 2|). Under

the assumption that there exist quantum secure one way functions, all languages in NP
have Quantum Computational Strong Zero-Knowledge Proofs.

23



Chapter 2. Quantum Tools

2.1.3 Classical Zero-Knowledge Proofs of Knowledge

Next, we extend the previous definitions to the case of Zero-Knowledge Proofs of Knowl-
edge. In a ZK Proof of Knowledge P wants to prove to V that he knows (he possesses)
some secret value and not that some instance belongs to a language. So P does not
want to prove that there exists some secret witness (or certificate) for this instance. For
example, P may want to prove that he knows the discrete logarithm of some element y in
a cyclic group. In this case, P doesn’t want to prove that y belongs to some language (for
example the language of the elements that have discrete logarithm; the discrete logarithm
always exists even if nobody has computed it).

But how can we define the knowledge of some secret? Of course, looking at the code of P
and searching for the memory address to find the discrete logarithm is not the best way
to define it. One way would be to say that whatever P can compute using its input can
also be computed using its input and the discrete logarithm and then show that these two
outputs are indistinguishable. This looks like the definition of Zero-Knowledge. Another
way, which is the one we will use, is the following. We can run the code of P in any way
we want (repeat it, create breakpoints and rewind to a previous breakpoint) and extract
from it the discrete logarithm.

If we show that a protocol has this property (the validity property) then we can assure
the verifier that if he is convinced of P’s statement ‘I know the discrete logarithm’, then
P indeed knows it, or if he doesn’t he can easily learn it.

Definition 2.3 (Classical ZK Proofs of Knowledge). Suppose a language L in NP and
R the NP-relation for L. Let (P,V) be a pair of interactive classical algorithms. P has
input (z,w) and V has input (x,z). Let outg)’V> (z,w,z) be the ouput of V after the
interaction. We say that (P,V) is a classical statistical (computational) Zero-Knowledge
Proof of Knowledge if it has the following three properties:

o Completeness; If P and V are honest and x € L and (x,w) € R for some witness
w then for all z

Pr[outgjw (x,w,z) =1] =1

e Validity; For all classical polynomial time algorithms P* there exists a PPT K (the
knowledge extractor) such that if

Pr[outSD V) (z,w, z) = 1] = non-negl

then also

Pr[K(z,w) = w' : R(z,w") = 1] = non-negl

e Zero-Knowledge; For all PPT algorithms V* there exists a PPT S (the simulator)
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such that for all x,w with (x,w) € R and for all z, the random variables S(zx, z)
(PV")

and out,,

(z,w, z) are statistically (computationally) indistinguishable.

Note that the validity property is a stronger condition than soundness. If an instance
doesn’t belong to a language then

Pr[K(z,w,z) = w' : R(z,w") = 1] = negl

and in fact zero, so it implies the soundness property.

Theorem 2.3. Under the assumption that there exist secure commitment schemes there
exist classically secure Zero-Knowledge Proofs of Knowledge.

2.1.4 Quantum Zero-Knowledge Proofs of Knowledge

We now give the quantum analogue of ZK PoK.

Definition 2.4 (Quantum Zero-Knowledge Proofs of Knowledge). Suppose a language
L in NP and R the NP-relation for L. Let (P,V) be a pair of interactive quantum
algorithms. P has input (xz,p) and V has input (x,0) where x is a classical string and
p, 0 are quantum mized states. At the end of the interaction V outputs outvp’v> (x,p,0) =
\Ilg)w(|x><x| ® o) where \Ifg)’w is a superoperator. We say that (P,V) is a quantum
statistical (computational) Zero-Knowledge Proof of Knowledge if it has the following
three properties:

o Completeness; If both P and V are honest and x € L and (z,w) € R for some
witness w then for all o

Pr[ou‘cg)’v> (x, Jw)(w|,0) =1] =1

o Validity; For all quantum polynomial time algorithms P* and for all x, p,o there
exists a quantum polynomial time algorithm K (the knowledge extractor) such that

if
(1] ou‘cgf’v> (x,p,0)|1)| = non-negl
then also

Pr[K(z,p,0) = w': R(z,w’) = 1] = non-negl

e Zero-Knowledge; For all quantum polynomial time algorithms V* there exists a
quantum polynomial time Sy~ (the simulator) such that the superoperators \If§ﬁ"’>

and Sy« are statistically (computationally) indistinguishable.
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Notice the sequence of the quantifiers in the definition of the zero-knowledge property.
What we say is

YVY*3aS sit....
We can interchange these quantifiers to give a stronger definition

IS VYV st ...

In fact, Unruh recently proved quantum security of ZKPoK in the model with the
quantifiers swapped. This is one of the most important theorems for our construction.

Theorem 2.4 (Quantum Secure Zero-Knowledge Proofs of Knowledge [19, 20]). Under
the assumption that there exist quantum secure one way functions, there also exist
computational Zero-Knowledge Proofs of Knowledge for any language in NP secure
against quantum attacks.

Note that it is not enough to prove the security of a classical protocol against quantum
attacks by just proving the security of the primitives it uses. Zero-Knowledge Proofs is
an example:

1. Classically secure Commitment Schemes imply Classically secure ZKPoK.
2. Quantumly secure Commitment Schemes imply Quantumly secure ZKPoK but this

is not trivially implied from the previous.

The classical proofs of security include the creation of breakpoints and rewinding to a
previous step if the simulator (and/or the the extractor) does not succeed. Quantumly,
the measurement disturbs the system and therefore the rewinding is not a simple task.

2.1.5 Relativized Quantum Zero-Knowledge Proofs
We can guarantee security of QZKPoK relative to a permutation oracle.

Theorem 2.5 (Relativized Quantum One-Way Permutations [5]). Relative to a random
permutation oracle, there exists an one-way permutation secure against quantum attacks.

What comes from the above theorem is that if we have a random permutation oracle
Q, then there exists an one-way permutation that can be efficiently computed but even
a quantum algorithm needs exponentially many queries to () in order to reverse the
permutation.

Now combining theorems 2.4 and 2.5 we have:
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Proposition 2.1 (Relativized QZKPoK). Relative to a random permutation oracle, there
exist computational Zero-Knowledge Proofs of Knowledge for any language in NP secure
against quantum attacks.

2.2 Cryptographic Primitives

Next, we introduce some basic Cryptographic Primitives; namely strong/weak Coin
Flipping, Bit Commitment and Oblivious Transfer. We will show the connections and
implications between them and their information theoretic bounds.

2.2.1 Oblivious Transfer

In an OT protocol Alice possesses one secret string s and wants to interact with Bob in
such a way that Bob’s probability of learning s is 1/2 and Alice’s probability of learning
if Bob learnt s is also 1/2 (she is oblivious of whether he learnt it). There are many
different versions of OT. The most common one is the 1 out of 2 OT. In this version
Alice possesses two secrets (they can be strings or single bits) and interacts with Bob in
such a way that Bob can choose which one he wants to learn but Alice’s probability of
learning Bob’s choice remains 1/2. This can be shown to be equivalent with the 1 out
of 2 random OT where the secret bits of Alice and the secret choice of Bob are chosen
randomly. Another version is the & out of n OT. Here, Bob chooses to learn k of the
secrets but Alice’s probability to learn Bob’s choices remains (Z)fl. Here we will give
the formal definition of the 1 out of 2 OT (OT3).

Definition 2.5 (Quantum OT}). A quantum OT} with bias € is a protocol between Alice
and Bob where:

o Alice has secret input sg,s1 € {0,1} and Bob has secret input b € {0, 1}.

At the end of the protocol Alice outputs o € {0,1,abort} and Bob outputs olB €
{0,1,abort} and o € {0,1,abort}.

If any output gives abort then the protocol aborts.

If both are honest then

— They never abort

— P =g

— Prjod =b] =1/2

— Pr[of = s3] =1/2

If Alice is dishonest then
A B 1
Prjo” = b and oy # abort] < 5 tea
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e [f Bob is dishonest then

1
Pr[(ofa‘)zB) = (s0,51) and o+ abort] < 3 +ep

e c =max{eg,ep}
If € can be arbitrarily close to zero then the protocol is information theoretically secure.

Unfortunately, it has been shown that there does not exist protocol with negligible bias.
In fact, Chailloux et al. [7| showed that ¢ > 0.0586 and proposed a protocol with ¢ < 1/4.
It is still an open problem of what are the optimal bounds for Oblivious Transfer.

2.2.2 Bit Commitment

Suppose that Bob has a lottery and Alice wants to bet on some numbers. Today, when
Alice wants to gamble in a lottery, she ticks some numbers in a piece of paper, then she
sends it to Bob in order to be bound to her choices and then she trusts that Bob will
randomly choose the winning numbers. Of course, this is not the best for Alice, since
Bob may announce different numbers in order to prevent her from winning. The answer
to this problem, can be given by using a cryptographic primitive called Bit Commitment.
Informally, Alice commits to the numbers she wants to bet on but without Bob learning
these numbers ahead of time. Then Bob randomly chooses some numbers, and Alice
reveals the numbers she was committed to, having Bob sure that she can’t reveal some
different numbers from those she was committed to. This protocol can be proven that is
equivalent to a simpler one, where Alice commits only to one bit.

Definition 2.6 (Bit Commitment). A quantum Bit Commitment with bias € denoted by
BC(e) is a protocol between Alice and Bob consisting of two Phases;

o Commit Phase; where Alice interacts with Bob in order to commit to some bit b

e Reveal Phase; where Alice interacts with Bob in order to reveal b. If Bob accepts
the revealed value then we say that Alice successfully reveals the bit b.

A secure Bit Commitment protocol satisfies three properties:

o Completeness; If both Alice and Bob are honest then Alice successfully reveals the
commutted bit b.

e Binding property; If Alice is cheating then

1 1
5 (Pr[Alice successfully reveals 0] + Pr[Alice successfully reveals 1]) < 3 +ea
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o Hiding property; If Bob is cheating then

1
Pr[Bob guesses b after the Commit Phase] < 3 +¢eB

Define e = max{e4,ep}. A BC(e) protocol is secure if € can be arbitrarily close to zero.

Bit Commitment is a weaker primitive that Oblivious transfer. In other words, if we have
a secure OT we can create a secure BC. However, as we have already seen, there does
not exist a secure OT protocol. Trying to build an imperfect BC from an imperfect OT
does not preserve the security parameters. In other words if the optimal bounds for OT
are, say, b this doesn’t imply that the optimal bounds of BC are also b.

The optimal bias for Quantum Bit Commitment has been recently found [6] to be 0.239.
A natural way to prove lower bounds for a stronger primitive is by using it to create a
weaker one. Then, by using the lower bound for the weaker one we come up with a lower
bound for the stronger one. Of course, this is not always trivial.

2.2.3 Coin Flipping

Consider the following scenario: Alice and Bob want to flip a coin (or play some gamble
game in general) by telephone. How can they succeed this? Of course, Alice doesn’t trust
Bob that he will fairly flip a coin and send her the result, neither Bob trusts Alice. It
has been shown very early that this can be accomplished if we make some computational
assumptions. However, in the information theory setting things change. Let us first give
the formal definition of Coin Flipping and then give the results.

Definition 2.7 (Strong Coin Flipping). A Strong Coin Flipping Protocol with bias €
denoted by SCF(e) is a protocol between Alice and Bob where:

At the end of the protocol Alice outputs o? € {0,1,abort}, Bob outputs o® €
{0,1,abort} and the protocol outputs o € {0,1, abort}.

If 04 = 0P then o = 0#

If o # 0P then o = abort

If both are honest then Prjo = 0] = Prlo =1] =1/2

If Alice is dishonest then max{Pr[o = 0],Prlo=1]} <1/2+¢c4

If Bob is dishonest then max{Prjo =0],Prlo=1]} <1/2+¢p

e = max{e4,ep}
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Kitaev in ’03 proved that there does not exist any SCF protocol with bias less that
1/v/2 —1/2. In ’09 Chailloux and Kerenidis [8] proved that this is also an upper bound
by giving a protocol with bias arbitrarily close to 1/4/2 — 1/2. In their construction they
used a weaker version of Coin Flipping; namely the Weak Coin Flipping. In a weak coin
flipping, it is enough to prevent the parties only from one of the two outcomes. Informally,
we can consider that o = 0 implies that Alice wins and o = 1 implies that Bob wins. Now,
we don’t mind if a party wants to lose, but we only mind to prevent a party from winning
with probability greater than 1/2.

Definition 2.8 (Balanced Weak Coin Flipping). A balanced weak coin flipping protocol
with bias € denoted by WCF(%,E) is a protocol between Alice and Bob where at the end of
the protocol:

Alice outputs 0oa € {0,1}, Bob outputs op € {0,1} and the protocol outputs o €
{0,1, abort}

If oo = op then o = 04 otherwise o = abort

[ ]
N[

If both parties are honest then Prjo = 0] = Prjo =1] =

If Alice is dishonest then Prjo=0] < 2 4+ ¢4

If Bob is dishonest then Prlo=1] < 3 +ep

e =max{ea,ep}

If o = 0 we say that Alice wins and if o =1 we say that Bob wins. If € can be arbitrarily

close to zero then the protocol is secure.

It can be seen that in this last definition Alice can cheat in favour of Bob with probability
1 (and same for Bob). In ’07 Mochon [14] created a WCF (3, ) with bias  arbitrarily
close to zero.

Theorem 2.6 (Secure Balanced Weak Coin [14]). There exists a secure Weak Coin
Flipping Protocol.

By letting Alice win with probability z and Bob with probability 1 — z we have the
unbalanced version of Weak Coin Flipping.

Definition 2.9 (Unbalanced Weak Coin Flipping). An unbalanced weak coin flipping
protocol with parameter z and bias € (WCF(z,¢)) is a protocol between Alice and Bob
where at the end of the protocol:

o Alice outputs o4 € {0,1}, Bob outputs op € {0,1} and the protocol outputs o €
{0, 1, abort}
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If o4 = op then 0 = 04 otherwise o = abort

If both parties are honest then Prjo =0] =z and Prlo=1]=1— =2

If Alice is dishonest then Prlo=0] < z+¢4

If Bob is dishonest then Prlo=1] <1—z+¢p

e =max{eca,ep}
If o = 0 we say that Alice wins and if o = 1 we say that Bob wins.

We now give one of the most useful results for our constructions:

Proposition 2.2 (Secure Unbalanced Weak Coin [8]). Let P be a WCF(3,¢) protocol
with N rounds. Then for all z € [0,1] and for all k € N there exists a WCF(z, e¢) protocol
Q such that:

e () uses k- N rounds.
o |z — 2| <27F
e cg < 2¢.

Corollary 2.1. For every parameter z there exists an unbalanced weak coin flipping
protocol WCF(z,€) having bias € arbitrarily close to zero.

2.3 Quantum Money

In this section we will introduce the basic notions of public key Quantum Money; for an
extended analysis see [1]. The construction of Aaronson and Christiano uses a simpler
scheme named Quantum Money Mini-Schemes as well as a digital signatures scheme.

The key advantage of a public key money scheme over a private key money scheme, lies
on the verification algorithm. In particular, in a public key money scheme we have one
crucial property; a coin (or banknote) can be verified by anyone without any help from a
Trusted Third party (TTP). In other words, in a public key money scheme, the banknotes
have almost the same properties as today’s banknotes; no-one can counterfeit them but
anyone can verify their validity.

Quantum mechanics seem very appealing for the creation of a money scheme: No-Cloning
Theorem guarantees that we can’t copy an unknown quantum state, which is a good
beginning step for creating money. The second step is to prevent the copy of a state even
if there exists a public algorithm for verifying it.

Definition 2.10 (Quantum Money Scheme). A quantum money scheme S consists of
three public algorithms:
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1. KeyGen(0") = (kpb, kpr); a classical algorithm which takes as input a security
parameter n and outputs a public and a private key.

2. Bank(0™, kyy) = (s,p); a quantum algorithm which takes as input the security
parameter and the private key and outputs a valid banknote $ = (s, p) where s is a
classical string and p is a mized quantum state.

3. Ver(kpy, (s, p)) = {accept, reject} which takes a public key and a possible coin (s, p)
and either accepts or rejects the coin.

We say that S is secure if it has two properties:

1. Completeness; Pr[Ver(kp,, Bank(0", kp,)) = accept| = 1.

2. Soundness; Let C(kpp, $1,...,84) = (@1, ..., 8y) be a quantum algorithm (the coun-
terfeiter) that takes the public key and q valid banknotes and outputs q' possibly
entangled banknotes. Let also Count(kpb,il, . ,éq/) be a quantum algorithm,
which uses Ver, takes as input q' possible banknotes and outputs the number
of them that are accepted by Ver. Then for every polynomial C it holds that
Pr[Count(kpp, C(kpb, $1,...,34)) > ¢] = negl(n).

The Completeness property states that a valid coin will always be accepted. The Soundness
property states that there is no counterfeiter that can create more money than what he
already has with non-negligible probability. Note that the verification algorithm is public
in this definition; anybody can verify a coin. Note, also, that classically it is trivial to
show that there is no way to construct such a scheme.

In the construction of a full quantum scheme Aaronson and Christiano used a secure
digital signature scheme.

Definition 2.11. A digital signature scheme consists of the following three probabilistic
algorithms:

1. KeyGen(0") = (kpb, kpr); a classical algorithm which takes as input a security
parameter n. and outputs a public and a private key.

2. Sign(kyy,m) = s; a classical algorithm which takes as input the private key and a
message and outputs the signature of the message.

3. Ver(kpy,m, s) = {accept,reject}; a classical algorithm which takes as input the

public key, a message and its potential signature and either accepts or rejects.

The scheme is quantum secure against existential forgery under non-adaptive chosen
message attacks if it has the following properties:
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1. Completeness; Pr[Ver(kpp, m, Sign(kye, m)) = accept] =1

2. Soundness; Let C be a quantum algorithm that takes as input the public key kpy,
gwes to a signing oracle some messages mi, ..., mq, then the oracle returns their
signatures and at the end C outputs a pair (m,s) where for all i € [g], m # m;.
Then for every C it holds that Pr[Ver(kpp, m, s) = accept] = negl(n).

Theorem 2.7 (Secure Digital Signatures [17]). If there exists a quantum one-way function
then there also exists a quantum secure against chosen message attacks digital signature
scheme.

Theorem 2.8 (Relativized Digital Signatures [1]). Relative to an oracle there exists a
quantum secure-against-chosen-message-attacks digital signature scheme.

2.3.1 Quantum Money Mini-Schemes

Informally, a mini-scheme is a scheme with two algorithms; one for producing a banknote
(as before a banknote is a serial together with a quantum state) and one for validating a
banknote. There is no notion of public or private keys. The goal of a counterfeiter is to
create one more state that corresponds to the known serial.

Definition 2.12 (Quantum Money Mini-Schemes). A quantum money mini-scheme
consists of the following two public algorithms:

1. Bank(0™) = (s, p); a quantum probabilistic algorithm which takes as input a security
parameter n and outputs a coin $ = (s, p)

2. Ver(s, p) = {accept,reject}; a quantum algorithm which takes as input a pair (s, p)
and either accepts or rejects.

The scheme is secure if it satisfies the following two properties

1. Completeness; Pr[Ver(Bank(0")) = accept] = 1

2. Soundness; Let C(s,p) = (p1,p2) be a quantum algorithm that takes as input
a wvalid coin (s,p) and produces two possibly entangled states (p1,p2). Let also
Vera(s, (p1,p2)) = (Ver(s, p1) AVer(s, p2)) = {accept, reject} be an algorithm that
takes a serial number and two possibly entangled states and accepts if and only
if both Ver(s, p1) and Ver(s, pa) accept. Then for all polynomial C it holds that
Pr[Very(s, C(s, p)) = accept] = negl(n).

If the algorithm Bank first generates a random string r and then produces the coin
$ = (s, pr) then we say that the Mini-Scheme is secret based. Note that a party can in
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general create many valid pairs. However, given a valid coin (s, p) no party can create
two states that correspond to s. In the case of non-secret based Mini-Schemes even the
Bank cannot create two states for the same s.

Proposition 2.3 (From secret-based Mini-Schemes to One-Way functions [1]). If there
exists a secure secret-based Mini-Scheme, then there also exists an one-way function secure
against quantum attacks.

Using quantum secure digital signatures and secure quantum money mini-scheme we can
create a public key quantum money scheme.

Theorem 2.9 (Standard Construction [1]). If there exists a quantum secure against
chosen message attacks digital signature scheme and a secure quantum money mini-
scheme then there also exists a public key Quantum Money Scheme.

Corollary 2.2. If there exists a secure secret-based Mini-Scheme, then there also exists
a Quantum Money Scheme.

Proposition 2.4 (Relativized version [1]). If there exists a quantum secure against
chosen message attacks digital signature scheme relative to some oracle and a secure
quantum money mini-scheme relative to some other oracle then there also exists a public
key Quantum Money Scheme relative to some third oracle.

Corollary 2.3. If there exists a secure secret-based Mini-Scheme relative to some oracle,
then there also exists a public key Quantum Money Scheme relative to some other oracle.

Aaronson and Christiano created a mini-scheme that is secure relative to some oracle.
Moreover, they created a candidate for the non-relativized definition without formal
proof of its security. They also proved some very interesting theorems such as that if a
counterfeiter can break a mini-scheme with non-negligible probability then he can also
break it with probability almost 1. Therefore, by proving that a scheme cannot be broken
with probability close to 1, then it automatically comes that it is secure.

In the next chapter we will present the Ripping Money scheme. For our work it will
be sufficient to consider the mini-schemes as black boxes with either relativized or
non-relativized security.
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3.1 Introduction

Suppose Bob is a trader and Alice is a customer and wants to buy something from Bob.
Alice doesn’t trust Bob to send the money and wait for the product and Bob doesn’t
trust Alice to send the product and wait for the money. In some way, we want the two
parties to simultaneously exchange the money for the product. In '96 Jakobsson [12]
proposed the idea of letting Alice rip her coin; instead of Alice sending the coin, she rips
it into two parts and sends the one part to Bob. Bob can verify that this half coin is
valid but cannot use it as a full coin. Therefore, he can send the product to Alice. Alice,
on the other hand, cannot use her coin any more, because she has already lost one part
of it. When Alice receives the product, she can send the other half of the coin to Bob.

The previous “protocol” doesn’t guarantee that Bob will send the product or Alice will
send the second half but it encourages this behavior. Alice has already lost her coin, so
she has no reason to keep the second half. Also, Bob hasn’t got the full coin so he has
no reason not to send his product. In other words, the parties can harm each other but
cannot use this strategy for their own advantage.

Before giving a formal definition, let’s make an important remark. We can split such a
scheme into two basic phases (see fig. 3.1). In the first phase; the Binding Phase (BP),
Alice basically is bound to some coin (she rips the coin and she sends the first half). So
in this phase, Alice loses her coin and lets Bob verify that she has lost it and he partially
has it. In the second phase; the Exchange Phase (EP), Alice sends the remaining parts
of the coin to Bob; in other words she sends the second half. Note that we have omitted
an intermediate phase when Bob sends the good to Alice. This is inevitable since we
cannot have any security property in this phase; except perhaps the fact that Alice has
to verify that the product is the expected one.

A crucial drawback that is possible in this setting, is that Bob can use this half coin to
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Bob

BP] \
_ [

Figure 3.1: Jakobsson’s Coin Ripping Idea.

buy something else, and so on, and this could lead to a chain where all players buy things
with only a half coin. Fortunately, in the quantum setting we can succeed a scheme that
prevents this behavior.

Definition 3.1 (Ripping Quantum Money Scheme). A ripping quantum money scheme
R consists of the following three probabilistic algorithms:

1. KeyGen(0") = (kpr, kpb); a classical algorithm which takes a security parameter n
and outputs a private and a public key.

2. Bank(0",ky:) = $; a quantum probabilistic algorithm which takes a security param-
eter n and a private key and outputs a valid coin $ = (s, p) where s is a classical
string and p is a quantum state.

3. Ver(kpy, (s, p)) = {accept, reject}; a quantum algorithm which takes a public key
and a possible coin (s, p) and either accepts or rejects the coin.

Suppose two parties Alice and Bob where Alice possesses qa valid coins ($f”ice, ey $§2§ice);
same for Bob ($F"b,...,$q3;b). The scheme, also, consists of a two-phase protocol

Q Alice.Bob between Alice and Bob:

o Binding Phase (BPajice,Bob) where Alice proves to Bob that she is bound to some
coin.
o Exchange Phase (EPajice, Bob) where Bob gets the coin from Alice.
Let outglice,outglice be the output of Alice after BPajice Bob and after EPajice Bob TeSpec-

tively; same for Bob. We say that R is secure if it satisfies the following two properties:
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1. Completeness; If both parties are honest then Pr[outg"b = accept] =1 and

Pr[outgd’ = $1BOb R ® $qBBOb ® $24lice] -1

2. Soundness; Let Count be defined as in definition 2.10. Consider the following
scenario. Suppose that Alice has already begun to run Qp, aiice With ¢y honest parties
(p1y. .- ,pq/A) where i € [¢'y] but has not begun EP,, ajice with any of them. During
these interactions she begins Q Atice,Bob- Then for all strategies of Alice it holds that

Pr[Count (kpp, out3®) > g4 and outB = accept] = negl(n)

Informally, a negligible soundness error implies that Alice cannot send half of her coin
without losing the whole coin even if she is interacting with other honest parties. In other
words, she may have any polynomial number of half coins but cannot use any of them as
part of any of her coins. Therefore, a successful Binding Phase implies that Alice has lost
her coin with high probability.

Next, we show that the previous definition is a tighter definition for Quantum Money
schemes.

Proposition 3.1. If there exists a Quantum-Secure Money Ripping Scheme, then there
also exists a Quantum-Secure Money Scheme.

Proof. In fact a Ripping Quantum Money Scheme satisfies the properties of a Quantum
Money Scheme. Suppose that Alice has a polynomial quantum circuit C that can break
the Money Scheme:

Pr[Count (ky,, C(kpp, $75¢, ..., §20)) > g4] > a

7 7qA

for some non-negligible a. Then Alice can use the following strategy to break the Money
Ripping Scheme:

1. She plays the BPujice, Bob fairly and she is bound to the coin $Alice for some i € [ga].
She doesn’t output anything. Then

2. She outputs out'® = C(kpp, $5itice, . . ., §Alice, $ﬁife, .. ,$j14/iice)
In the first step we have
Priout3? = accept] = 1
In the second step we have:

Pr[Count (kpp,, C(kpp, $177, ..., $2tce, gdlice . g2liee)) > g — 1] > a
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Since these two events are independent we have that:

Alice

Pr[Count (k,p,, out3“) > g4 and out5? = accept] > a

and therefore the Soundness Property of the Ripping Money is violated. O

3.2 Ripping Quantum Money Construction

We now present one of the most important theorems of the thesis:

Theorem 3.1. Suppose

e M is a secure Quantum Mini-Scheme with

M = (Banky, Ver )

o D is a Digital Signature secure against quantum chosen message attacks with

D = (KeyGenyp, Signp, Verp)

¢ 7Dl:l(jab’k]:)]:»
pb’p
relation R where (x,w) € R < 3 wy,wy s.t. w = w||wy and Verp(kgb,x,wl) =

is a Quantum Secure Zero-Knowledge Proof of Knowledge for the NP
accept and Verp (kgb, w1y, we) = accept for all signature keys kgb, kgb.

Then, using M, D and P we can create a Ripping Quantum Money Scheme R.

Proof. First, let’s define the three algoritms KeyGeng, Bankyg, Verg:

o KeyGeng(0") = KeyGenp(0™) which produces the keys kgfnk, kggnk.

e Banky (0", k) uses Bank(0™) which produces (s, p) and Signp(kp,, s) which
produces o. The output is a valid coin of the form ((s, o), p).

o Verg (kpp, ((s,0),p)) = accept iff Verp(kpy,s,0) = accept and Ver(s,p) =
accept

Now, let’s define the protocol Q ajice, Bob- Suppose Alice has keys kérhce, kﬁ‘gce and before

Ali Al
: $1 ’LC€7 ey $qAZCe
Q Alice,Bob for the coin gAlice = ((s4,04), p;) for some i € [ga]. Bob possesses the coins

($Beb, ..., $Bob).

the begining of the protocol she possesses the coins ( ) and wants to run

e Binding Phase (BPajice,Bob):
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1. Alice sends to Bob (s;, p;).
2. Bob runs Ver(s;, pi)-

3. Alice (the prover) and Bob (the verifier) run PJ%, . (proof that Alice

k 2 7kA]iice
P p
knows the Bank’s signature on s; (0;) and her own signature on o).

4. Bob outputs

outB? = accept iff Vernq(si, pi) = accept and \Ilgggce’BowﬂsiMsi\) = accept
(Alice,Bob) .
where ¥ is the superoperator of Bob that results from the ZK protocol.

Alice doesn’t output anything.
e Exchange Phase (EPajice,Bob):
1. Alice sends to Bob o;.
2. Bob outputs
outp” = $7 @ - @ $50 @ gice

Alice doesn’t output anything.

Note that in the third step of the Binding phase Alice proves that she knows both ¢; and
SignD(kgrhce, 0;). The reason for this type of ZK proof is to prevent Alice from proving
that she knows o; by just forwarding messages between the owner of the coin and Bob
(some kind of man-in-the-middle attack). For a graphic illustration of the protocol see
fig. 3.2.

Next, suppose that Alice has already begun to run Qp, aiice With ¢’y parties (p1,. .., pq%)
where i € [¢/;] but has not begun the exchange phase with any of them. During these
interactions she begins Q) ajice, Bob.- Suppose, also, that there is a cheating strategy for
Alice s.t.:

Pr[Count (ky,, out8?) > g4 and outB® = accept] > a

for some non-negligible a. For simplicity we represent by F' the fact
Count (k,p,, outs ) > g4 and outE® = accept

and by NEW the fact ‘Alice created a new coin’. Then:

Pr[F] = Pr[NEW]-Pr[F|NEW]+ Pr[~-NEW]-Pr[F|-NEW]
= Pr[NEW]+ Pr[~-NEW] - Pr[F|-NEW] > a

The first of the two addends corresponds to the case where the Zero-Knowledge property
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(of the ZKP) is violated and the second one to the case where the Validity property (of
the ZKP) is violated. Therefore, by assuming that one of them is non-negligible we come
to a contradiction about the security of the ZK protocol.

In the case where Pr[N EW] is non-negligible, using the standard construction theorem of
[1] we have that Alice has used both her valid coins ($4l¥¢, ... $;141iice) and the information
she got from the interactions with (pq, ..., pq/A). Also note that in this case it is preferable
for Alice to complete all BP,, ajice before beginning B Pyjjce Bob, since her interaction
with Bob doesn’t provide her with any information about some coin. So the things that
Alice has in her hands to create a new coin are at worst:

$.14lice $Alice

1. Her g4 coins ( sy 8520,

2. The ¢y pairs (s}, p}) for i € [¢4].

All of them create a big mixed quantum state 7 which constitutes the auxiliary state of
Alice. Also suppose a global ¥ to be the superoperator applied on 7 and it’s output is
the output of Alice after interacting with all p;. Then

outy = ¥(7)
and
Pr[Count (kpp, out4) > ga] = non-negl(n)

Let S be a simulator for Alice and ® be it’s operator. The states (s}, p}) for i € [¢4] are
of no use for S since they are perfectly indistinguishable from any other ¢/; coins that are
drawn randomly from Bank . Furthermore, it holds that no quantum polynomial time
algorithm can use the g4 valid coins to create more with non-negligible probability and
therefore no such simulator S can:

outg = ®(7)
and
Pr[Count(kpp, outs) > ga] = negl(n)

Therefore for every @ it holds that ¥ and ® are distinguishable. But ¥ consists of
sub-operators that correspond to each execution of the ¢y ZK proofs and so it holds that
there exists at least one execution where what Alice computes is (with non-negligible
probability) distinguishable from whatever a quantum algorithm could compute using
only 7.

In the case where Pr[-N EW]-Pr[F|-NEW] is non-negligible it holds that Pr[F|-NEW]
is also non-negligible. Here, Alice first sends a valid pair (s,p) to Bob and then
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3.2. Ripping Quantum Money Construction

she proves (with non-negligible probability) that she knows some w = w;||ws s.t.
Verp(kggnk, s,wy) = accept and Verp(kﬁéice, x,ws) = accept. Here, the validity property
of the Zero-Knowledge Proof is violated since Alice can prove that she knows w but
she cannot use any polynomial extractor to learn w (and hence w;) with non-negligible
probability.

Bob
Siy Oy Pi o

Sis Pi
BPAlz'ce,Bob 1

Si
— 7DkBank kAlicc —
pb  pb

Verify

oy,
EPAlice,Bob

Siy 04y P

Figure 3.2: Quantum Coin Ripping Protocol. In the Binding Phase, Alice sends to Bob
the quantum state p; and the corresponding serial s;. Then they run a Zero-Knowledge
protocol where Alice proves to Bob that she knows both her signature and the Bank’s
signature on s;. In the Exchange Phase, Alice sends to Bob Bank’s signature on s;.

Corollary 3.1 (Relativized Ripping Quantum Money). Suppose that M is a quantum
secure mini-scheme relative to an oracle Oz, D is a quantum secure digital signature
relative to an oracle Op and P is a quantum secure Zero-Knowledge Proof of Knowledge
relative to an oracle Op (defined as above). Then there exists a secure Ripping Quantum
Money scheme relative to some oracle.

Proof. Comes from combining theorems 3.1, 2.8 and proposition 2.1. O
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Y Simultaneous exchange

Suppose Alice and Bob have two secret bits sa,sp. They want to exchange their
secrets in such a way that in every moment neither of them has better probability of
knowing it than the other party. This could be succeeded perfectly if the two parties
shared a simultaneous channel; they will send and receive the secret bits simultaneously.
Unfortunately, simultaneous channels do not exist so they have to follow some protocol
in which they gradually reveal their secrets.

4.1 Introduction

The problem of Fair Exchange is one of the most crucial cryptographic primitives of
modern cryptography. Informally, when Alice wants to fairly exchange a secret with
Bob, she wants Bob to learn her secret only if she learns his secret. Bob also wants the
same thing. So in some sense they want to exchange their secrets simultaneously. Fair
exchange has been studied extensively since the early 80’s and much progress has been
made since then. The first approaches used the rather weird assumption that both parties
had the same computational power. In this type of protocols, the parties gradually reveal
some information of their secret in turns and so any party would need approximately the
same computational time to retrieve the secret if the other aborted. Another approach
tried to bound the probabilities of each party to learn the other’s secret and make these
probabilities very close to one another. The impossibility result of Even [9] stating that
no completely fair exchange can be achieved without the use of a third party gave rise to
a whole new era where researchers tried to create protocols using the third party, as less
as possible.

Simultaneous exchange of one single secret bit was first studied by Luby et al. in '83 [13].
In their protocol they make use of the Quadratic Residuosity Assumption. Of course, in
the quantum setting, many assumptions like this are not longer valid; Shor’s factoring
algorithm [18] can be used to decide if a given number is a quadratic residue. Therefore,
it has been an open problem whether simultaneous exchange is possible and to what
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Chapter 4. Simultaneous exchange

extent in the information theoretic setting. In this work we extend the protocol of [13] to
the quantum setting.

Before giving the formal definitions we need, we must explain what we mean with a
secret bit. The assumption we make is that there must be some procedure with which
the parties verify that the secret is indeed the correct one. The most convenient way to
think about it, is by using some completely secure digital signature or bit commitment
scheme. Then, when the party learns the secret they can recognize it and verify that it
is indeed the correct bit. Another way of thinking it, is by assuming that the parties
decide their secret by the time the send it. Therefore, the secret of a party is the bit they
sent. We note that we do not attempt to address this problem; what we care about is
the probabilities of each party guessing the secret and not the procedure of verifying the
secret. We want them to exchange their secrets at the same time on average.

Definition 4.1 (Simultaneous exchange). A simultaneous exchange protocol with error €
and n rounds is a protocol between Alice and Bob where:
o Alice has a secret bit s4 €r {0,1} and Bob has a secret bit sg € {0,1}.

o At every round i € [n] Alice outputs o'y € {0,1, Abort} and Bob outputs o'y €
{0,1, Abort}.

If a party aborts then the protocol aborts.

If both are honest then Pr[o”y = sp] = Pr[oy = sa] =1

If a party is dishonest then for all rounds i € [n] it holds that

|Pr[o’y = sp] — Prlos = sa]| <€

Note that € is at most % since we can create a trivial protocol where Alice sends her bit
and then Bob responds. At the beginning of the protocol both parties have % to guess the
secret. Immediately after Bob receives Alice’s bit, his probability becomes 1 but Alice’s
probability remains % Ideally, we would like a protocol where the difference between the
two probabilities be inversely proportional to the number of rounds. So, by increasing
the number of rounds, the difference goes to zero.

4.2 A simultaneous exchange with error 1/4

We begin by a first attempt to decrease the probability difference. The error of a
simultaneous exchange can be reduced to almost % using a balanced quantum weak coin
protocol as a subprotocol.

Theorem 4.1. There exists a quantum simultaneous exchange protocol with error i + €.
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4.2. A simultaneous exchange with error 1/4

Proof. The protocol consists of the following steps; see fig. 4.1:

1. Alice and Bob flip a balanced quantum weak coin with bias 2e (WCF(3, 2¢)).

2. If Alice wins then she sends nothing to Bob. Otherwise she sends her secret s4.
3. Bob responds with his secret sp.

4. If Alice had won the weak coin she sends her secret s4. Otherwise, this step is

omitted.

First let’s focus on the round after the weak coin (say the k*" round):

Both honest fig. 4.1(a)

Bob has probability % to win the weak coin (in which case he knows the bit with certainty)
plus 1 to lose and so he has to flip a coin (fig. 1(a)):

Pr[of = s4] = Pr[Alice loses] - Pr[o% = s4|Alice loses]
+ Pr[Alice wins] - Pr[of, = s 4|Alice wins]
1,113
2 2 2 4

Dishonest Alice fig. 4.1(b)
Bob has probability % — 2¢ to win the coin flipping plus (% + 25)% to lose and so he has
to flip a coin (fig. 1(b)):

1 1
Pr[o%:sA]:§—2€+(§+2€)-

_3_.
!

N =

Dishonest Bob fig. 4.1(¢)
Bob has probability % + 2¢ to win the coin flipping plus ( % - 25)% to lose and so he has
to flip a coin (fig. 1(c)):

1 1 1 3
[0 = s4] 5T 6—|—(2 £) 5= ¢
In all three cases when Bob responds with his secret bit, Alice’s probability of guessing it
becomes 1. When Alice sends her secret bit, Bob’s probability becomes 1.

What we also need to show is that during the rounds of the weak coin neither of the
parties can increase his probability of guessing the other’s secret. First, during the weak
coin, neither of the parties uses his secret and therefore neither can gain information
about the other’s secret. Second, during the weak coin, neither party can increase his
probability of winning without the other party aborting, since the weak coin flipping
wouldn’t be secure. O
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Chapter 4. Simultaneous exchange

Bob Bob Bob

1 1 1 1 1 1
2 2 2 2 2 2
i |WCF(3,2¢) i i |WCF(3,2) : i |WCF(3,2¢) i

5
f~
—
13
@
rol—
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5
~
5
j72}
2
o
1ol
=l
5
~
—
g
o)
rol—

(a) Both honest (b) Alice dishonest (c) Bob dishonest

Figure 4.1: A protocol with error % + . The numbers below each party correspond to
the probabilities of guessing the other’s bit in each round.

4.3 A simultaneous exchange with arbitrarily small error

Before analyzing our optimal protocol let’s first focus on the protocol of Micali et ’al [13].
Intuitively, suppose that Alice and Bob share a two-sided wheel. The wheel is placed
in such way that each party can see only their own side. According to the secret she
has, Alice paints the % + ¢ of her surface with red and the % — € with green or vice-versa
depending on whether she chose her secret to be 0 or 1 respectively. Same for Bob on the
opposite side of the wheel (see figure 4.2(a)). Then, they cover the wheel and they turn
it in such a way that if the wheel is uncovered, each party will see the way the other side
was painted. Then, they follow the procedure below iteratively:

1. Alice spins the wheel and stops it at random.

2. Alice opens just a point of the surface in front of her and sees the color of that
point.

3. Bob spins the wheel and stops it at random.
4. Bob opens just a point of the surface in front of him and sees the color of that

point.

Notice that in every step
Pr[Alice guesses Bob’s secret] < Pr[Bob guesses Alice’s secret] + €

Now consider the following scenario. Instead of painting some portion of the surface red
and some green, they paint only a small portion (say 2¢) of the surface with red or green
(for 0 or 1 respectively) and they leave the rest surface white (see figure 4.2(b)). Now, if
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4.3. A simultaneous exchange with arbitrarily small error

a party was lucky and opened a point in this small portion of the surface he can be sure
that he correctly guessed the secret bit. If, on the other hand, she opened a point on the
white surface, she has to flip a coin. More formally, if we name C' the fact ‘Alice opened
a colored point’ then

Prloa = sp] = Pr[C]-Prlog = sg|C|+Pr[~C]-Pr[os = sp|-C| = 25-1—(1—26)% = %-1-6
Taking it one step further, suppose that in every step these small portions are increased
in such a way that:

1. Pr[Alice guesses Bob’s secret] = 1 + ¢
2. Pr[Bob guesses Alice’s secret] = 3 + 2¢
3. Pr[Alice guesses Bob’s secret] = % + 3¢

4. ...

2e

(a) Monte-Carlo version (b) Las-Vegas version

Figure 4.2: Simultaneous exchange with error

Then this strategy can bring the two probabilities as close as we want by decreasing ¢ as
much as we want.

Looking at these two different approaches we see how they relate to the probabilistic
algorithms; the first approach corresponds to the Monte-Carlo algorithms, whereas our
approach corresponds to the Las-Vegas algorithms. We continue by giving one of the
main theorems of this thesis which is based mainly on the previous idea.

Theorem 4.2. There exists a quantum simultaneous exchange protocol with error € + €.

Proof. The protocol consists of the following 6 steps that are repeated until both parties
learn the secrets. In the begining ¢ = 1.

1. WCF(1 — 2ie,€)
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Chapter 4. Simultaneous exchange

2. If Alice loses then she sends s4. Otherwise she sends a random bit.
3.t1+1+1
4. WCF (2ig,e")
5. If Bob loses then he sends sg. Otherwise he sends a random bit.
6. 1+—1+1
We analyze the probabilities of each player to guess the others secret in each step.
We will just give the probabilities for the case where both parties are honest. The analysis

in the dishonest cases comes as before.
At the end of the 2" step, Bob’s probability of guessing s4 is:

L,
= - (29
2

| =

Priop = sa] = 2ie + (1 — 2ie) -

whereas Alice’s probability of guessing sp is:

1 1
Prlos = sp] :2(i—1)€—|—(1—2(i—1)5)~§: 5—!—(2’—1)5
and therefore the difference between the two probabilities is €.
The proof that within the WCF the probabilities remain the same comes like before

using also Proposition 2. If one of the parties is cheating then he slightly increases his

probability of guessing the bit or hiding his own bit (see fig. 4.3). O
T o o

[T

1
2

[T

1
2

[N

1
2

3 |[WCF(1-2¢)| 3 3 |WCF(1—2¢,¢)| 3 1 |WCF(1—2¢,¢)| 1
z : 3 w: G w:
R Pt T Pt
\ .
3+

!
,€)
1 1 1 4 1 =
3te 2 3te—3 2 et+3g
N
)| 3

i WCF (4¢, & +e 1 WCF(de, &) |3 +¢— 1 WCF(de,e') |} +e+5

SRS
N

1 1 1 1 4 1 1 4

5 . 5 +¢€ 5 5 -5 b s 5 5

2 % 2 ’ % 2¥eT3 ’ % s tets

342 : l+e lioeye : lie—<g lygo—¢ : liete

2 N 2 2 2 . 2 2 2 = 2 N 2 2
(a) Both honest (b) Alice dishonest (c¢) Bob dishonest

Figure 4.3: A protocol with error € + &’. The numbers below each party correspond to
the probabilities of guessing the other’s bit in each round.

By taking the bias ¢’ of the weak coin arbitrarily close to zero, we can take a protocol
with error arbitrarily close to €.
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4.3. A simultaneous exchange with arbitrarily small error

A question that arises from the definition given for simultaneous exchange is whether the
existence of imperfect simultaneous exchange (such as the above) implies weak or strong
coin flipping (perfect or imperfect).
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