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Abstract

A holistic approach is proposed for defining the resource constrained project scheduling problem
(RCPSP). The doctoral thesis’ aim is to give a formulation of the project scheduling problem where
all deterministic aspects that have been previously explored in the relevant literature are covered.
Our goal is to provide a way to model and solve project scheduling problems as they actually are,
without compromises other than the assumption that the given inputs are realistic. An appropriate
mathematical formulation along with a concise solution process, covering both the single and
multi-objective case, are presented. Based on this model an adaptive evolutionary algorithm is
implemented to solve the unified version of the problem along with and Add in for MS Project to
provide an easy to use interface to the project managers. The efficiency of the proposed approach
is compared to existing implementations through a number of experiments. The experiments are
grouped in two classes: in the first one the best known results from each variation and extension
of the single objective RCPSP are compared to the results given by the proposed algorithm and in
the second one the multi-objective approach is compared to the single-objective results given in
the same test cases appropriately adapted. Finally, the application of the proposed approach in real
situations is illustrated through a case study on a medium sized project (200 activities) taken from
the GIS domain.

The results show that the usage of the holistic model doesn’t affect the quality of results or the
needed CPU-time when compared to the existing RCPSP formulations, whereas it adds the ability
to describe more realistically any complex project scheduling problem. We overcome the raise of
complexity and the infeasibilities by using penalty functions when relaxation of the constraints is
needed. In the multi-objective case the algorithm is capable of providing multiple solution scenar-
ios that are generated either based on the simple Pareto front or on a weighted approximation of
it.
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Greek Synopsis

«AAn amogdoewy otn doixnon épywv: IToAuoToyINOC BLEUPUUEVOS YROVIXOC TROYPUUUOTL-
OUOS £pYWV UTO TEQLOPLOUEVOUS TOPOUSY

0.1 Ewaywyt

H ouayeipion tou ypdvou 1 ahhidC 0 YEOVIXOS TEOYQRUUUATIONOS TWY EQYUCLMY EVOS £0Y0U
ATOTEAEL UL OO TIC ONUAVTIXOTEQES CUVICTOOES TNE dtolxnong épywv. Katd xavdvo ouy-
TepthoBaver Sadixacieg OTwe Tov xadoploUd TOV EQYACLOY TOU TEETEL Vo YIVOUY WOTE VoL
ohoxAnpwUel To €pyo, Tov xooploud TN OELRAS UE TNV ontola TEETEL VoL EXTEAEGVOUY OL EQYa-
oleg, TNV exTUNON TV AMUTOVUEVLY TOPWY YIA TNV TEAYUATOON XAUE ULog amd TIC EPYACIES,
TNV eXTiUNON TOU ATUTOUPEVOU YpoVou pE [Bdom Toug dldéotuoug mépoug xaL eV TEAEL 1|
Onulovpyior xou ToEoXohOVUNOT TOU YEOVIXOU TEOYEAUUATOSC TOU TEOXVTTEL. LTOY0C TN Na-
eovoog Atate3nc etvar 1 uehétn ng Sodixactiog avamTuing YeovoSLYPUUUAT®Y EpYWY XAl
1 bpeon pedodwy yia N BedtioTononon Tou TedTou TapaywYTic Toug AauBdvovTag utddy
Toug TWEUEVOUC TERLOPLOUOUE GO APopd TNV SLECULOTNTA TOPMY, TO GUVOAXO XOCTOC, TNV
ATOUTOUPEVT] OHOAOTNTOL TOU TROGIA TWV YENOWOTOVUEVWY TOpwY. XNV tapovod Aloteldh
Yo emxeVTEOVYOUUE GTOV TPOTO CYNUATIOULOUD XATA TO SUVATO BEATICTOV YEOVODLOY QOUUATOVY
600 APOEY XATOLES PACINES TUPUUETEOVS OTIWE O YPOVOC, TO XOGTOS XAl TO TEOPIA TV TOPMV.
Yuyxexpuléva, To Teog eniAucT TEOBANUN EXTEVETAUL xaTd xUplo AOYOo ot Teelc dovee: ypdvo,
AO0TOG %O OUAAOTNTA TEOPIA TOPWY X0 ATOCKOTOVUE GTNV:

e chayloTonolnon NS OLIEXELIS TOU E0YOU BOVEVTWY TEOTEQUOTHTWY YLX TNV EXTEAECT) TWV
BpACTNELOTATWY o TERLopLopéVou TARYoUE Bladéoiuwy TopmY

e chayloTonolnon Tou x60Toug AaUPdvovTag LTOYN T CUCYETION BLIEXELNS BRACTNELOTNTAS
— TOGOTNTOG TOPWY oL NG €xouv avatedel o xOCTOUC AAAS Yo TWV TEPLOPIOUEVLV
YENUOTIX®Y TOpwY Tou dlatidevTon yior TV LAoTolnon Tou €pyou

o cZOUdAUVOT| TWYV YENOUOTOLOUUEVGY TORMY

XXVii



XXViii Greek Synopsis

Meploplopoi 6E£c?£rtnotzqu' E€opdAuvon Meploplopoi Xpovo-
népwv . P t(ﬂ\? 4 népwv ’ KOOTOUG T(POYPALLLLOL
* —

Sxhua 0.1 Exmuatind avanapdotoon Tpoc ETAUCT TEOBAAUITOC

YUVETME, TO TORATAVE TOVNUA OTEEPETAL YUPW and TEElS Bactxols EVVOLOAOYIX0US EOVES:
TO XO0TOG, TO YPOVO Xl TOUG TORPOUS X0 UMOGXOTEL TNV LTOCTARLEN TOL BLOYEIPIG TH) TOU
€pYOU OTY TEOCTAVELX TOU Vo ONULOVRYHOEL XUTIAANAO YEOVOOLAY QUM YId TO EXUG TOTE £QYO
UE TETOLO TPOTO OTE VoL CUYXERUOEL TIC CUYXQPOUOUEVES ATALTHOELS IOV APOPOUY TNV ToyUTN-
Ta OAOXAHPWOTNG TOU €pYou, TOo xOGTOC Tou Yo amautelton xou TNy BEATIo TN aflomoinoy Twv
Oladé€ouwY TOPWY XL LOVOV AUTEV.

Ovclotxd, n napoloo Atpldh TeayHatedeton TNV avaTTUEY TEOTUTOU TOAUXELTTELOU
cuothpatog amodoewy ot Awixnon Eeywv xou ufedhc puedodov yia tny edpeon Tou
XhOTEEOL BUVITOU YPOVOTROYEAUUATOS TIOU VAL IXUVOTIOLEL TI AVaYXES TOU AATTY AmOPACTC.

Yuyxexpiévo anooxonel 0Ty oyedlaon xat avamTULn EVOC CUCTAUNTOS Yiot T1 Onuiovpyia
YEOVOOLLY QOUUATOV €RYMV UTO GUVUAXES TEQLOPLOUEVKY TOPWY ot Blard€ciuou xepolalou Ue
™V Yerion HeVodwY TOAUXELTARLIC AVIAUCTC ATOPACENY Yiot TNV Boduovouncn Twv TpoTe-
PUOTATWY XOGTOUC, YPOVOU Xal TEOPIA TOPWY.

‘Eva épyo unopel va oplotel w¢ €va 6Ovolo and dpacTNELOTNTES TO OTOl0 EYEL CUPOS Xa-
YOpLOUEVT] 0Py O CUYXEXPHIEVO TENOC XU UTOOXOTEL GTNY EMUTEAECT) EVOC GUYXEXQULEVOU
oxomol xdvovtog yehor xodoplopévmy mopwy. Eva ypovompdypauua cuvidnwg amooxome-
{ OTOV TEOYROUUATIOUO TWV SRUC TNELOTHTKY Tou €pyou, dnAadY| Tov xadoploud tng évapinc
TOUC, YE TETOLO TROTO DOTE VOl LXOVOTIOLOUVTOL Ol OYECELS TROTEQAULOTNTOC XOL Ol YENCLLOTOL0-
Opevol ool var v urtepPatvouy TNy dlattiéuevn TocoHTNTA.

[Toipdho Tou To TEOBANUL TOU YEOVOTEOYEOUUATIONOU €pY0U, HoLdleL va efval oY ETIXd AmAd,
1) LOVTEAOTIO(NOT TOU PE TEOTO TOU VoL XOAUTITEL OAES TIC BUVATES TIEPLTTMOELS TTOU GUVOLVTMVTAL
OTNV TEAEN XOU 1) TOEOY T ATOTEAECUATIXGY TEOTWY Oy EPIGHC TOUS, IGOPROTIMVTAS AVAUETH
GTNV TOAUTAOXOTNTA TOU TEOPBAAUATOS %ok GTNY ToyUTNTA XAl ATOTEAECUATIXOTNTO TV TPO-
TEWOUEVWY AUGEWY BEV Elvol TEOPAVAG.

To medBAnua Tou yeovoTeoyeauuaTIonol €pYwy, opiletal we 1 uéY0d0¢ TEOYEAUUUITIONOU
OpACTNEOTATOY BOVEVIWY CUYXEXPWEVWY TOCOTATWY Blardéoiuwy Topwy yia xde meplodo
NG OLIPXELNG TOL €0Y0U ETOL MOTE VoL EAXYIGTOTIOLE(TOL 1) VENCT) TN CUVORXTC DLAEXELAS TOU
¢oyou (Davis, 1974).

Baowd cuotatind otouyela evog ypovorpoypeduuatog etvar tor axdrouvda:

o ApaoTnploTNTES YE YUPUXTNELOTIXA YVWEICUATA TO VoY VOELOTIXO TOUC X0l TOV TEOTO €-
XTEAEOTC TNE BPACTNELOTNTOC, O OTOLOS KPOEd TNV BLIEXELN TNG dEACTNELOTATAS, TO EBOG
X0l TNV TOCOTNTA TOPWY TOU AMOUTEL Yiot TNV EXTEAECT] TNG XAl EQV UTHEYOLY YETUITOROES
Tou oyeti{ovton Pe oUTHY.

o Yyéoeg mpotepandTNToC TOL Xordopilouv moleg SpacTNEOTNTES TEETEL Vo OAOXANEM YOV
TEWY 1) UTO €€€Ta0T BpaGTNELOTNTA VoL UTORETEL Vor EEXVAOEL VoL EXTEAE(TOL

e Il6pol o1 onolol avixouy oe wa and Tic axdhoulec xatnyoplec: o) avavEDOLUOL — TEPLO-
plopévn dtodéotun toodtnTa avd Tepiodo Tou €pyou Ty. EPYYTEC B) UN AVAVEDOLUOL OTOU
€YOVUE CLUYXEXPWEVY TOCOTNTA Bladéoiun yior TO GUVOAO TOU €pYOU, Y. TEOUTOAOYIGUOC,



0.1 Ewoaywyh XXix

Y) OLTAS TEQLOPIOUEVOL Xol §) HEPIXMS AVAVEMOLUOL GO €YOUUE Teptoptold otic dtadéotuec
TOCOTNTES Yl €Vl UTOGUYOAO NS Sldpxelag Tou €pyou. Télog, ol mopol yapaxtneilovTon
amd TN AELTouEYLXY) TOug Yeron xou T dtadéoiun TocoTn T,

Yty mpdln ouwe Tépay and TNV EVPECT) YPOVOTEOYROUUATLY, OTAV €Y OUUE CUYXEXQUIEVES
e€opTthoelc YeTadd TV Spac TNEIOTHTOY Xou cuyXexEévo ThRdog Swndéoiuwy mpog yenon
ToOpwY, TEETEL Vo Aopfdvoupe uTodn xon To x6oTog Tou €pyou. ‘Oung cuyvd 1 dldexelo -
xTéNeONG Wog dpaotneldTnTag unopel vo yetaBandel ye Bdon to néoco elpaocte datedeuévol
VO TANPWGCOUVUE Yia QUTHY, Aol avdIean TEQLOCOTERMVY 1| DIUPORETIXWY TOPWY OE Ulal dpa-
CTNELOTNT UELOVEL TN CUVORLXY TN YEovixY| dudpxela. Enouévmg, npootideton dhhog évag
TOEAYOVTAS GTO UTO UEAETN TEOBANUA TOU YPOVOTROYRUUUATIONO), TO XOGTOS XUl CUVETMSG
xaL 0 avT{oTOLY0C TEPLOPIOUOS TTOU apoEd To GUVOAO Tou dlaléoylou mpolrohoylouol. Emi-
Théov, YIVETOL TPOYAVES OTL OTNV TERIMTWOT] AUTA Ol BEAc TNELOTNTES Vot EYoUV VW amd Eval
duvatolg TpéToLC eXTEAEDTC, O omolog Yo Tpoadlopilel To €ldog Xxou TNV TOGOTNTA YENOLO-
TOLOVUEVLY TOPMY X0 T CUVETOYOUEVT BLdipxeta ahhd xan yenuatixh emBdpuvor (x6oTog).

Télog, dev elvon emuunTd OUTE Yo TEAX TS EPUPUOCLUO VAL EYOUUE YPOVOTROY UM
ToL 0TOL OTOLAL UTIAPYOLY OmOTOUES AUEOUEIDOELS TWV TOPWY OTOTE TROC TheTon OTol TAUPAUTAVE
xou 1 amaftnom yio ypovompoypduuato ota omola €yel yivel e€looppdmnomn UETHEY TV oNue-
lwv péyiotng xaw eNdytotng {ATNoNS ToOPWY Yiol TO GUVOAO TNG YPOVIXAC DLAEXELNS TOU €0Y0U
XL UOMO T Ywele auTd vor 0dnyel oe alinoT Tou YEOVOU EXTEAECNC TOU 1) TOU GUVOALXO-
0 TAYOUC TV YENOWOTOLOVUEVWY TOPMY XAl CUVETKS TOU xOGTOUC Tou. MeAethviog €ig
Bddoc tnv Lihoypapio ToOU CUYXEXEWEVOL EPEUVNTIXOU TEDIOL TEOXUTTEL OTL EVG UTAQYEL
TANOOE AVAAUTIXWY GAAG X0 EVPETIXMY HEVOOWY Yiol TNV €0PECT) YEOVOTROYEAUUUATWY OTOY
10 {nrodpevo ebvar 1 BehtioTomoinomn wg mEog Tov Yedvo oAoxANpwong 1) To XOGTOS 1) 1) -
HOAOTNTOL TOU TEOPIA TwV TOPWY, BEV UTHEYOLY ToEd TEPLOPLOUEVES To TATioC AOOELC YLl TIC
TEPLTTWOEL EXEIVEC OTIOL €Y OUUE GUVOLAOUO BUO EX TWV TELOVY TOEOY OVTGLYV X0 TROXTLXS Xoiat
ONOXATPWUEVT) TEOTAGT] Yiot TNV TERITTWOon Tou emtdupolue BeEATIGTOTOINCT XAl WS TEOS TS
TPELG TAUPUUETEOUC.

Yy napovoa Atatelfr) anooxomolue oty e0peaT Uog cUVOAXAC AOong oTo TEOBANUA
TOU YPOVOTIROYPUUUATIONOU €0YMV UTO GUVITIXEC TERLOPLOUEVKY TOPWY ETOL HOTE OTAV EQPUE-
uoloupe ot mEdén TN LEY000 oUTH TO TUPAYOUEVO ATOTENECUA Vo BIVEL TNV EAGYIG TN SUVITY
Oldpxela €pYOU 0TO EAAYLOTO XOOTOG XL UE XATA TO BUVITOV OUAAOTERO TEOPIA TOPWY.

Emmiéov, 1 (i 1 o Tou cuyxexpiuévou TpoAuatog odnyel ot Yla GELRd and EpWTAUATI
ToL €€UPTWVTOL ATO TO EXYOTOTE TEOPBATU OAAG X0 OO TO CUYXEXQUIEVO AATITY AlOQPACTG
X0l TNV OTTIXT) TOU €YEL Yiot TO UTO EEETAOT EPYO0 XOL TIC TEEYOVCES CUVUAXES TIOU EMLXPATOUV
600 aPOEd TNV EPYOMATITELY ETULYEPTOT), OTWC YOl TOEADELY AL EGV YLOL TO EXACTOTE UTO ECETAOT)
€pyo elvan 10 x60TOC TO ONUAVTIXG amd TNV NUEPOUNVIX TEEATWOTNS, EVOL 1) OPAAOTNTA TOU
TEOPIA TEQLIOGOTERO CNUAVTIXT OO TO XO0TOG 1) TN OLdEXEL TOU £pYOU, X.o.

Emopévee mpoxetton yior €var ToOAUXELTARLO TEOBANUA UE GUYXPOUOUEVO XQLTHPLN ATOPAUCTS,
omoTE 1 YeHoN Unyaviopol utooTheEng Tne dadixactag Adne andgaong xeiveton amapalTnTn
OOTE VoL TEOGBLoELoTOUY 0L BaplTNTES TWV TORUUETEWY XOGTOUS YPOVO X0l OUUAOTNTOS TEOPIA.

Q¢ moluxpltrplo TEOBANUL andgaong unoeel va emAudel elte cuvdudlovtag T enl uépoug
AVTIXEWEVIXEG GUVORTHOEIS GE WIaL XalL YPNOOTOWWVTaS Bdpn yio Tnv Boduovounon eite yen-
OUIOTOLWVTAS TO OLAVUOUA TOU TEOXOTTEL ONO TIG AVTIXEWWEVIXES Xl UTOANOYIOHO TNG XoTd
[TopeTo BérTIoTNG ADoMG. TNV TEOTEWVOUEVY TROGEYYIOT O ATTNE ATOPACTS DUVUTAL VoL ETIL-
AéZel va MdBet we anmoteAéopato Yelypa ADoEwY and xGUe Uio omd TIC HOVOXELITHELES AAAG Xal
TOALXEITHPLES TIEOCEY YIOELS GUUPWVA UE TIC AVAYHES TOU, WOTE VoL ETMAEEEL TNV XATAAANAOTERT)
TEOGEYYLON Yol TO TPOC Y POVOTROYRUUUATIONO €0YO.

Yy mopoloo Awtef3n) teotelveton gLt OAOTIX TROGEYYLON YL TOV 0pLoU6 TOU TEOBAHU0-
TOG TEOYEAUUUATIONOV €0YwV LTO cuVIrxeg Teploplopévwy topwy (RCPSP). Xtdyoc elvon 1
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TOEOY T WLaC EVIOLAS EVVOLOAOYIXNG €XPEACTC TOU TROPBAAUATOC GUUTERLAUUPBAVOVTAS OAES TIC
OLUPOPETIXEC VIETEQUIVIO TIXES EXDOYES ol TapathAary€C oL amavTavTon 6T BiBAoypapia xat
€youv mpaxTixy| onuacio. Me Bdomn tnv eviala VVOLOMOYIXT TROGEYYLOT TUREYETOL XOU 1) OIV-
tloToyn podnuotind woviehornoinon Tou mEoBANUNTOS, OIS xou 1) dladacta exthuong xau
oL amartoVuevol ahydprduot yioe Ty vAormoinomn authc. To medfinua avtetwrileto we Pei-
TIOCTOTOINON WE TEOC WIaL 1) TEPLOCOTERES UETABANTEC — OTOYOUC. ATWTEROS OTOYOC Elvol 1)
TEOY 1) EVOC TEOTIOL HOVTEAOTIOINONC Ko ETLAUCOTE TOV TROBANUATWY YEOVOTROYQUUUATIOUOY
OTWE AUTE CUVOVTOVTIL GTNY TREEN Ywelc dhhoug cuufiBacuols xou TpoToToMoE TV Oe-
BOPEVLY Yol VoL ToUELIEoLVY GTO YoVTEAD Tépal amd TNV umddeon 6Tl Tol ElooyOUEVa GToLyEla
TeooeYYICOLY IXAVOTONTIXG TNV TEAYHATIXOTNTA X E(VOL VIETEQUIVIC TIXG.

Ytnetlouevol 6To VEO eVialo HOVTENOD, OYEBIAOTNXE EVag UBEWOXOC ahyopLIUOC, XUAOVUEVOC
drayetptothc (podepatop), mou mpoocapuoletar 0To PEYEDOC oL TO YAUPUXTNELOTIXG TOU TPOC
enthuon TpolAfuaToC xou BEATICTOTOEL TOCO WG TMEOG EVay 660 Xdl OC TEOS TOAAATAOUS
ooy 0L, noloyilovtag opeto Bértioteg Aoeig xou Aopfdvovtog 1 un uTodn TeoTepUdTNTES
HETOED TV OVTIXEWEVIXWY GTOYOV.

Anodelydnxe nelpapatind OTL 1) YenoT TOU TEOTEWVOUEVOL ohyoplduou auldvel Ty oxp(Bela
X0l OE XATOLES MEPLTTWOELS LUTOAOYILEL Xt xoh0TeERES AUOELS Ywplc Vo emnpedlel apvnTixd To
Yeovo eniluone tou mpofifuatos. Enouévme, éyouue évay aldomoTto 1pdmo Yo TNV eniAUoT)
TEOBANUATWY YPOVOTEOYRUUUATIONOV EpY®Y ELTE TEOXELTAL VLot ATA Xl XAACOIXE TEOBA T
RCPSP eite ohvietoug GUVOLICUOUE TORUAAXYWY Xl ETEXTACEMY AUTOYU TOU TUTOU TEOBATN-
udtov. Emituyydveton pe autdy tov 1010 1) Tapoy 1) 0Toug DIEVIUVTEC €0YWV EVOS EUEAXTOU
HoVTELOL TO OTolo TEOCUPUOLETOL OTIC AVAYXES TOUC ovT TOU Loy UOVTOSC XUEGTHOTOS OTOU
TO TEOPANUN EMPETE VAL TEOCUPUOCTEL 0To povtého. Emniéov, napéyeton xan évag dtapavic
TEOTOC ETAVOTNE TOL TEOBAAUATOS Ywelg Wialtepa TohdTAOXA 1 YeovoBopa BriuaTta.

H awnuévn toumhoxdtnta xaw 1 uhnin mdoavétnta avumopéiog e@utedy AoEWY OTIC TLO
TONOTAOXES TEPLTTAOOELC AVTWETWTILETOL UE YOASPMOT TOV TEQLOPIOUDY OTOV oUTO XEIVETOL
avoryxolo xou pe Bdomn mdvtote Tic EMAOYES TOU BlELIUVTA EpYOou. LNV TEQITTWOT TWV TOAAA-
TAWY OTOY WY ToEAYOVToL TOANATAG EVaAloxTind oevdpia pe Bdon Tic Ilopeto Bértioteg Aoewg
1) TPOcEYYIoES AUTHY, ot ontoleg AauBdvouy urddn xou o Bdpen Tou oplo Txay Yo xdde oToYo.

H mpotewoduevn npocéyyion avantiydnxe o€ TEEC QPACELS:

A) Ohotixr povtehonolnon Tou yeovoTEOYRIUUTIONO) €pYOL UTO TERLOPLOUEVOUS TOEOUG
OOTE Vo GUUTERLAUBAVEL OAEC TIC OLUPORETIXES EXBOYEC TOU TEOPBAAUATOS Xl VoL TROCPEQREL
Evary EUXONO XL XOVTIVO OTNV TROYUATIXOTNTO TEOTO HOVIEAOTIONONS TV £0YWY 0TS AU-
Té cuvavTOVTL oty TEdcr. To tpoTtevduevo YodnuaTind HOVTERO XUAUTTEL TIC TEQLTTWOELS
TIOU €)OLUE TOANATAOUE TEOTIOUG EXTEAECTS DRAC TNELOTHTWY, YPOVIXA UeTUBoANOUEVES Dlarde-
OULOTNTES OVUVEWGLUWY XAl 1) AVIVEWDCULOY TOPWY ARG o UETABAANOUEVES AVAYKES YV IONG
TWV TOPWY, DUVITOTNTA DLUXOTNS 1| Y1) TWV 0RUC TNRLOTATWY XAUTA TNV EXTEAECT] TOUG, YEVIXEL-
uévoug tumoug mpotepanothtwy (FS, SS, SF, FF) xou mapddupa ypdvou yior tny extéleon twv
OPAUC TNELOTAHTWY.

B) Avéntuén yevetixol olyoplduou yior Tn Sioyeipton ToAUXpITHpLIC ot HOVOXEITARLIG
BeATioTOTOINGNE YEOVOTROYEAUUUATWY UE TO TOURUTAVE YAPUXTNELO TIXA XA DUYVATOTNTAS TEO-
COpUOYHC 010 EXdCTOTE LUTO eTtAUGT TEOBANUA Xou YENONG HATIAANAOU UETO-EURETIXO) G-
yYoprduou (Genetic Algorithm, Simulated Annealing, Particle Swarm Optimization, ».\..) xou
TEOCUPUOYT) UTHEYOVIWY EEEMXTIXGY ohyopluwy yia TNV ToAuxeithpia BeATio ToToinoT 1660
oTnV Tepintwon Tou Baputinol adpolouatog TV entl HEEOUC XELTNEIWY OGO XL OTNV TEPITTWOT)
¢ Hapeto eniivorng.

I') Avéntuén xatdhhnhng Biemagnc yior T ¥eNoN TV Topamdve HedodmY xon TEAXTIXH
EQOPUOYY) TOUS OE TEAYHATIXG €pY0 UEYAAoL peyEdoug.



0.1 Ewoaywyh XXXi

YuvoldiCovtag, Tpotelveton £vol EVOTOINUEVO HaITUATING HOVTERO Xou TEOTOL EVPESTC ADOoE-
®V, a&LOTIO TO XU TROCUPUOCUEV 0TI AVAYXES TOU DIEVIUVTY| EpY 0V, OTWE AUTEC CUVAVTMVTAL
oTNV TRAET, VK TaTOYEova TapéyeTal EVEMEl w¢ TEog To eldog, To Thdog xou Tol yopa-
ATNPLO TN TWV THEAYOUEVKDY AVGEWY oahAd xou To Bardud mou xdlde avTixeyevindg otéyog Yo
mpénel va BeATiotonouniel.
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0.2 Aopry AwteBric

H AwtpB) nepthouBdver évar apyixd xe@dloto 6To onolo elodyovion Ta Bacixd oTotyela Tou
TEPLEYOUEVOL TNG oL OTY CLVEYELN BlaplpdveTal wg eENg:

Kegdhaio 2, émou yiveton tomodétnon tou mpofiiuatoc oe oyéon ue T BiBhioypapio xon
avdAuom TV aTolyelwy excivy Tou oyetiovton dueca pe to aviixeluevo tng mapodoog Al-
Tehc. H perétn extelvetan yOpw and 1pelg GEOVES: TO YPOVOTEOYEUUUTIONS Epywy, T1 Bel-
TIOTOTOMON TOMNATAGY OTOYWY xaL TNV Tohuxpltrhpla Afn amogdoswy. Idwaitepn Eupoon
Olvetar oTIC OLdpopeS EXBOYEC TOU TMEOPBANUATOS YEOVOTPOYPOUUATIONOU X 0TS UeVOBoUC
enthuong Tou.

Kegdharo 3, 6mou napovcidletan 1 pedodoroyiny| Tpocéyylon Tou TeoBAAUNTOC Xupltg ot
oyéon PE TN Yodnuotixy| poviehomolnom xon TNy aAyoptduxr oyedioo.

Kegdharo 4, apopd tnv oAc T TeoGEY YIoT TOU TEOBAAUATOS Kol ATOGXOTEL GTNY ANAVTN-
O™ EPOTNUATLY OTIWC: KTOLO EVOL TO EVPVUTERO TAXLGLO TOU TROC ETUAUGCT TEOBAUATOS >, <TTOLOL
elvon oL otdyol pag xou meg enneedlovion and TEPBUAAOVTIXES TOUROUETPOUC Y Xl TEMXE «TL
dedouéva UmopoUUe va €Youue otay emhOOVUE To TEORBANUa». Ileprypdgpovton cuvortixd To Ba-
oW ool el TOLU CUCTHUATOS, Ol CUCYETIOELS UETAUEY TOUG X0l OL TROTOL TTOL AAANAOETLOROUV.
H ouotnuxy pedodohoyia (Soft Systems Methodology) xou 1 duvouix; cuctnudtwy (System
Dynamics) yenoylomololvTon yio Vo Tpocdloplo Tel T YEVIXOTERO TAXICLO TOU TEOBAAUATOS Xou
Ta Baoxd oTolyela Tou. LT CUVEYELN TA YUEUXTNELOTIXG TV EMIUUNTOY AOCEWY YENOLO-
ToL0VTAL WS BACT Yo TOV TEOGBLOPLOUS TWV GTOY WY TN BEATIoTOTOMONG X 1 TEONYOUUEVT]
avdAuoT YL ToV TEAXO xodoploUd TOU TPOg ENAUGCT] TEOBAAUATOS XOL TWV YoUEUXTNELO TLXWY
TOU TEETEL VoL EYEL 1) HOVTEAOTIOINGY| TOU Yiar Vo umopel va efval TpaxTixd e@apuociun ce xde
TepinTwon.

Kegdhaio 5, oto omolo napouctdleton 1 eVVOLOROYIXH XL HodNUATIXT] LOVTIEAOTIOINGT] TOU
TEOBAAUATOC (OC BUABLXO TEOBANUL YRUUUIXOU TEOYRUUUITIOUOD.

Kegdhao 6, oto omoilo yivetar avahuTixr) TeEpLypapt| TOCO TNG TEOTEWOUEVNS OLodixactog
enthuong 660 xaL Tou VEou ahyodprduou (moderator) xat Twv Boninuxdy ahyoprduny enthuong
Tou mpofirfuatoc. Ilpdxeiton yio wior Sodixacia mou amoptileton amd TeelC @doelg, otny 11
yivetow xadoplopds Twv SEBOUEVWY, OTMC EVAANIXTIXOY TEOTWY EXTEAECTC TWV BRUC TNELO-
THTWY, SUVATOTNTO BLaXOTAG EXTEAECTC BPUC TNRLOTATWY, BIECIUOTNTES XoUL AVAYXES TOPWV
QAVTIXEWEVIXOV GTOY WY TOU TEOBARUATOS X0l €6V AMOUTEITOL, ¥ |OY) CUC TAUATOS UTOC THRIENS
Mne andpaong yior TV €0PECT] TWV OYETIXWY TEOTEPUOTATLY UeTal) Touc. XTn 21 @dorn Ta
oy 8 BEBOUEVAL Xol OL ETLAOYES TOL BLELVLVTH TOU €QYOU TEOTOTOLOVVTAL X TEOCUPUOLOVTOL
XATIAANAGL YLoe TNV OleLXOAUVGET) TN dladixaciog enthuong. Ntnv 3n @don xokelton o dlayelpl-
otrc (moderator) ahyopriuoc yio var pudpioet 0 dladixaoio emilvong, ETAEYOVTAS amd YEVIA
o€ YEVIA TOUC ahydpriuoug enthuong mou €youv LYNAGTERT ATOBOCT) GTO GUYXEXPUIEVO GTLYUL-
OTUTIO TOU TROBAAUATOS XAl GTOUG GTOYOUG XOL TIG TROTERAULOTNTES AUTAY, OTKS Xordoplo Ty
ané Tov dievduvty €pyou.

Kegdhowo 7, 1o omolo mopouctdlel Ti¢ TELpUUATIXES OLUTAEELS XOL TOL AMOTEAEGUOTA TTOU
emTEVYUNXAY UE TN YPNON TOU TEOTEWVOUEVOU UOVTENOU X0t dAYOELIUOU XaL ToL CUYXELVEL UE
TIc Xah0OTEPES AUOELS, OTIWC AUTES TEOXVUTTOLY amd 1) BiBAoYpapla.

Kegdhao 8, oto omolo mapoucidleton 1 €QUQUOYT TOU TEOTEWVOUEVOU UOVTIEAOU XU TNG
otaduaolag enthuong oe TEAYUATIXG TEOBANUA YEOVOTROYREUUHUATIOHOL E0YOU YIoL TNV XTNUd-
TOYEAPNOT CUYXEXPUEVWY Tieploy v TN EANGSag. Xuyxexpiuéva, tapouotdleton Briua-ruo
Oaduxaotor amd Tov 0Py LX6 TEOGBLOEIOUS TOL TEOBANUNTOS WS TNV TEAXN ETLAOYT| TNS BEATIOTNG
eVOAAaXTIXAC AOOTEG Y10l TOV TTROYEOUHATIONG Tou €pYou. O TpocbLoptouos TwV BEBOUEVKY TOU
€pYOL, BEUCTNELOTNTES, CUCYETIOELS, AVAYXES OE TOPOUC Xal BLrdECLUOTTA AAAS XOU Ol TPOTE-
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POUOTNTES TWV OVTIXEWEVIXOY OTOY WV XAl TO (00 xou TAY0C TwV {NTOVUEVLY EVORAAXTIXGY
ANOoEWY, TEOEXLPOY XATOTY GELRdS GUVEVTEVEEWY UE TO BLELHUVTY xou TNV opdda Epyou.

Téhog, 010 xe@dhato 9, TaEOUCLELOVTaL TOL GUUTERAGUOTA TOU TEOEXLVPAY amd TNV EQEUVA,
TNV EEEUVNTIXY| GUUBOAT X0 TNV TEUXTIXT] GUVELG(POEE AUTHS AAAGL X0 TROTYUCELS VLol TEPOUTEQE
epeLVNTIXES xoTELDVVOELS.
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0.3 Xpovodidypaupo Exnévnone tne Awte3ric

To ypovodidypauuo Tng exmovVnone Tne dlotedric divetar oto oyrua 0.2 xon mopaxdte encdn-
yoUuvTal ot BacixdTERES EMPEPOUE BEACTNELOTNTES OTIWS AUTES €y0ouV Tpayuatonondet:

o BiBhoypagunt| EMoXOTNOT: AmOOXOTEL GTNY 0pYEVKOT TV Bacix®y EVVOLMY Tou Vo Teory-
poteuTel 1) BlaTEBn MOTE VoL TEOUCLACTOVY UE CUPRVELX Ol UTO eEETACT, EQEUVNTIXES TiE-
ployée, o xplowa teyvixd Y/xan ewpntind {nrAdato mou dnTtovial auT®Y oE oYEaT UE
TO XEVTEWXO Véua TNS TeEyoucas dlateBnc xou ol u€Yodol aVTIUETMTONS TwV VeUdTwY ou-
WYV, 0w €youy TapouctaoTel otn dletvy Pihoypagioa. H epyocioa auth anoutel cuveyy
EVNUEQMOT) Yol AVOVEWOTT) TV TNYOY xad’ OAN TNV Sldpxelo EXTOVNONG TS dlaTte3rc.
Anoteréoparto:

— Koatoypopr| Tng Te€youoac xatdoTacng 0T0 Tedlo EpEuVag OTKE AUTH ATOTUTWVETAUL GTNY
eMoTNUOVIXY apdpoypaplo.

— Kowdwonolnon twv tpidv xalltepny Yedodwy ypovompoypaupatiopol (Particle Swarm
Optimisation, Simullated Annealining, Genetic Algorithm) pe neploptopévouc TOEOUC XL
oUYXELOT AMOTEAEOUATOVY UE ONuoateupéva avtioTtorya arnoterécuata (PSPLib)

e Movtehomoinorn cucThuaTog: MNTo 6Tddo autd peE Bdom to Yewentind unoBaldpo mou ava-
AOUNXE OTIC TEONYOUUEVES EVOTNTES, YiveTow 0 caghc xadoplopds Tou Tpog eniAucT Tpo-
BAuotog xan ev ouveyeio 1 padnuatixy yovielonoinon téco tng uedddou Snuiovpyiag
YEOVOTIROYEAUUUATWY 660 %o 1 XAIEAUTO HOVIEAOTOINCT| TOU TPOTEWVOUEVOU GUG THUATOG
X0 TWV GUVETOYOUEVOY BLodixaoloy. AtoteAéouotas

— Modnuater yovtehonoinon tou und e&€taon TEOBAAUATOC Yo Th SnuLoupyio VEOU Ol
oTo0 UOVTEAOU TOU YV ETUTEENEL TNV GUVUTIOEET OADY TV BLUPOPETIXWDY TUPUUETOMV
ToU TaEoUGIAoVTaL OTNV TEAEN

— Emhoyn ouxoyévetag olyoplduwy yio Tny enthucn tou TpoBAAUNTOC xou OYEBAoUOS VEOU
eZelBIXELUEVOU TPOCUREUOCTIXOU akydprduou enthuong.

— Movtehonoinon tou mokuxplthpiou TEoBAYuaTog xou Tng dladixaciog uvtootheEng Afdng
anéQoong.

— Hewpopatindg Eleyyog opinc Aettoupylog Tou ahyodpLiuou.
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Task Name . [start . |Finish | [1stHalf | 1st Half | 1st Half | 1st Half | 1st Half
atri[atr3[atri[atr3[atri[atr3[atri[Qtr3 [Qtr1[Qtr3
= NoAuvkpttipra Zuotipata Anodacswv ot Aoiknon Epywv 12/21/2009  5/21/2013 @ Y 88%
‘Evapén AatpiBrig 12/21/2009 12/21/2009 0—4?—2-1—
OpLOpOG Ofpatog AlatpiBrig 5/3/2010 5/3/2010 53—
= Biphoypadiki Emuokonnon 12/21/2009  12/21/2010 @ 100%
MoAukputrpla AvaAuon ATopaoswv 12/21/2009  5/7/2010 == 100%
Xpovompoypappatiopog Epywy pe Neploptopévoug Népoug 5/10/2010 12/21/2010 ‘JleO%
1n ‘ExB=on Npoddou 12/21/2010 12/21/2010 12/21
= Movtelonoinon Zuotijpatog 12/22/2010  12/21/2011 % 100%
Movtehoroinon NpoBAfpatog Xpovonpoypappatiopot Epywy pe  12/22/2010  5/10/2011 100%
Neploplopévoug Nopoug L
MaBnpatiki MovteAonoinon MeB68ou Anploupiag 5/11/2011 8/30/2011 100%
XPOVOTIPOYPOUUATWY L
Movtehornoinon Zuotipatog Yrootpiéng Angng Arodaong 8/31/2011 12/21/2011 $100%
2n'EkBeon Mpoddou 12/21/2011 12/21/2011 g 12/21
Ixedlaon kat YAomoinon Zuotipatog 12/22/2011  5/9/2012 g
suyypadn AlatpiBrg 5/10/2012 9/26/2012 100%
Avadpaon - ALopBwosLg 9/27/2012 10/24/2012 & 10c%
10 Selypa TeEAKAG SlatpBrig 10/24/2012  10/24/2012 Qio/u
Napatprosls - SlopBwoeLg 10/25/2012  12/21/2012
3n ‘ExB=on Npoodou 12/21/2012 12/21/2012 illlll
20 Selypa tedkng Statpirig 12/24/2012  3/15/2013 l
Napatnproels - SlopBuwoelg 3/18/2013 5/14/2013
Mapadoon telkng StatpBrig 5/21/2013 5/21/2013 @ 5/21

Syhua 0.2 Xpovorpoypopuationds Extévnone AwotpBhc

e Thomoinon cuotriuatoc: Idialolone onuaciag otddio anotehel 1 oyedlao Tou TEOTEWVOUE-
VOU GUG TAUATOS LTOC THRLENG APNE amd@aong xat 1 UAOTOINGY auToU MOTE Vo EQURUOC TO-
OV otn TEdET oL uédodol xau dladixacieg oTig onoleg XUTAAAZOUE GTL TEOTYOUUEVO GTABLL
xat vo eEAeyyOel TO00 1 AMOTEAEGUATIXOTNTA OGO oL 1) 0P POTNTA TWV TAUPAYOUEVHY OTOTE-
AEOUATOV GE GUYXELOT| UE T AVTIOTOLY A DNUOCLEVUEVO ATOTEAECUITA TWV TEOUTURYOVIWY
cLCTNUATKY. AToTEAECHATY

Thonolnon xaw €heyyog opifc Aettoupyiog emieyéviog ahyoprduou yia xde Lo amod
TIC TOEAUETEOUS Tou TeofAYuatog BehtioTonoinong xou avd (edym.

Avdmtuén TpocapUuocTiXol ahYopLIUoL Yiol TNV ENLAUGT) TOLU TPOTELVOUEVOL EVOTIOLNUEVOU
pordnuaTNol HOVTEROU.

Thonolnon xo ey yog 0pUc AElTOLEYIAC TOU TEOTEWVOUEVOU OAYORIIUOU Yo TO GUVOAO
TWV TOPUUETEMY YOl TWV TEPLOPLOUMY TOU VIETEPUILO TIX0U TeoPBAAuaTog ebpeong BEATI-
GTOU YPOVOTROYPUUUOTOS.

Thonoinon xo éheyyoc opdnc Aettoupyiog ahyopiduwmy dayeliplong TOAATAGY avTIXEL-
UEVIXWY OTOYWV.

Evowudtwon twv alyopliuwy oe yeapixd mepi3dhhov wg mpoodptnua tou Micpocopt
[Tpovecr.

Meiétn Ieplntwong: Xeron tou mapayUévtog LovTélou xal epYaleiwy Yior TOV YEOVO-
TROYPAUUUATIONG cuYXEXEULEVOL Epyou, «Epyaciec Ktnuoatoypdgpnone yia tn Anuiovpyla
Unopraxfc Ktnuoatohoywre Bdone.
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0.4 Opiopoc IpoAfuartog

Zntoluevo elvon 1600 1) €0pEST EVOC TEOTOL TOU Vol BLEUXOADVEL TO BleuduvTy Tou €pyou
va xodoploel Ye oxp{Belor xou Cuprvelo To YopaXTNELOTIXA TOU UTO €EETUCT] EQYOU 0L TWV
TEPLBAAAOVTIXODY TOPUUETEMY TOL ETNEEACOUY TNY ETIAUGT], TOU, OGO X0 1) TUPOYT ULoG Lo
owactag emliivong Tou meoPArfuatog mou Vo SOVt Vo TopdyEL AIGEWS TEOCUQUOCUEVES
oTig Wialtepeg ouvihixeg mou TEoacdlopilouy To cLYXEXEIEVO €pYOo, To Uéyedog NG EpYo-
MTTELog emiyelonong, T YEVIXOTERT OTRATNYXY Tou €yel auTH eMAEEEL ahhd T TOY POV
vau gbvon o xApaxovuevou peyédouc pe Bdon to (Blo To €pyo xaL TNV XELooTNTA auTOV.
Emnpdoteta, n Sioadwactia auty) Yo Teénel vo elvor dpxeTd omAn) xou YE1yopen (OOTE Vol -
TUTEETEL ENAVAANTITIXEC EXTEAECELS TNG, YL TNV DIEUXOALVOT) TNG TAURAYWYHS EVOANIXTIXGDV
oevaplwy, wote o BleutuvthAc Tou €pyou f/xa 1 opdda mou ebvor umebduvn yia T AP
TWV TEMXOV ATOPACEWY XL TNV ETULAOYY| TOU YEOVoOdLaypduuatos tou Yo yenoylonoinie,
VoL €youv €va emapxéc TARY0C eVOhAaxTiX®Y MOCEWY TPog GlYXpELoT), GULHTNOT XL €V TEAEL
emhoy).

Emopévee, mpdto Briua anotelel 0 xodoplopds Twv YapaxTnELo TIXWY exEvVeY Tou Yo Tpénel
VoL €YOLY TOL TOEAYOUEVOL YPOVOTROYRAUUATO (YOTE VO XUAUTTOUV TG XATY TEPITTMON avdry-
XEC AAAG %ot 0 xOVOPIGUOS TWV BOUXOY GTOLYElWY Tou €pyou. Ta yapaxtnelo Tixd Tou yeo-
voTpoyeduuatog, eite éupcon elte dueca, CUOYETIOPEVO UE TERUBUANOVTIXES TOQUUETEOUC,
OTWE YO TORADBELY A TOUC CTRATNYIXOUC GTOYOUC NS EMLYElPNONG, TOU GLYVE TEPLAOY-
Bdvouv TO ®€EBOC, TNV IXUVOTOINGCT TWV TEAATOV XOL TNV EAXYICTOTOMON TWV XIVOLVOV.
BéBoua ot {Blot oL mopdryovteg oAAd xou 1 onuacio xadevog oe oyéon PE TOUG UTOAOLTOUC,
ouoyetilovto ye Ty Bla Ty emtyeionon xou Ty Teéyouca xatdotaot. ‘Eva xold’ yeovo-
TEOYEUUMA YL TNV EpYOM TR ETyelpnon), Vo TEENeL Vo TN Blvel T duvaTtdTNTL Vot

(o) eavorotel Toug TERATES TNG, UE TO VoL 0ONYEL OTNY ToPOY 1| TOL SURPKVNIEVTOC TPOLGVTOC:
70 omolo €yel TN {nroduevn mowotnTa, €yel mapay el 6Tov TpocuUPwYNIEVTa YEovo,
ToEouatdleL Ot EXElVOL TaL Y oEoX TNELOTIXG TToL elyay cuu@wyndel xatd Ty avdideon Tou
€pyou xou BéBona e To mpolnoloyiolév xdoToC,

(B") xenorwornotel pe Bértioto TEéMO TO BlodécLpo TEOUTONOYIOUG Xon VO EAAYICTOTOLEL TO
%x60T0¢, Ywpeic Ouwe autd vo Aettovpyel eic Bdpoc tou (o) ,

(v") Broyerpileton toug avlpmmvoug Tdpouc Ye TETOL0 TPOTO (OOTE Vo TNEOUVTOL Ol XELUEVES
vouolesleg ahhd xou oL 6poL TV AVTIGTOY WY GUUBACENY, 6CO APOREd TO YEOVO XalL TO
eldog epyaciag ahAd xan vor YIVETOL LOOPROTNUEVY YPNOT TWV UAXOV XAl TV UMYV
udtwy,

(8') elvor xotd To BuVITOV EVPWOTO WOTE PXEEC GANAYEC OE JLUPXELES DPAOTNELOTATOV 1
otardeouoTnTeEG TOPWY Vo Umopoly Vo amoppo@ndoly o vor uny meoxoholy cofupéc
AANAYEC OTO GUVOAXO YPOVOTIOOY AU

YUVETMS, €V YPOVOTEOYPUUUA XElveTal UE BAOT) ToL YEaXTNELC TXE TOU, OTWE T1) OLIEXELY,
T0 %6070¢, T0 TAUOS, TO EBOC %o TOV TEOTO YPNONG TWV TOPWY XAl TNV EVEWOC TIAL TOU
oA @t TO %xaTd TOGo (GVE €var amd auTd Tor oTotyela efvan emduunTé xou oe oo Porduod
amo TNV TAELEA TNG EPYOAATTELAC ETUYEPNONG TN CUYXEXQPIIEVT] YeovixY| Teplodo. Ta yopo-
XTNELO TN AUTE ATOTEAODY XAT ‘0UGLA XL TOUC AVTIXEWEVIXOUE OTOYOUS GTNY TEOCTAUEL
Behtiotonoinong evdc ypovonpoypeduuotog. Eivor cuyvd avtixpouduevo UETaE) TOUG Xal 1
TEOTEPAOTONGT TOUG Elval OYETIXE TOAITAOXY aPpoU ATOUTEL TOV GUVUTIOAOYLGUO BLAPOEWY
TOCOTIXMY ARG X0l TOLOTIXY XELTNRIWV.

Ta Souixd ototyelo evog €pyou elval oL BEAGTNELOTNTES TOL TO ATOTEAOUY, Ol GUCYETIOELS
HETAEY Toug xou oL Blardéatpol mopot, TOToL xou TocoTNTES. ‘Eva ypovonpdypouuo xadopilel
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ToV TeOT0 Tou Vo exTEAEOTEL 1) xde BEACTNELOTNTA oL TN YEOVIXT OTIYUY Tou auTh Yo
apyloel vo exteheito.

Kde dpactnpidotnta €xet €vay 1 TEQIGGOTEQOUS TEOTOUS EXTEAEDLE, XA €vag amd Toug
omoloug Umopel Vo GUVETAYETAL OLUPORETIXES TOCOTNTES YPNOULOTOOVUEVKY TOPWY XAl AV-
TloTouym BidpxeLa 1) BlapopeToNE TUTOUE TTOPWY Xal GAAY Bidpxeia extéreong. Kdlde tpdmog
exTéNeong EVOEYETOL Vo 00NYEL O BlaPopeTINd xOGTOC Yl TNV (Blar Bpac TNELOTNTAL.

Ot BpaoTNELOTNTEC UTOPEL VoL ETITEETETOL VO DLUXOTITOVTAL XATE TNV EXTEAECT) TOUG KoL VAl
EMAVEXXIVOUV UE UNOEVIXO x00TO¢ 1) xou OyL. T omueior Sroaxomnic xdie dpas TneldTnTIC UTto-
eel va ebvon mpoxadopiouéva 1) Tuyalar uE LOVO GTOYO TN BLEUXOAUVGT| TOU TROYEUUUATICHOU
TWV 0pACTNELOTATOY UTO GUVINXES TTEQLOPLOUEVLY TTOPWV.

Or dpactnetotnTes unopel va anattoly eite otadepéc elte PETABUANOUEVES TOCHTNTES TOPWY
xatd Y extéreon Toug. H avdyxn yetoBodoUevenY TOCOTHTWY TOpWY XATOIES PORES UTO-
eel vou avTiETOTOVEl Ue TNV TEPETAlP® avAAUCT TNE EXACTOTE BPACTNELOTNTESC OE UTo-
OpacTNELOTNTES ToL €xouv oTadepy| analtnor oc Topoug, AAAd Oyl TAVTA, HLC xaL odMYel
oe abZnom Tou TARYoUS TWV BEACTNEOTATWY Xt dpo Tou PeYEdoug Tou TEOBANUATOC.
Mo SpaotnetotnTar Unopel Vo TpoYeoUATIOTEL OTOLONATOTE GTLYUN HETE TNV OAOXATIPWON
TWV TEOATAUTOUUEVWY TNG AAAG Oyl Vwpeltepa. LTNV NEQINTWoT Tou umdpyouv Topddupo
YEOVO Yo TNV €vopln /xon T AAEN TNS, TOTE TPETEL GTO YPOVOTEGYEUUUa Vo AoBdvovTo
umoYNv.

Ataxpivoue TeELC BLapopETX00E TUTOUC TTOPWYV: AVOVEDGLUOUS, 1] AVAUVEWGLIOUS XAl OITAd
TEPLOPIOUEVOUC. LTV XUTNYORol TV AVAVEOOWOY TOPWY OVAXOLY EXEVOL Ol TTOEOL TOU
7 SwodecudtnTo Toug oplletar avd Povdda yedvou, OTwS oL avip®TVOL TOEOL, oV €Xw 5
EQYATEC oNUotvel OTL Toug avadéTw oE Wia epyacion xan META To Tépag T elvon Covd Oio-
Véowol 1) ahhdg elvon mopoL mou ypnoylonotovvton oahhd Bev xotavaiwmvovial. Avtideta
OL U1} AVAVEMGCLUOL TTOPOL XATAVAAWMVOVTAL €TOL YL TURADELY AL [UT) AVUVEWCLLOS TOROS elvo
ToL yeruaTa, Yoo Toe omolor otay Aéue 6Tl €youpe 50.000 gupd TéTE AUTO TO TOGH Elvon Yo
OMNOXATPO TO €pY0 xou X&E Popd Tou YeENotwoToLElTL PHEPOS TOL, OTWS OTaY YivETow WLol
TANpwUN TOTE aUTH To TOG6 dev Vo elvon Eavd Slordéoio, apoupeltal amd To GUVOAXO TOGO.
Télog, oL BImAd TEPLOPLOUEVOL TOPOL, €Y0UV OPLO TOCO GTY GLUVOALXY Olléouln TocoHTNTA
000 %L GTNY AVE YEOVIXT| LOVADX SLodECUT TOGOTNTA, OTWS Yo TUPAOELYUO OTAY €Y OUUE
3 Unyavég Tou UTOPOUY VoL AELToupYolV To ToAD 11 dpeg TNy nuépa.

To x6GTOC TWV AVAVEWCUIOY Xl TV OITAY TEPLOPLOPEVLY TopwY elte uToloyileTol WS TO
YWOUEVO TOu YpOVou epyoaoiog entl TNV Twwh authc elte €yel T popn wodol/uodouotoc.
H Swpopomoinom auth enneedlel wdwdtepa 10 xatd t6co Yo €xel 1 Oyl Widtepn onuaocio
1 eniteudn ouahol TREOPIA Yol TOV GUYXEXPUWEVO TORO 1 1 avdyxn ehayioTonolnone tng
HEYLOTNG YeYioNg Tou.

H Siodeoiuotnra tov ndpwv cuvniileton va dewmpeiton otadepr xon aueTdBANTN Yiot OAOXANET
T Sidpxeta Tou €pyou. H mapadoyr| auth| dev mpooeyyilel xavomomnTxd Tny TeoyoTixoTn-
TOL LG XoL GUY VA ool €pyal 1) OlrdecuoTNTA TV TOPKY UETHBIAAETHL, lte TpoOXELTL Yot
avlp®TVOUE TOPOUG, OTOTE €YOUUE UETUPBOAEC AOYw ac¥Evelag, adelmY GAAWY €0YWY TOU
OLEXOWO0Y Toug (BloUg TOPOUG, X.0l. AAAG XAl OTNV TEPITTWON TWV UNYAVNUATLY, CUVTN-
eroel, PAdfBeg, xAT.

Téhog, ot meploptopol ToOL THHEVTOL GTO CUYXEXPWEVO TEOBANUN, UTOPOUV Vo OUOBOTOL-
nodv ce duo xatnyoplec: aUTONE TOL TEOXVTTOUY OO TN AOYIXT] TOU TEOBAAUATOS oL
aUTOUE TTOU EXPEALOVY GUYXEXPWEVES ANALTHOES O GYEoT) UE TO {NToluevo ahvolo ypo-
VOTROYQOUUATOY. LTNV TEOTY XATNY0plo avAXOUV OL TEQLOPLOUOL TTOL apPoEOLY TIC OYECELS
TEOTEPAULOTNTOC UETAE) TwV BRaoTNEOTATWY ElTe TEoépyovTal and TOV OpLoUd TOU €0YO0U
elte MOy €loaywyhe BuVATOTNTAS BLXOTNG TNG EXTEAEOTC XATOLWY BEAC TNRLOTHTGLY. 1T
delTEPN AVAXOLY TEPLOPIOUOL TTOU 0POPOVLY TO %6GTOC/TPODTOAOYIOUS Tou €pyou, TIc dla-
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YECWOTNTES TV TOPMVY X0l TIC NUEPOUNVIEC OAOXANPWONC CUYXEXQUIEVKY BROC TNRLOTATOV.
Ou meplopiopol mou avAxouy 6T 21 xaTNYopid, Umopody EVOEYOUEVS GE TMEQITTWOELS O-
ouvoplag €0peoNE XUADY AICEWY GTO TEOBANUO Vo “YOAJROCOUY Yid VO UTORECOUUE Vol
odnynUolue oe xdmoleg ePixTéc AOOEIC 1) ONUAVTIXG XAAVTEPEC OGO aPOEd XATOO UTd T
emUUNTE YOEUXTNELOTIXA, APoL Yior TUEAOELYUa oty Xon OeV elvon emduuntd Yo urnopolvoa-
UE EVOEYOUEVWS OE TEPIMTWOT aVAYXNG Vol XEVOUUE XATOIEC TEOCAAPELS 1 ayoped Xdmotlou
unyovApaTog 1 abénon Tou TEoLTOAOYIoHOU.
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0.5 Ilpotewobuevn Madnuatier Movtehomoinon
0.5.1 Oplopol

H mpotewvouevn oho Tt wovieAonolnon Tou TeoBAAUATOC TOU YEOVOTROYEAUUUATIoNOU Ep-
YWV UTO TEPLOPLOUEVOUC TOEOUC, UE Bdorn Tor Tapamdve uropel vo exppaciel we e€hc:

— 'O)o tor BedouEVa YEMEOUVTOL VIETEQUIVIGTIXG XAl EX TV TROTEPWY YVWOT.

— OpiCoupe yovadixd €pyo anoTeAoVUEVO amtd 1 SpAC TNELOTNTES GLY WLo BonunTixy dpacTn-
etotnta, Ty 0 mou avamoplo T TNV €vapedr Tou €pyou xou Wia foninTixr dpac TneloTnTA
v n+ 1 mou expedlel T AEN TOU €pyou, UE UNBEVIXES DLAPXEIES XUl AMOUTHOELS OF
nopoue. Opilouye 10 obvoro twv dpaotnplotitwy we V ={0,1,...,n,n+1}

— T ebvan 0 ypovixdg opllovtag Tou €pyou, mou urohoyiletar O¢ o dbpoiouo TG HEYLOTNG
Oidpxetac xdie SpaoTNELOTNTAC TOL €pYOU.

— To olvoho twv avavedowwy toewy cupfolilovtar pye RP. T xdde avavedowo tdpo
k € RP 1 drdéoun mtoodTnto avé ypovixd teplodo eivan petoBhnTth xou opiletor we of,
t=0,1,....,T - 1.

— To olvoho twV un avavehowy tépwy oplleton wg RY. Xe xdlde un avavedolpo mtoeo
[ € RV avtiotoryolue éva utoovvoho {t|x =0,....X;} op {0,1,...,T} 6mou

0:t10<"'<t1x<l‘l(x+1)<"'<l‘lX]:T.

To vnocivoro autd opiler wo dapéplon tou dwothuatos [0,7) to onoio amoteleiton
amd ToL UTOBLACTAATO [jy = [tlx,tl(x+1)), x=0,...,X; — 1. H cuvohixy| xatavdAnmon Tou un
’, ’ ’ z / 7 v
MVOVEDGIHOY TOPOU ) oL T ‘IIE?F,DLOSO I, TOU £pY0U 0ev umopel va uns,pﬁouv:et o O -
— Kde dpactnpiotnta i avtiotoyileton o €va 6OVOAO M; EVAAAOXTIXODY TEOTWY EXTERE-
onq
Kdde Bpoco'mpLomw i pumopel va exteleotel pe oxplBng éva Tpoémo m € M; o xdie
OLoELTO Y EOVOTEOY PO
Kée tponog extéleone m €xel Sudpxela dip, Xpovmég HOVABES.

P ’ ’
H Spaotneiétnta i pe tpdmo extéheong m omoutel 7y, . cxvozvswotuoug TOPOUC TOU

Tonou k € RP oty Tj-01n tepiodo extéheong mg, Tim = O dim — 1. Ot amoutodyuevol
TOPOL BEV XATAVUAWMVOVTAL, ATAL YETNOULOTOOOVTOL Ko emorp&:q)owoa oTn Oe&auevh
TOPWV UETA TNV o%ox%ﬁpwon ¢ avtioTowyng Bpacrnptémwg

7,
H Spoaotnpiotnra i pe 1pdmo extENEOTC m amouTel TNV XATAVEAGDON Iy UT) AVOVEWOL-

LY Tépwv oL TOnou [ € RY 6NV Tjy-01n Teplodo extéeans g, Tim =0,...,dim — 1.

— Kde tpoémoc sxré)\eong m g dpaotnetotnrog i xadopilel TNy dpacTneldTNTA EiTE K¢
&ocxomopsvn elte oyt

To cUvoho TwV U1 BIXOTTOUEVKY TEOTIWY EXTENEOTS ULog dpaoTneldTnToCg i oplleTon

we Mf %0l TO GOVOAO TOV OLUXOTTOUEVWY TROTIWY EXTEAECTNC 1S Mf .

H didpxeia djy, prag SpaotnelotnTog i umopel va dtaxonel o€ Zj, + 1 dlao TdoTa povodia-
lag 1 peyohitepne axépanog dudpxelag. Kde turuo oplleton ¢ Ping, ¢ =0, ..., Zim xou
EEL OLAEXELD djpng. Kdde Turiuar hoBdver Tiur| Evopdng eEXTENETNC Simg XL ONOXAHOWCNE
fimg-

FLocq TNV ATAOTONGT TNG THUEAUX AT LOVTEAOTOINGTE OAES OL BRACTNELOTNTES VEWPOUVTOL
OLUXOTTOUEVES XAl ATTAL OGOL TEOTIOL EXTEAEGTC OEV ELVAL DLUXOTITOUEVOL €Y OUV UNOEVIXO
TAdog onueinv BlaxomAC, OTWS YL TaEddeLyud 1 SpacTnELdTNTA Evapéng Tou €pYoU
Zim = 0. AV Simg, ¢ = 0,...,2Zim, et YVOOTY, 16TE UNOPOUUE VO UETATREPOUNE TIG
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TEPLOOOUC EXTEAECTC TNC OPACTNELOTNTOC | TOU EXTEAELTAL UE TOV TEOTO M, Tipy, OF
TEPLOOOUC ¢ TOL €pYOU WG eENG:

Tim+sim07 Timzoa--wdimo_l
Tim +Siml s Tim = im0, - - - ,dim1 — 1
r=q. . (0.1)

Tim + Simziy, > Tim = dim(z,-mfl)7 oo oy dimg,, — 1

— Me Bdomn to napamdve:

- Simo €bvon M ypovix| oTiyur| évapdng g dpaotnelotnTog i € V exteholUEYNG YE TOV
TEOTO M XL TO TEWTO TNG TUNLA Pim0- fimz,, EVAL 1 YEOVIXTH OTIUYH OAOXAPWoNS TNS
dpaoTnEOTNTOC § € V eEXTENOVUEVNC UE TOV TEOTO M 0L TO TEAEUTOUO TNS TUAUA Pimg,, -
H Spaoctnetdtna évapdng tou €pyou €yl povadixd tpémo extéheone m = 0, dudpxeto 0
YEOVIXWV UOVAOwY xou Oev pmopel va Sloxonel. Enouévwe, zo = 0 xat sooz, = So00-
Yuvenog, Yétovtag TN ypovixy €vapln tou €oyou otn ypovxt) otiyur 0 diver 6Tt
s000 = 0.

AvtioTorya yia T dpaotneldtnTa MENC TOU €pY0U EYXOUNE Znt1 = 0 % fluy1)0z,, =
Sn+1)00 OlvEL TN cUVOAIXY BLdpxeLa TOL Epyou.

— Oplloupe ti¢ axdroulec oyéoelc TPOTEPUOTNTAS UETAUEY TV BEACTNEIOTHTWY:  start-to-
start S8y jn, finish-to-finish F F;, ,, finish-to-start F'S;, j,, start-to-finish SFj,, j,, ue eAdyioteg
xo UEYLIOTEC UOTERNOELS PETAE) TV ORUCTNRIOTATWY [ XU j TOU EXTEAOUVTOL UE TOUG
TEOTOUC M oL 1 AVTICTOLY QL.

— Metd Tov TPocBLopIoNs NG DLHEXELIC XL TWYV YEOVIXWY UCTERNOEWY UETAL) TwV dpa-
CTNELOTATWY, YETATEETOVTAL OAEC OL GYECEL TPOTEPUOTNTAC OE €Val LoVadixd TUTO, TOV
SS, YenowonounvIag Toug axohoLIoug XaVOVES UETATROTAG:
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Start to Start:

Sim0 + SSity < Sin0 = Sim0 + Simjn < Sjno
with 6imjn = SS?rZ;ln ,
Sim0 + SSinin = 8jn0 = Sjn0 + Sjnim < Simo ,
with 6jnim = _Ss%a]);l .

Start to Finish:

Sim0 + SFymn < Finzyy = Sim0 + imjn < $jn0 »
Simjn = SFipin = djn,

Sim0 + SFnin > finzgjn = Sjn0 + Sjnim < Simo ,
6jnim = _(S i%?fl - dj ) .

Finish to Start:

fimz,-m "’FS::Z;!” < S jn0 — Sim0 + 5imjn < S jn0
with 5imjn = FSZZY% +d;,
Jn ’

fimz,-m +FS?rlr?j)i1 > Sjn0 — Sjn0 + 6jnim < Simo
6jnim = _(FS%);, + dim) .
Finish to Finish:
fimz,-m + FF;Z;I;;Z < fjnzjn — Simo + 6imjn < S jn0 5
5imjn - FF;ﬁlj’; + dim - djn 3
f‘ +F max>f. G O < i

imzim imjn Z J jnzjn § jn0 + jinim = Sim0 »
6jnim = _(FFmax +dim - d]n) .

imjn

0.2)

— To dwvuoua S = (Simg)i=0,1,... nnt1 g=0.,...zm 0pLLEL €V ypOVOTESOYEOUPO TOU €pyou. To
YEOVOTIROYEAUUUN S XUAELTAL EPIXTO (E PO TO YPOVO XAl TOUG TOPOUG OV OL TEQLOPLOUOL
TOU aPoEoUV T1) SLIECULOTNTA TWV TOPWY Xl TIC TEOTEPULOTNTES TWV BPUCTNELOTATKV

TNneoVVTAL.
— Act(t) opileton ¢ 10 GUVORO TwV LTO EXTENEDT] SpUOTNELOTATWY T YEovixY| TEplodo 1,
t=0,1,....T.
Y16)0¢ €lval 0 TPOGOLOPLOUOS TV TEOTWY EXTENEGNC M X0 TWY EVIPEEWY Simg OADY TV
OpacTNEOTATWY I = 1,...,n xou OAWV TV TUNUdTOY Toug g = 0,...,Z), YE T€TOl0 TEOTO
(OOTE VoL EMTUYYAVETOL BEATIOTOTOMON TWV AVTIXEWEVIXDY GTOY WY UTO TOUS S0VEVTES Te-
eloplouole.

O mivaxog 0.1 cuvoiel Toug cupfoliopoic Tou ey inoay Ge aUTH TNV EVOTHTA.

21N GUVEYELXL OL TAPATIAVE OPLOUOL TToEOUGIALOVTOL UE T YPNHOoN EVOS GOVTOUOU optdunTo0
TopadelyUaTog, Omwe gatvetan oTic exoves: 0.3 - 0.5, émou meprypdgetan €va €pyo ue 6
dpaotnetotnteg mAéov g €vapdng (0) xau AEng tou épyou (7). T xdde Spaotneidtnta
TpoadlopilovTan 1) BIdEXELY, Ol OTOUTACELS O UVAVEDGLUIOUS XOL 1] OVOVEWGCLLOUSC TOROUC,
oV X0l OF Tolal onuela Umopel vor SLaxoTEl 1) EXTEAEST, TNG XU TIC OYECELS TEOTEPALOTNTAC,
GUUTERLAUBAVOUEVLY TOV YPOVIXGOY TapadipmV.

Téhog, otnv exdva 0.5, mapovoldleton 0 YpdPog Tou TEOXOTTEL Ylol TO €pY0 OE Buo Bla-
POPETXES, TUYALES, EMAOYESC TEOTWY exTéNeaNc TwV dpas tneothtwy: M (0,0,0, 0,0,0,0,0)
xou My (0,0,2,1,1,2,1,0).
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>ouporo
v={0,1,...,n,n+1}
n

G(V,A)

T

t

[r,1+1)

Act(t)

dim

r imk Ty,
v

rhnlqm

Zim

Pimg
dimq
Simg

fimq

Sim0

f-[nIZm

S000
Sn+1)00
S = (Simq)

Meprypapn

70 6UVOAO TWV dpACTNEOTATWY §

TARYOC TEAYHATIXOV SpacTNELOTHTWY

*oTELYUVOUEVOG YPAPOC YPOVIXMY TEPLOPLOUMDY

o xpovixde opilovtag, ddpoloua TN weéyiotne didpxelac xéde dpactnetdTnTac
neplodot, delxtng tou T

Xpovixd ddotnua Tov aviioTolyel oty neplodo ¢

cOvoro GAwV TwV dpaoTneloTATwy Tou elvar LTS eExTEAEST) TN XEOVIXH OTLYUN
t,t=0,1,....,T

SOVOAO AVAVEDGLUWY TORWY

peTofBANTA TtocdTTa Sradéoipwy tépwy tomou k, t=0,...,T —1

S0OVONO U1 AVOVEDCLUWY TOPMY

%&de un avavedowog tépoc [ € RY avtuiotoyiletou o éva utochvoho {t|x =
0,...,X[}, {071,...7T} we 0=t <... <ty <Iix+1) < ... <Ix, =T

vrOBIG TR Ty = [txs fi(xt1)]5

x=0,...,X; — 1 mou cuvicTolV W dpépion tou [0,7)

petofBAntd TAdoc Stadéoiunc TocoTNTIC UN AVAVEDCI®Y TOpwY |

GOVOAO EVIANAXTIXDY TRPOTWY EXTEAECTC TNG dpaoTnEldTNTAC I

GOVOAO 1) DLIXOTTOUEVWY TEOTWY EXTEAECNC TNG §

60OVONO BLOXOTTOUEVLY TEOTWY exTéNEONS TNG §

dudipxela TNS dpaoTNELOTNTAC | TOL EXTEAEITHL UE TOV TEOTO M

yia TN SpactnpldtnTa i avd meplodo yerone Tou mdpouv Tinou k bTav exteleiton
UE Tov TpbéTO M

yia TN dpactnetdtnTa i avd eplodo xerione tou népou tinou I btav exteleiton
UE ToV TPbéTO M

TAog dlaxondy tne SpacTtneldtnToag | dToy ExTEAE(TOL HE TOV TEOTO M, Zim =
0,..;dim — 1

T TG dtaxortdpevne dpaotnetdtntoc i we ¢ =0,1,2,. . zim

dLdpxela Tou TWARATOS g TNG dpacTnetdtnTas [ dTay extelelton e Tov TPdTO M
XPOVIXA oty évapdng Tou TUARATOS ¢ TNe dpacTneldtnTac I dtay extelelton
UE Tov TpdéTO M

XPOVIXA OTIYUR OAOXAAP®WONS TOL TUAULATOC ¢ NS dpactneldtnTog i 6Ty €-
xteAelTow pe Tov TedéTOo M

évapin tne dpactneldTnTac i

xpovixh oTiyph ohoxARpwong tng dpactneldtnrog i

XpOViXH oTiyun €vopine Tou €pyou

xpovixh otiyph MEng tou épyou

XPOVOTEOYEOUAL, DLEVUCUL TwV XEOVELY EVaping OAwY TwV TUNUATLY OAoV
TWV SPACTNELOTATWY TOU €pYOU
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id mode [dur[R1 [ | Jrz | [wmi] Preemption id |m[o[1 4 7
[ T I TR e e m | ool ]3] of 1| 2| of 1] 2|o]1]2]0]1]7]0]1] 2|4
11 (112 [113 |e21 122 [ta1 [taz v/ ol d o
0 d o of o o o d o ol a EEE
1 of 5| 3 o 4] o 4] 2| 1 EEIE
| ol g o o] o of s 1w 3 BB
Ao o o of J o 4 2| g 22
E LEEEIRIFN I NN ER EQ 1 ala
| 7 o o o o o 3 2y ] R
o ol o o o] o of 1| [302]
3 g [RE
3 o 4 3] o 4] 4 4 aln
| 5] o of o o 4 4 1w 4 =E
EEEIRINRE N 2y [20%] z H1a
4} d 5| 2] 1 o 1 o 3 2l (50 4 0 4| -4) -6 o4y
| ] o o o o] s 2w 1 1l -2 21117
o 4 1] 1 o] 1 o 4 2[n 2 6] -2 - 11114
E of s 2 1 of 41 3 2 3N 5 0 -3]-1{-4 2
1| 8 2| 1 2 1 3 1 2|y [25%] 1 -4| -4| -6| 2
o o o o] § o] 3 El 3 -3]-3]-2 1
o} o 4 o] o o o o 4 1| 6 1
iy s 1f 2 1] 1 2f 3 2| [20%¢] 4 1
o 8l ] o ] o of A alv [75%] 2 4
7 o o of d of d o o ofn 7 d
(a) (b)

SyAua 0.3 (o) ApactneldtnTes, TeOTOL EXTENEONC, ATUTACELS OE TOPOUC ol oNUEld BlaxonAC TwV dpacTNELOTHTWY Tou
épyov, (B) minimal xou maximal lag twv dpactnEloTATLV avd TpdTO eEXTENEONC

R1 Availability
R2 Availability

Time Time

(a) (b)

=
©
>
<
Lol
<
3

Time

(c)

SyAua 0.4 (o) drardecipdtnta tépou Pl oe oyéon ue to xpdvo, (B) diadeoiudtnta ndépov Pl oe oxéon ue to xpbévo xau
(¢) Brodeowdtnta pn avavemotpov tépou NP1 e oxéon pe tic neptddouc Iig = [0,241), I = [ta1,ta2) xou Ip = [ta2,T)
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321

21 41 1,3
. 12 24 2,3 N\ 0
0 ;0
0

0
0
0 2 4
21,2 1,21
1,2 21
32 31
-3
5 4
-2- 1-
321 21,2 21,2 1 0
o 21 24 31
1,2 21 1,3
0
1
4 0
() &
0
0 o 0
0

-2 0
3 6 4 1 1,21
o g 1,2
3,2

022 122 1,2,1
21 02,2 o 1,2
11 21 . 32

1,1 32

e 0.5 (o) Cpdipoc tou €pyou yio

(a)

(b)
. dmj
i Simin
R1 titiztss R1 tytsotss
R2 tytsz R2 tyts,
NR1 tostaz NR1 tostar

Greek Synopsis

emthoyh tpdénwv extéheons M;(0,0,0,0,0,0,0,0) xou (3) M2(0,0,2,1,1,2,1,0)
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0.5.2 Avuxeyevixol otoyol

270 YPOVOTROYRUUUATIOUO €YWY oValNTHUE EVOL TROYROUUA AVIPORAS OTIOU O YEOVOS OAO-
XAPWOTNE TOU €pYOU, TO XOATOC, 1) OUUAOTNTA TOU TEOQIA TwV TOPWY, 1 EAAYLOTN HEYLOTN
YEY 0N CUYXEXPWEVWY TIOPWY X0l 1) ELEWOC TlaL, €lvon oL XVPLOL GTOYOL AVOPOELXS UE TT) LoDl
xaoio BeAtioTonolnorng.
H Sudpxeta tou épyou elvon éva xavovixd uétpo anédoone (yvnolwe povétovo) tou ypovo-
TEOYPAUUATOC EVOC €0YOU Yol EXPEALETAL WG TN YPOVIXY| OTLYUT EVopdng TNE Bpac TNELOTATAG
TéNOUC Tou €pyou:

Min $ (410 - (0.3)

Emniéov, pnopel va mpootelel wg "Tipwpela’ otny ouvdptnon BeAtictonoinong évag mo-
EdyoVTaG TOL EXPEALEL TO YEOVO AOXMONG ANO CUYXEXPUIEVES NUEPOUNVIEC TTOU AVTIOTOL-
YOUV T.Y. OF TUEABOTEN 1) 0POCTU TOU £QYOU:

min S(n+1)0 + Tover (0~4)

omou Tyyer ebvar 10 TAHDOC TV YROVIXGDV TEPLOBWY TOL XAYUCTERNOE 1) OAOXAHEWOT TNG
avtioToryng dpaotnelotnTag. O ToEdyovTag aUTOC UTOREL Vo GUVOEETOL UE CUYXEXQUIEVES
Boaphtnteg moL avTXATOTTRICOLY TNV XELOWOTNTH TN XoUCTERNONG:

Wi(Ti_fimz,-m)a (0'5)

TOV@V

M:

1

omou T; elvon 1 nuepounvia topddoone (deadline) tne dpaotnpldTnTog i.

O avtixeievixol otoyol Tou oyetiloviol Ye Toug TOROUS, XaTd XUPlo AOYO a@opoly TN
peiwon tne péylotne yenong mopwyv uPnhod x6ctoug N younirg StodectudtTnTog aARd TIG
€VTOVEC DLUXVUBVOELS OTIC TOGOTNTES YPNOULOTIOOVUEVKY TORWY GE GUVIRTNOT UE TO YPOVO.
‘Otay oty 0¢ elvon 1) UElOT TV BLIXVUAVOEWY X0l ETOUEVKS 1) EEOUIAUVOT| TOU TROPLA TwV
TOEWY, YIVETOL UTOAOYLOUOC TNE WOAVIXNC UECTC YPHONS TOU XAUE TOPOL XaL GTY) CUVEYELDL
dpolon TV ATOXACENDY aVE YEOVIXY| LOVADA Xou TTOEO:

S N
P
f(nJrI)OO N ZO ;rimkfim
= 1=

min Z Z Zrﬁnk% B — (0.6)

kere =0 | \i=1 Jn+1)00

YNUELOVETOL €00, OTL TOCO OTN TOEATAVY €E{CWOTN OCO KU OTIC EMOUEVEC UE Tiy oLUBO-
)
AMCoupe TNy avtio oty Ty Tou ¢ dtwe tpoxinTtel and Ty avtiotoyn eZiowon (0.1).
Av ¢ elvar to yovadiodo x60Ttog mou oyetileTal UE TOV OVAVEWOWO Topo k xou co elvou
T0 &dpoloua TWV EUUECHY XOCTWV TOL AVTIOTOLYOUV GTO €0Y0, TOTE TO GUVOAXO XOCTOC
)
UTOREL VoL EXPEICTEL KOC TO GUPOLOUN TWY TOCOTATMY QUTWV:

T N
min co+ Z Ck ZZrﬁnk% . (0.7)

keRP t=0i=1



xlvi Greek Synopsis

YTV MEpINTWOT TOU UTIRYEL CUYXEXPWEVOC TEOUTONOYLIOUOC, AUTOC UTOREL VAL Y ENOULOTOL-
nUel elte ¢ TEPLOPIOUOS EITE C TOWY GTNY AVTIXEWEVIXT] CUVAETNGT], OTIWS XL TEOTYOU-
uévoe.

H pelwon tng u€yiotng xatavdhwong evog 1| TEPLOCOTERKY TORWY, YENOLOoToLETo Gu-
vAidwe Yo TOPoUC Tou €lTe TO xOGTOC TOUG elval TETOLO (OOTE XL OXOUN XL [lal LOVO
povada emmAgov vo yenotponomndet ennpedlel onuavTixd Tov TpolTohoYlouo elte elvor LoLo-
{tepa BuoEVPETES. e AUTEC TIC TEPLTTWOELC GTOYEVOUUE OTNV ENXYICTOTOMOT TNE UEYIOTNG
XATAVIAWOTNE TOU TOEOU:

N
min max Zrﬁnk% t=0,1,....T—1;. (0.8)
i=1

Téhog, 600 apopd TNV alENCT TNE EVEWC TS TOU YEOVOTROYEUUUATOSC TROTEVETOL 1) UEYI-
cTonolnom elte ToL GUVOAXOV €lte ToL EAeVVEPOL TEpLlWpElOU TOL €0YOU. TNV TEOTEWOUEYT
TEOGEYYLoN VETOUUE TO GUVOAXO TEPLIELO, TNV Blaopd VepiTepNg Xou apYdTEENS EVopdng
TWV 0PACTNRLOTATOY KOG AVTIXEWEVIXO GTOYO UE OXOTO TNV EAXYLC TOTOINGCT TOL:

max Y (LSin — ESim) , (0.9)

i=1

omou ES;y, elvon 1) evwpltepn évopén xou LS, 1 apyotepn évapdn tng dpactnetdtntog i dtov
exTeEAE(TON PE TOV TEOTO M~ OTNV TEPIMTMON OLUXOTTOUEVNS OPACTNELOTNTAS AauBdvovTon
UTOYT OL TWES TOU TEMTOU X0l TOU TEAEUTAOU TUAUATOS QUTAC.

O nopamdve otdy oL oLy VA etvar IAANAOCLYXEOVOUEVOL Xal EXPEACOUY BLUPORETIXES OTTIXES
X0l AMOUTHCEL, OE OYECT UE TO UTO Oyedlaon yeovodidypoupd. O xatdAAnhoc cuVOLACUOS
OTOY WV AAAG X0 EVOEYOUEVKC 1) LEEdEYNOT TOUG EE0RTATAL U6 TO EXACTOTE GTLYULOTUTIO TOU
€Yo A o T TERBUANOVTIXNG. YUEaX TNELOTIXG o TNV {Blar TNV epyorAmTela entyeiono.
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0.5.3 Ilepopiopol

OL Bpao TnELOTNTES TEETEL VoL EXTEAOUVTOL UE TETOLO TPOTO DOTE VoL LXAVOTIOLOUVTOL Ol YEVI-
XEVUEVES OYETEL TPOTEQUUOTNTOC PETOEY TWV BEAC TNELOTHTGLY, TOU UTOEOVY Vo UETATEATO-
OV o€ €vay TOTO OYECEMY TPOTEPAULOTNTAS YPTOULOTOWVTAS TOUSC XAVOVES TWV EELOMCEWY
(2.32), ondte TEOXVUTTEL O YEVIXEUUEVOS TEQLOPLOUOC:

6imjn < §jn0 — Sim0 »

V(i,j) €A,Ym € M;,Nn€M,. (0.10)

H évopén xde TUAHaTog g WS BLOXOTTOUEVNS BRUCTNELOTNTOS I, TEETEL VoL CEXIVAEL UETA
TO TEPUC TOU TROT)YOUUEVOU TUAUATOC TS LBl dpat TOUAUYIOTOV dipy(y—1) HOVADES YPOVOU
amd TNV évapdn Tou TuAuatog ¢ — 1 tne 1lag:

Sim(g—1) +dim(q—l) < Simg s

. (0.11)
Vi=1,...,n,YmeM; Ng=1,...,Zim.

Emunpéoieta, autdg o Teploploldg xahOTTEL X0 THY avEYXTN CUCYETIONG TV TUNUATWY WLog
dpactneotntog e FS oyéoeg vy va datneniel 1 oelpd exTéAEONC TOV TUNUATOY TN
OPACTNELOTNTOG.
pogavae, 1 Spaotnetdtnta €vapdng Tou €pyou meénet va eivon 1 1n mou mpoypauuatileto
N yeoviny| otiyur| t = 0:

5000 — 0, (0.12)
XL 1) OpAoTNELOTNTO TEAOUC TRETEL VAL TTROYPOUUATIOTEL HETE TNV OAOXAEWOT OADY TV
UTIOAOLTWY ORACTNEIOTHTWY:

S 1)00 = Simzim »

) (0.13)
Vi=0,1,....,n,Vm e M,;.

Ot yeNOHLOTOLOUUEVES TOGOTNTES AVAVEDCLUWY X0 1) AVOVEWMCUIOY TORMY XAVE Y eovixY
oTIYUY| t TEETEL var lvon pxpoTepeS 1) loeg Tng avtioTtolyng dladéoung TocoTnTag excivn T
Yo oTiyun:
Z rgnkr,-m S akpt’
i€Act(r) (0.14)
Vke RP Vt=0,1,...., T —1,Vm € M;,

fierny—1

A v
Z Fimizy, = gy, s
=0 jcAct(t)

VlGRV,VXZO,...,Xl—l,VmGM,‘.

(0.15)

Yty mepintwon nou eite xdmow opdonua it 0 TpoUTohoylouds Tou €pyou YEAOLUE Va
Angpdoly vddn g TEpLopLoUOl XxaL Oyt WS TUPAUETEOL Tiwpelag TOTE TeooTidevton oL av-
tlo ool Teplopiopol. BéBaua, yio Ty mopoy | neptocdTepmy Padumy eheudeplag mpotiudton
X0l TEOTEVETAL 1) YPN\ON TWV TOVGY OOTE Vo Bleuxoluviel xou vo emitoryuviet 1 dradixacto
e0pEOT EQIXTWOY AUCEWY.
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0.6 Madnuatiery Movtehonoinon

Ou mpotewodueveg mapahharyéc Tou TeofBAfuatog RCPSP umopolv va yovtehonoundolv po-
VNUATIXGE ELodYOVTOC TIC BUUBIXES UETUBANTES Xjmgr TOU OpilovTon w¢ e€rg:

~_J 1, wp TNE CEYYEVT Pimg OP i vV UODE M GTARTS OT ¢
imqt = {0, OTNEPWIOE ' (0.16)

H padnuatixd povrelonoinon mov nopovotdletor otic edlotoelg (0.17)-(0.25), eivon o e-
TEXTAOT] TOU UOVTEAOU TIOL 0ipyixd Topouatdotnxe and toug Hpttoxep et oh. (1969) dote
VO CUUTEQLAAUPBAVEL BLUXOTITOUEVES BRUC TNELOTNTES, TOAATAOVUS TEOTOUC EXTEAECTC Opa-
CTNELOTATWY, YEVIXEUUEVES OYECELS TROTEPAULOTNTAS Xai UETABANTY) {Tnon xou anaitnorn o
nopouc. Emmiéov, Savelleton ototyeio xou and tic poviehonotfoelc twv DeReyck (1999) xou
Hartmann (2013) vy to mpoBAiuato MRCPSP — GPR xaw RCPSP/t avtictouya.

min f (Ximgt) » (0.17)
UTO TOUC TEPLOPLOHOUC:
T—1 Zim
m;b IZ:’) qz Fimgt = 1 (0.18)

Vi=0,1,....n+1,

T-1
£ +6 . tx 5
(Z . 1m0t> imjn < Z Z Jn0r (0.19)

meM; t= neM; t=
v(i,j) €A,
Vimkr,,Ximqt <oy
Sweng=o v (0.20)

Vke RP Vt=0,1,...,T—1,

eeny=l 0 myp o ziw

Z Z Z Z rlmlftmxlmqt < a”l (021)

t=0 i=1m=14g=0

VZGRV,V)C: 0,....X,—1,

X0000 = 1 N (0.22)
WXimzjt < IX(n41)001 5
Ly ines < 1y 15 023
Vi=0,1,....n

tx; ) +dimg < Ximar »

Z im(q = Eg o (0.24)

Vz:O,l,...,n,VmeM,-,Vq:1,...,zim,
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ximqt S {07 1}7

Vi=0,1,....n+1,Vme M; ¥Vt =0,1,.... T — 1. (0.25)

H avtixewpevind ouvdptnon (0.17) ehayio tomotel toug emheydéveg avtixeylevixois otdyoug,
YL TUEAOELYUO TOV GTOYO EAAYLOTOTOMNONG TG GUVOAXYC DLUEXELNC TOU EQYOU YRAUPETOL
oS

; T-1

min Y 1x(,1)00: -
1=0

Ou nepropiopol (0.18) Sopolilouv 6t xdie SpaotnetdTnTa xan xdVe TP oTo omolo
OtaomdTon, exTEAE(TOL oXEBOC UIAS POEA XAl UE EVOL CUYXEXQPHIEVO TEOTO EXTEAEOTC.
O nepropropol (0.19) apopolv Tic oYEoELS TEOTEPUOTNTAC UE EAGYLOTN Xou UEYLOTN YEOVIXN
UOTERNOT, OTIOL Ol TWES TNE UEYLOTNS 1 EAAYLOTNG UoTépnong divovtan amtd to dim jn.
Ou meproplopol otn SLIEGILOTNTA AVOVEWDCULOY XL U] AVOVEWCOY TOPKY OivovIoL OTIG
elotoeig (0.20) xou (0.21), avtiotolync.
O eCiotoeic (0.22) xar (0.23) Sroo@akilouv 6TL 1 TEMTN Spao TNELOTNTIC TOU TEOYEO-
potileton ebvan 1 évapdn xou 1 TEAELTOLA PETA TNV OAOXANIPWOY OAWV TV AWV elval 1
OpAC TNELOTNTA TEAOUC.
O nepropropol (0.24) eZaogaiilouv dt tar TuRuarta xdie Spootnetdtntac Yo eExTEAECTOUY
UE TN OWOTH CELRdL.
O rneproptopds (0.25) opilet 6Tt oL petahntéc pag etvan duadxés xon hofdvouy tig Tyée 0
7 L.
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0.7 Ilpotewobuevn Médodoc Enthuorng

H npotewouevn uédodog enihuong amaptiletar amd Teelg QAoELS, OTWS QUVETAUL OTNV EXOVA
0.6. Apyxd, 10 MEOBANUA avahUETAL OOTE Vo XodoploToLY Tal SOoUIXd G TOLyEld TOU UTO
eZétaon épyou, ToLeg elval oL BEATTNELOTNTES, UE Ol TpOTO cuayetilovTol, av elvol SLono-
TTOPEVES Xl TS 1) O)L, ToloL ebvon oL EVoAAoxTxol TpoToL exTEAEONC, T E(0OUG XU TOLES
TOCOTNTEG TOPWY 0L GE TOLEG YPOVIXES GTIYHES EXTEAECTS TNG OPUC TNELOTNTOG ATOLTOUVTOL
xat avtioTolyo ot dlardeodTnTES Yo Tov yeovixd opllovta tou €pyou. To alvolo autdyv
TWYV GTOYEWY AmoTEAOLY TIE El0600UE TNg Bladaciog emiAuong Tou TpoBifuatoq.

H 8ebtepn @dom agpopd Toug avTXEWWEVIXOUS 0ToOY0ous. Atogaciletal ool elvon oL ovTi-
XEWEVIXO! GTOYOL, EMAEYOVTOC AVAUESH OTIS OLAIECIUES EVOANOXTIXES, XOGTOUS, YEOVOU,
TEOPIA TOPWY, EVEWCTIUG YPOVOTPOYEAUUATOS XAl EAXYLoTOTOMONG WEYIoTNg Yenone. Me
Bdon auth TNV EMAOYY, OTN CUVEYELX EAV €YOUUE TEVEK OO EVAY AVTIXEWEVIXO OTOYO TOTE
1N oudda Adne andgoaong 1 xou o Sieuduvtrg Tou €pyou emhéyel av Vo Yivel tepdpynon
Toug Ue yeromn Tne ANP 1) 9o axoroudniel 1 mo topadootaxt) Topela Tng €0PECTS TWV XATY
Pareto BéENTIOTOV ANcEWY, OTWS QaiveTon oty exova 0.7.

Adaptive GA
to choose

solution
algorithm
and solve

Solve the specific instance

Prioritize the objectives
using ANP

Define the problem or Pareto vector
parameters

Exhue 0.6 Pdoec npotevdpevne pedddou enthuong

Yy teheutalar pAoT TEOYUATOTOLO0VTOL OAES OL AMALTOVUEVES DLEQYATIES Y10l TNV PETATEOTY
TWV OEBOUEVOV EIGOBWY GTNY UWop@n Tou amoutel o ahyderduog emiluong yio TNV extéle-
o1 TOU XL TNV TURAYWYY) TWV OLdPopmy EVOAIXTIXOY AUcewy. E@dcov o alydpriuog -
EVOPYNOTEWTAS TNG OANG Btaduxactog etvor €vag UBEIWOS YEVETIXNOS ahyopLiUog, €YOUlE
XWOXOTOMNOY TWV BRACTNPLOTATWY X0 TWV AVTIGTOLY WY TEOTWY EXTEAECNC OE VAL YPW-
poowUa, Hall ue YovidLol Yior TOV TROaBLoploRs TOU 0AYORPLIUOU ATOXMOLXOTOMONC Kol TOU
xod’ autd akybpripou enthuong (SA,TS,PSO,GA). O apyxdc mhnduoude mopdyeton Tu-
yolot eV UE YO TEAECTAOV BLoC TUEWONS X UETIAAIENC TROXUTTEL 0 TANUUOUOS TV
Toudiwv Tou mpootiletan otoug yovelg. O evonomuévog mAnduoude xatavéueton ye Bdom
70 oy AOVOUUE HOVAG, TOAGDY AVTIXEWEVIXGDY CUVORTHOEWY Pareto | ANP mpofBhnuo otnv
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avtiotolyn dtadxacta xou ev cuveyeio EAEYYETUL TO YoVidlo alyoprduou emiAuong yio THY
avdeon oe évay and Toug ahyopriuoug enthuong. Ta ypwuoomuato TeoToTo0VIaL UECK
QUTAC TNS BLadXAClag Xou EMOTEEPOVTAL GTOV aAYORLIUO - EVORYNOTEWTY TN SLodixaciog
Yoo TNV Te€vouneT Toug Ue Bdomn Ty Ty TS cuVAETNONS XAUTAAANAGTNTAS Xodevde amd
oUTA X ETAOYY) TV xaAOTEPWY Yo Vo ueToolv oTtny enduevn yewid. H dadixacio emava-
AofBaveton yior tpoxadoplouévo TAHYOC XUXAWY N wE TO TERUS XAMOLOU PEYLOTOU YPOVIXOU
OLO TAUATOC Ao TNV EVoEn,.

H pon} v dedouévey and tov xadoploud TV oTolyelwy Tou £0Y0U WE TNY ToEaY®YY) TOU
{ntoduevou GLUYOAOL TV evahhax Ty cuvolileton otny eixdva 0.7.
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Current situation &
Project related information

@ Duration 6;-1 Availability
| 9@ Precedences |
T | = Cost 3
| Modes | 3
mmm Preemption L Usage
ACTIVITIES RESOURCES
Objectives, Criteria, . "
Relationships % Project Specific Inputs
v Data Transformations %
ANP Model ﬁaﬁ 7

‘ Generate chromosomes of initial population

Collect judgments ﬂ

hareto from decision maker(s)
\ 4
Objectives Objectives Ranking
Vector Weights Vector %

SyAue 0.7 Pox dedouévwv
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liii

ISiaitepo evdlapépoy Tapouctdlouy oL TEQITTWOELS BEATIO TOTOINONE UE TOAAATAOUS OVTLXEL-
pevixoUg oToyoug. LNy nepintwon tng ANP, n Swdixacio fehtiotonoinone Paciletou otov

Olaywetopd Tou dovévtog apyixol TAnducuod oe utothnduouoie.

Current U Offspring

}diActN umber4>‘

[(2]o)21]2]6[4][8]7[3]5]9]
[of2](1[6[2[3[8[7]4]5]9]

[of3]J1[2]6[a]8[7[5[3]9]

[of2)1[2]6[a[8]7[5[3]9]

a9

[of3]1[3[6]a]8[7]5[2[9]

Qa9

Subpopulation k =1

Chromo1 [1]2]6[4[8[7[3[5]9]

299,

ChromoNs[1[7]6[2[8[7[5[3[9]

P

Subpopulation k = K

Chromo  [TgTg e[ 3] 2|7 ]5]4]9]
1+(K-1)Ns oon

Obj
Function 1

Obj
Function K

ChromokNs [1[2]6[4[8[7[5[3]9]

Selected

Fitness Chromosomes /

Selected f
Fitness Chromosomes

wK%

New
Population

[Afaja1]af6]2[8[7[5[3[9]

YyAua 0.8 Beltiotonolnon moAAmAdY avTxellevix®dy otoxwy ye ANP

O e évag unomAnduoude yenotwomoLeiton yior TNV ETBIWEN TOL AVTIG TOLYOL AVTIXELUEVL-
%00 GTOY 0L AVEEIETNT AO TOUG UTOAOLTOUS. 2TO TEAOG TOU XUXAOU EQYICLOY EMAEYETOL
aptipog Aoewyv and tov xdle vnomhnduoud avdhoya pe Tic Popdtnteg mou elyav dovel
OTOUG AVTIXEWEVIXOUS GTOY0US Uéow Tne uetddou ANP, 6nwe gatveton atny etxdva 0.8. O
avtioToryog ahydprduog TeplypdpeTton wg eENG:

Algorithm 0.1: ANP

input : P,, ANPweights=[wy,... ,w¢], K = total number of objectives, Ny = 2POP/K
output: P,
// for each objective k
fork=1...K do

// for each chromosome i

fori =1+ (k—1)N;...kN; do

| Fitness (i) =ObjectiveFunction (k,);

end

Pyp,=FormSubPopulation (P, 14 (k—1)N;...kNy);
end
Select from P, by subpopulations;
Py 1=Form (w X s/ubl" CoWE X 1)s/ubk);

H Sedtepn duvatodTnTa mou dlvetan yia toAuc Toyixy| BeAticTonolnon agopd tnyv elpeor BéEA-
TIoTOV xotd Pareto Nocewyv. XpnoWOTOLEToL Ulal AVTIXELIEVIXT| CUVEETNON Yo xdUe 0TdY0
Tpog Bektiotonolnon xo ot Twée oynuatilouy to Pareto didvuoyo. H 0éa Paotletou otny
Tagvounor tou tAntuouol pe Bdon Evay TeoxadoploPEVo xovOVo XURLEYIAC Xou TNV TIUY
e avtiototyne cuvdpTtnone xatahknhotntoc (ewxdva 0.9.
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/ Calculate Solutions / New Population
/, Values
( Current U Offspring r T ;
oot | N w0l sorth
10 B — ort by
‘<7ActNumber4>‘ $Gs: 1 ObjN . AR POP coilo) Closeness
Algo: 0 " aas ‘ Sorting <)
7*\1W\1\2\6\4\8\7\3\5\91 ! Obj1 3 \#sovluti.onsl c(2) |
aqa 10 dominating it c(2)
: s
0]2)[1]6[2[3[8[7][4[5[9] ObjN
ses0 - TES ‘
a2 Algo:3 [~
‘ | 298
[0fBl1]2]6[4[8]7[5]3[9} - -
2POP Obj1
5GS:0
O 112[6 41875139 F—pmog—> | -
ObjN
[0y 1]3]6[a[8][7[5[2]9] Coe s
[ obj1 |
SGS:0 d
L EEEE T e -
ObjN

Syhue 0.9 Pareto TA

Ed mpéner va onpeinwdel 611 1 ouvdptnon xatadinidtntag dev Pooiletar 0TIC avTIXELE-
VIXEC GUVUPTAHOELS ahhd oyeTileTon dueca ue To o€ molo Pareto PETWOTO AVTIGTOLEL, OTWS
(QOLVETAL AVUAUTIXG GTOV avTloToLY O ahyoprduo 2.

Algorithm 0.2: Pareto

InputFinput set (input Ry) set (output Pe11) // calculate non dominated
sets for population R,
Non-Dominated-Sort (R,, out Fj, out rank|]);
// select chromosomes to pass to the next generation
foreach F; do
set sizeF = count(F);
if emptySlots > sizeF then
forall the solutions j € F; do
Copy (chromo(j), Py+1);
emptySlots=emptySlots - sizeF;
end
else
SortClosenessDesc (F);
while emptySlots> 0 do
Take chromosome in desc order of closeness;
Copy (chromo(j), Py+1);
emptySlots = emptySlots — 1;
j=Jj+1L
end

end
set emptySlots=POP;

end




0.8 Tlewpopoatixh Encdfdevon Arotereoudtwy lv

0.8 Ileapatxr) Enaidcuon Anoteleoudtwy

H npotewouevn yadnuatixs poviehomoinon xo n avtictoryn uédodog enthuong vhomoldn-
XE XAVOVTAC YENoT TN YAWooog tpoypauuatiopod CHNET. O mopoy ey xmdxos Topeyel
€va BTG epBdANoV LhoToINoNC TV dAYORIIUWY, APEVOS EYOUUE Lo ATAT) EQUPUOYY Yw-
elc ypapur dlemapn yiar TNV EXTEAEOT TV oAyopliuwy pe otdoyo Ty BértioTn ToyvTnTa
XL ATOTEAECUATIXOTNTOL X0l aAPeTEPOL Topdy Inxe €var TAYpeg TepBdhhoy Blemagpnc cav e-
TEXTAUO TOL YVwo To0 gpyakeiou duayelplong €pywy Microso ft Project. Yto gpyakeio autd,
Tou oo €06 xou oTo e€NC Yo xaholue EMO — RCPSP, nop€yoviol oTov TEAMXO YeHoTn Ol
exelval T epyahelar TOU AmAUTOVVTAL Yo TOV AETTOUERT| TROCOLOPIGUO TWV YOROXTNELC TIXY
X0l TOV OOUXOY GTOLYEIWY EVOS €pYOU OAAG X0 1) ETULAOYY| X0l TUPAUUETEOTONCT) TOGO TWV
AVTIXEWEVIXWV OTOY WY Xl TOU TARUOUS TwV TopayOUEVLY AICEMY OGO Xl TKV BV TwY
ahyopriuwy enlivong, omwe gatvetar otnv exdva 0.10.

Task Resource Project View RCPSP Util Developer Team f Format | @&
j (=] E 33 E) Time Makespan - ,am £ Branch and Bound [ Tabu Search
L] 4 . B Resources RLI M d o ::gGanetltAlgomnm‘ 4 Cross Neighborhood Search
ImportFile | TaskType | ResourceType = Precedence Preferences N
&8 Cost Resources v % Simulated Annealing @ Hybrid Genetic Algorithm
ImportData Tasks Resources Network Objectives Scheduling Algorithms
2 4/15/2013
?E' Start | . Finish
E 3/6/2013
@ |Tesk - [Teskname . |puration  [start . [Finish . |Predecessors . [Mar3,13 [Mar10,'13 [Mar17,13 [Mar24,13 [Mar31,13 [Apr7,'13 _ [Apt
Mode FlsTr[r[sImIwlF[sTT [T [s[m[wlF[s[T[T]s[mM[w[F][s]
. = 1 Odays  3/6/2013  3/6/2013 ps
2 =) 2 8 days 3/6/2013 3/13/2013 1 ol Ra{4LR2[0],R3[0],R4[0]
3 |E =3 3 4days 3/14/2013 3/17/2013 1 1,R2[0],R3[0],R4[0]
4 < a 6 days 3/6/2013 3/11/203 1 = RifbLR2OLROLRH}
s @ =3 5 3 days 3/18/2013 3/20/2013 4 RiBER2ADLR3tOLRATO}
s B 2 6 8days 3/14/2013  3/21/2013 2 folRp{o}R3{OLR4{S}
7 @ =3 7 5days 3/21/2013 3/25/2013 3 RifaR21OLR3tOLR4{O}
s B 2 8 9 days 3/18/2013  3/26/2013 3 folR2;R3feLR4{0}
s E 2 9 2days 3/26/2013  3/27/2013 4 &R 1(6],R2[0},R3[0],R4[0]
W o= = 10 7days 3/12/2013  3/18/2013 4 folR2{0}R3H
g u @B 2 1 9 days 3/14/2013  3/22/2013 2 RafoLRISLRIICLRAE]
g 2 = =3 12 2days 3/27/2013 3/28/2013 8 {t R1[0],R2[7],R3[0],R4[0]
el s 2 2 13 6 days 3/18/2013  3/23/2013 3 Raf4} *Mol
14 |E =3 14 3 days 3/29/2013 3/31/2013 9,12 (GEm-+1{0],R2[8],R3[d],RA[0]
s B D 15 9 days 3/18/2013  3/26/2013 2 Rif3}R2{6}RIfOLRA{O}
16 @ S 16 10 days 3/22/2013  3/31/2013 10 Ri{oR2{OLRIF]RAIS]
7 B D 17 6 days 4/3/2013 4/8/2013 13,14 C R1[0},R2[0LR
18 |E =3 18 5days 3/24/2013 3/28/2013 13 Ri{OlR2{OLR3OLRAT
19 B 2 19 3 days 3/27/2013  3/29/2013 8 CmRe{p} fohRaf
20 |[E =3 20 7 days 4/8/2013 4/14/2013 511,18
21 B 2 21 2days 4/1/2013 4/2/2013 16 N folR2{oL13{eLRat6}
2 B 9 2 7 days 4/9/2013 4/15/2013  16,17,18
23 = - 23 2 days 4/16/2013 4/17/2013 20,22

SxAue 0.10 EMO — RCPSP — MSProject

A0 BLoxpELTd TELRGUOTO OYEBIATTNXOY Xt UAoToLdnXoy:

~ 70 TpwTo Telpopa anooxonel oTNV ENUARUEUCT] TWV TPOTEWOUEVKDY AAYORIUGY CUY-
xplvovTac Ta AMOTEAEOUATO TOU OVOUV GE OYECT PE TO oVTIOTOLYO OTOTEAECUOTA OF
oyetixd wxpd (15, 30 dpaotnelotiTwy) TEOBAAUATE TOU UTEEYOUY ONULOCLEUMEVO XoL €~
o ex TV TEOTEPWY YVKOOTA Tar BéATIo T anoteréopata. Enlong, xdvovtac yeron tov
{Btwv odAG xan yeyohitepou peyédoug (120 Spaotnplothtewy) TeoBinudtwy yivovto cuy-
xploeig yior T OLamio TwoN TNG AMOTEASOUATIXOTNTAS TWV TEOTEWOUEVWY UeVOdwY. TeAl-
%0¢ 0TOY0¢ elvan Vo amodetyUel OTL TO TEOTEWVOUEVO OMGTIXG UOVTEAD X0 OL OVTIGTOLYOL
ahyoerduot divouv ToukdyloTov To (Blo xoAEC ADCEIC XaL OE AvTIGTOLYOUS YPOVOUC UE
TOUC QVOPEROUEVOUS GTNY Tpoopath BiAloypapio Tou yheou dnhady| 6Tl dev odnyel oc
ATWAELL TOLOTNTOG 1 ToyLTNTOG ENEAVOTG TWV TEOPANUATODV.
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— 70 0elTEPO TElpopa EYEL TEQIGGOTEQO BLEPELYNTIXG YOEAUXTHE ULOC XAl APOEE. TNV TOAU-

otoy)| BeATioTomoinoy Yo Ty onola dev undpyouy dtardéaiua ot BiBAoypapla oTotyE-
foe yroe vau yiver oUyxpior, omote yivetaw Tpoceyyion Twv TpolAnudteny Beitiototoinong
TOU TREONYOUUEVOL TELQGUATOS, QUTY| T POES XAVOVTUS YEY O TOANATAMY UVTIXEWEVL-
AWV OTOYWVY Xt 0L AUGEIC EAEYYOVTOL ATAS ¢ TEOS TNV EGIXTOTNTAL Toug Xou To Bardud
ixavomolnong Twv TedEVIRY oTOYWY OARd Xou TNV AmOXALOT) TOUC Ono Tal AvTio ToLy oL TTo-
QOOELYHATOL UE EVAL AVTIXEWEVIXO GTOYO.

Ytov mivaxa 0.2, cuvodilovton o anmoteréoyato Tou lou TERGUATOS EVE GTOV THvoxa
0.3 Tou 20u mepdpatoc. o To 1o melpopa €youpe oTNY TE®TN GTAAN TO GTLYULOTUTO
TOU EXTEAECTNXE, TN OeVTEEPN 1) EAdLOTY Dldpxela EpYou, otny Tt OTHAN 1 YEYIoTN
Odpxeta €pyou, oTn cuVEYEL BIvETAL 1) UEYLO T ATOXALGT] OO TO XUAUTEQO BNULOCLEVUEVO
ATOTEAEGUO XOL 1) CLUYVOTNTA TOL TO XAUAVTEQO YVWOTO anotéheoua Peédnxe xotd Tic
enavokrpelc Tou mepduotog. Ta anoteréoyato 0dnyody 6T0 GUUTERAGUN OTL O TEOTEL-
VOUEVOC ahyOpLlduog Bivel TO (810 Xohd amoTEAEGUOTA UE TOUS XAADTEPOUS EEELBIXEVUEVOUC
avd TOmo mpofAuaTog alydpripoug g BiBAoypaplag xon UIMOTA EYEL OTIC TEQIOCOTE-
PEC TEPLTTMOELC TOC0O0TH amdXMoNS omd ouTh TNV TWh xdtew tou 2%. Enopévec, o
OTOY OS¢ TOU TELRGUATOC, 1) AmOBEEN OTL EMUTUYYAVOUNE TO (Blo XUAd amoTEAECUATA UE
TOUC UTdpYOVTES oAydptipoug, emtedydnxe.

Iivaxag 0.2 Tuyxprtixd anoteréopoata yio ehayloTtonoinon ddpxelas épyou

‘Ovopa Méon Andxhon Méyiotn Andxhon Bértioto/TB)
PIIXIT ©30 0.25% 3% 96.7%
PIIXIT ©120 1.42% 8% 34.46%
TIPIIXII ©30 0.12% 2.5% 98.7%
IIPTIXII ©120 1.21% 5% 42.73%
MPTIXII 15 0.23% 1% 98.9%
MPIIXII “21 0.01% 1% 99.9%
MPIIXII ©10 0.01% 0% 99.9%
PIIXTI-T ©30 0.05% 1% 99.7%
PIIXII-T ©120 0.22% 1.5% 99.5%
PIIXTIpag ©30 0.12% 1.8% 90.12%

To anoteréouato ToU 20U TEWRAUATOS ey VOUY OTL 1) GUVOUAGUEVY YETOT] TWV BUO TOAU-
CTOYIXWY TEOTWY BeiTicTonolnong divouy 6To dleuiuvTy| €pYOU Lo IO GQAULELXT| ELXOVAL
0G0 aPopd TG BLUVATEC EVUANIXTIXEC ADCELS Xl TOUS BLd(pPOEOUS LooBUVIUOUS BROUOUC
TIOU UTOPEL VoL OXOAOUUHGEL YLl TOV TROYEAUUUATIONO TOL exdoToTE épyou. Emmpdoieta,
ouyxpelvovtog Tar anoteAéoUaTa TNE TOAUCTOY XS BeATioTonoinong Ye v BektioTono-
{nom povol avuxelevixol otéyou, cuyvd (57% TwV TERITTMOENY) 1 TOAUGTOYIXT| av-
TIWETOTON 00N Yel 6 oNUaVTIX BEATIWON TV PN XUELIEY WY AVTIXEWEVIXOY GTOY WY UE
ouYXELTIXS WixpT| amdAEL oTov Boaoixd o1éyo (hydtepo and 5%). To wWovixd Yo Htav
N o0YXPLON XU AUTOV TWV ATOTEAECUATOY e avTioToya tne BiBAoypaplac aAld dev
umdpyouv dloéoda oTolyela.



0.8 Tlewpopoatixh Encdfdevon Arotereoudtwy

Iivaxag 0.3 Sunopatie pECUATS Qop LUATI-0BVECTIE VO TAVCES

Ivotavee  Alyoprtnu  Maxeonayv

PAI 607t PoBuctveoc

©301-1_.1 Ilapeto 43 124.10 4900 30
©301_1.1 ANII 45 133.10 4500 32
©301_1.1 Xwyie OBY. 43 124.10 4900 30
©3012_2 Ilapeto 47 176.18 5500 32
©301_2.2 ANII 47 173.28 5600 30
©3012_2 Xwyie OBO. 47 176.18 5500 32
©301.3.6 Ilapeto 47 153.02 5200 46
©301.3.6 ANII 47 158.65 5300 48
©301.3.6 Xwyie OB9. 47 161.65 5600 42
©301.4_7 Ilapeto 62 185.10 6600 35
©301.4.7 ANII 64 187.63 5800 28
©301.4.7 Zwyhe OB9. 62 185.09 6800 21
©3034.9_3 ITapeto 60 207.33 5400 40
©3034.9_3 ANII 60 208.32 5400 40
©3034.9_3 Zwyhe OB9. 60 207.82 5300 37
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0.9 Mehén Ilepintwong

H mpotewvduevn povtehonoinon xou pédodog emtAuong Tou TeoBAAUITOC YEOVOTROYEo-
HATIOROU €PYOU UE TEPLOPIOUEVOUS TIORPOUC YeNOWOTOINXE TNV TEddn YLol TNV XTNUo-
TOYRAPNOT CLUYXEXPWEVKY TIEpLOY WV TNS EAAGSc. Luyxexpiuéva, 1 TpoTelvoUevr Lodi-
xacio axohovdHinxe Brua-Bruc amd Tov apyixd TEOCOLORIGUS TOU TEOBAAUATOS WS TNV
TeAr) emhoyr) Tne BEATIOTNG EVaAAOXTIXAC ADOTS VLo TOV TROYQEOUUATIONS TOU £pYOU.
O mpoodloplouds TV BEBOUEVLY TOU £0Y0U, DEUCTNELOTNTES, CUCYETIOELS, avAYXES O
TOEOUC ol BLrdECLUOTTA GRS X0 Ol TROTEPUUOTNTES TWV OVTLXELUEVIXWY OTOYWY XOol
70 €l60¢ xou TAYOC TV (NTOVUEVLY EVOANIXTIXGY AOCEWY, TEOEXUPOY XATOTIY GELRAC
GUVEVTEVEEWY UE TO OLEVYUVTY XaL TNV opdda £pyou.

0.10 Yuunepdopota - Xnueio Kouvotouiog

Yuvoilovtag, 1 mapodoo Alatel tapouctdlel to oxdhovda otolyela xouvoTtouiog:

- OMNoTind pordnuaTtind LOVTEANO TOU EVOWUATWVEL OAES TIC YVWOTEC EMEXTACELS YO To-
EaAAAYES TOU TROBANUATOS YPOVOTROYEAUUUITIONOU EpY WV UTO TEQLOPIOUEVOUC TTORPOUG.
LUYHEXPIIEVO XAAVTITEL TIC TEPLTTWOELS, OPUCTNEIOTATWY UE TOAAATAOUS TEOTOUC €-
ATEAEONC, YEVIXEUPEVEC OYECELC TROTEPAUOTNTOG METOED TV BPACTNEIOTHTWY, BUVO-
TOTNTA BLUXOTAG TNG EXTEAECTIC CUYXEXPUIEVDY ORACTNELOTHTWY OF €Vl 1 TEPLOTOTERX
onueta, PeTUBANTA StadeotudTnNTo TOPWY OANS Xa UETABANTY avdyxr o€ TOEOUS avd
0PUC TNELOTNTAL.

Hpocapudoo uPednd egehxtind oahydpriuo tou duyetplletar TNy EmAoYY TOG0 TOU
TEOTOL ATMOXWBIXOTOINONG TV AUGEWY OGO XOL TWV CUVOUNCHUMY dAYopiUU®Y ovo-
{hnong mou yenotdomoolvTal o€ xd¥e YEVLE YLl TOV UTOAOYLOUO TwV AUCEWY UE
Bdon TNV amodOTIXOTNTA TOUS OTO GUYXEXPWEVO, UTO enthucT TEdBANUAL.

Eniteugn xohov anoteheoudtov Behtiotonolnong, Bua 1 xou xahdTepa o€ 0UYXELOT Ue
Ta avtioTolya mou avagépoval otn BiBAloypapio.

Avdntuén npdovetou gpyoleiou yia to MY Ilpodect, to onolo vhomolel Toug mpoo-
vagepévteg alyopliuoug, Ue oxomd TNV Tapoy " oTov OleLIuvTr €pYOoU WIAS OELRAC
epyohelwv yio Tov xodoplopd Twv dedopévey Tou €pyou ( Tohhamhols TpOToUE EXTENE-
OMNG, XVUAVOUEVT antafTnoT O TOPOUE, XAVOPIOUOS U AVAVEDGULWY TOPWY, X.0L.), TV
oTOY WV TNE PeATioToNOMONG YE TEOTO ATAG XL EVEMXTO, GAAGL XOU TNV TOEAYWYN
EVOAAAXTIXWY AOoEWY ovTi Ui povadixic Abong.

Aoufdvovton unddn cuoTruixol TaEdyovTeS ToL ETNEEALOLY TO YPOVOTROYPUUUATICUO
Tou €pYOU TOGO OTN LOVIEAOTOINGT) TOL €pYOU OGO X0l GTOV TPOTO GYEBLAGUOV.

Ev xatoxheidt, andtepog 0toyoc e AatplBAc elvon 1 avTIETOTION Tou TeoBARuaToC

TOU YPOVOTROYROUUOTIONOV E0YMV XAl XAUTA CUVETELD 1) xaTd oTolyelo (Loduhap) povte-

hotoinoy| tou, n onolo divel TN BuvaTdTTa 6TO SlevuVTY Epyou var cLVBLALEL, TeooVETEL,

AUPOUEEL YUPAXTNELOTIXA, Yol VO TETUYEL 600 YIVETAL TO PEAAIC TIXT] AVOTAPAO TAUOT) TOU

€QYOU TIOU TRETEL VO TROYPOUUMATIOEL, TV CUVITXWY TOL ETUXEATOUY OAAS XL TOU EIBOUC

TV emYupoLUEVLY Acewy. Tehixdg otdyoc 1 tapaywyr Aoewy and Tic omoleg o Oleu-

Yuvtrc €pyou Vo emAEZeL TNV XATAAANAOTERT), TTOL OUGLUC TIXA avTIXATOTTEILEL XOAUTER

TO TEAYUATIXO TEOBANUA TOU TEETEL Vo ALUEL xou Tanptdlel oTIC GUVIAXES TTOU ETUXEAUTOVY

xaL Toug 0TOYoUC oL o (Blog Eyel VéoeL.



Chapter 1
Overview

1.1 Introduction

Managing projects dates back thousands of years. The builders of the pyramids in Egypt and
the Acropolis in Greece are often cited as some of the world’s first project managers. They
had no computers nor planning software to assist them, but they managed complex projects,
using the simplest of tools. A project can be defined as a set of activities which have a defined
start point and a defined end state and which pursue a defined goal and use a defined set of
resources. The most common goal is to assign starting times to each activity in a way that all
the precedence relationships among the activities are obeyed, there are no overallocations of
resources and the project finishes as soon as possible.

Although this problem might seem quite simple, trying to model it in such a way as to cover
all the different situations that are encountered in practice and provide an effective way to
handle them, balancing between the complexity of the problem and the efficiency of the
provided solutions, is not straightforward.

In this thesis a holistic approach is proposed for defining the so called resource constrained
project scheduling problem (RCPSP). The aim is to give a conceptual formulation of the
project scheduling problem as a whole, where all deterministic aspects that have been previ-
ously explored in the relevant literature are covered. Moreover, an appropriate mathematical
formulation along with a concise solution process covering both the single and the multi-
objective case, are presented. The final goal is to provide a way to model and solve project
scheduling problems as they actually are, without compromises other than the assumption
that the given inputs are realistic.

Based on this model an adaptive algorithm the moderator, handling single objective and
multi-objective cases either with prioritisation of the objectives and/or pareto optimality, was
proposed. The moderator algorithm has as its main role to regulate the process and select the
best algorithm to be used based on the instance currently being used.

It was experimentally proven that the usage of the algorithm raises the accuracy of the re-
sults without harming the execution time. Therefore we have a reliable way for solving any
scheduling problem having features spanning from the standard RCPSP to any combination
of existing variations. This way the project managers have a way of modelling their project
in a single step following a transparent process. We overcome, the raise of complexity and
the infeasibilities by using penalty functions when relaxation of the constraints is needed.
In the multi-objective case the algorithm is capable of providing multiple solution scenarios
that are generated either based on the Pareto front or on a weighted approximation of it.
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Summarising, we have a unified model, that is reliable and accommodates the needs of
project scheduling in practice, keeping at the same time great flexibility on what kind of
solutions and at what degree each objective should be pursued.

The next step on this research is to enhance it by adding a mechanism for automatically
dealing with infeasibilities instead of interactively doing it. Further experimentation on the
multi-objective side of the problem focusing on the comparison with the existing approaches
it is expected to give valuable insight.

1.2 Motivation

Scheduling problems have been investigated since the late fifties, motivated by the need to
improve and facilitate project management. Project scheduling is a complex problem that
every project manager faces in the beginning of each project and the consequences of an ill
designed schedule can seriously endanger the successful project execution and completion.
Applications can be found in diverse industries such as construction management, software
development, etc. In addition, project scheduling is very attractive for researchers, mainly
those related to operational research, because the models in this area are rich and, hence,
difficult to solve.

Project scheduling involves the development of a project base plan (baseline schedule) which
specifies for each activity the precedence and resource feasible start and completion dates,
the amounts of the various resource types that will be needed during each time period and
as a result the corresponding budget required for the execution of the project (Brucker et al.,
1999). The fundamental issue for relevant problems is to generate a schedule that is prece-
dence and resource feasible, that is to fulfil the initially set precedence constraints and re-
spects the available capacity of the resources involved. But, apart from this major issue, it is
also desirable to come up with a schedule of minimal total project duration and cost, smooth
profiles for the resource types used and increase robustness, in order to minimise the effect of
possible perturbations in the duration of the activities and the resource availabilities during
the execution. Project managers depending on the project and the situation at hand give more
or less importance to each of the above objectives, therefore, a multidimensional approach
is implicitly or explicitly used in practice (Viana and Pinho de Sousa, 2000). These differ-
ent aspects, are often conflicting and all of them need to be taken into consideration as they
play different roles in the schedule generation process based on the specific organisation and
its priorities, the size and the budget of the project, the customer and other environmental
parameters.

Although the project scheduling problem, was initially faced as a "hard” problem assuming
that it is fully observable, governed by well-defined laws of behaviour and closed to the en-
vironment, this is not the case. Still, when trying to take into consideration all the parameters
defining and affecting a good project schedule a very complex system emerges. Therefore,
it is essential to try to define the project scheduling problem taking into consideration con-
flicts and uncertainties but in a level of abstraction that will keep it general and permit its
modelling and solution.

The vast majority of the research efforts in project scheduling over the past years has concen-
trated on the development of procedures for the generation of an effective baseline schedule,
often called pre-schedule, predictive schedule or proactive, assuming that the environment is
deterministic and all the needed information exists and is accurate (Herroelen and Demeule-
meester, 1996). The baseline schedule serves very important functions like the allocation of
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starting times and resources as to optimise some measure of performance (e.g. project dura-
tion) (Aytug et al., 2005; Demirkol et al., 1998), planning external activities, such as material
procurement, preventive maintenance and committing to external deadlines (Xu and Cheng,
2008), cash flow projections and even as a measure of the performance of the project team.
Indeed, baseline schedule enables good scheduling and resource allocation decisions that in
turn allow quoting competitive and reliable due dates (Herroelen and Leus, 2004).

The early work in the project scheduling field addressed scheduling problems with finish
to start precedence constraints among activities assuming that sufficient resources are avail-
able to perform the activities. Later on, resources were taken into account leading to the so-
called resource-constrained project scheduling problem (RCPSP). More recently, multiple
optimisation objectives and variations and extensions of the initial problem, mainly related
to additional constraints and types of precedence relations, have been investigated.

Due to the complexity of the problem and the difficulties encountered when solving even the
simple RCPSP problem and much more when handling its various extensions and variations,
even today, there is a lack of generic models that integrate all the different facets of a project
that should be scheduled and provide a solution process. However, in practice projects often
fail to fall precisely in a sole case of those studied in the literature. For example a project
can have some tasks that are splittable but not all and at the same time some activities with
variable resource demands and a few tasks with hard deadlines. In such a case, either some
of the features should be omitted to fall in one of the existing problem types or a multi-phase
approach, handling each situation separately, should be followed. Furthermore, there is the
issue of whether a single or multi-objective approach should be followed, when even if it
seems a straightforward decision, it is not, as managers used on “what-if” scenarios would
prefer to have both options and evaluate the different results against the case at hand to work
using just one or two objectives.

To fill in this research gap, a holistic model is proposed in order to provide a way to de-
fine all the desired characteristics, and provide a solution process that will generate project
schedules adaptable to different project settings, organisational sizes and strategies and scal-
able according to the size and criticality of the undergoing project. Furthermore, a solution
process that is simple and quick enough to permit immediate re-runs for the generation of
alternative scenarios, is proposed to give the opportunity to the project manager (and/or the
group of decision makers) responsible for the definition and final selection of the baseline
schedule to have a satisfactory number of alternatives to choose from.

Therefore, a generic model for project scheduling is proposed so as to cover holistically the
majority of existing variations and extensions of the RCPSP and give project managers a
straightforward way for scheduling their projects. This model is conceptually and mathe-
matically formulated to support further extension and be the basis of a single unified project
scheduling model. Based on this model, an adaptable evolutionary solution algorithm is im-
plemented to handle single and multi-objective instances of scheduling problems. This al-
gorithm is used on the one hand to prove that existing variations of the RCPSP problem are
efficiently handled by the generic model giving as good results as the best known solutions
and on the other hand that actual projects can be modelled and feasibly solved using the
proposed set of model and algorithm.
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1.3 Research Objectives

The general research objective can be stated as:

to formulate a holistic model, that is reliable and capable of accommodating the needs of
project scheduling in practice, keeping at the same time extended flexibility on what kind of
solutions and at what degree one or more objectives should be pursued.

This research objective leads to the following specific objectives:
- holistic modelling of the project scheduling problem so as to cover the majority of cases
encountered in practical situations,
generation of a conceptual and mathematical model of the problem having as a basis
the resource constrained project scheduling problem and including all the deterministic
extensions and variations of this problem,
propose a solution process able to appropriately handle any situation from small and every
day projects to large scale problems with complex activity relations, splittable activities,
multiple execution modes, time windows and variability on the resource requirements and
availability.
a solution algorithm capable of adapting itself and providing different ways of handling
the specific instance of the problem at hand, based on:
- the number of objectives to be pursued,
the type of the problem: simple, multi-mode, with generalised precedence constraints,
minimal and maximal time lags, preemption or any mix of these features and
the number and type of solution scenarios that are desired: from single objective opti-
misation of a range of objectives to multi-objective optimisation using weighted sum
and/or pareto-optimal solutions, or a mix of the above,
experimental verification of the efficacy of the proposed algorithm by comparing the re-
sults of the best in class algorithms for each of the extensions and variations of the resource
constrained project scheduling problem to those given by the proposed algorithm, having
in mind that the goal is to get results at least as good as the best known results based on
the recent literature.
experimental verification of the usability of the proposed model and its accompanying
process by following it for the scheduling of a real project and comparing the process and
the results to those given without its usage.

1.4 Research Boundaries

The area of project scheduling is vast, however, the present study focuses on proactive
scheduling of single projects where the activities and their attributes have already been de-
terministically defined and likewise the optimisation objectives to be pursued.

This study is about generating a number of schedules (solution scenarios) based on the ac-
tivities, the different modes that each activity can be executed, the relationships among the
activities and the related execution time windows on their execution time, the renewable and
non renewable resource availability and demand, the duration, as well as the selected objec-
tives. All the parameters beside the resource availability depend on the selected execution
mode, therefore each combination of execution modes reflects a different set up of the same
project. The provided solutions can either be the result of a single objective optimisation of
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one of the four available optimisation objectives (duration, cost, resource profile, robustness)
or the result of multi-objective optimisation, where either the weights of two or more ob-
jectives are taken into consideration during the optimisation process or the pareto-optimal
solution of a vector consisting of the selected objectives is calculated. Furthermore, due to
the fact that the project manager is provided with a set of solutions and not a single one, any
mix of the above solution scenarios can be requested as to compare the different solutions
and choose the one that best fits or even combine solutions.

Having defined, what this study is about the boundaries of this research should also be clearly
defined. First of all, the aim is to provide proactive scheduling of the project and not reactive.
This means that the result is a baseline schedule meant to act as guideline during the project
execution and it is not expected that the project will be executed exactly as it was scheduled,
or at least often this doesn’t happen. The provided schedules are proactive, as opposed to
reactive schedules that include mechanisms for reacting on changes usually related to the
activities duration and resource availability (e.g activities taking less or more time to be exe-
cuted or resources being available sooner or later than the expected or in different quantities).
Nevertheless, a way of elevating the chances of successful reaction in cases of delay in the
execution of some of the activities through the robustness objective, is provided. Schedules
that are created by using some robustness measure are able to partially absorb unanticipated
disruptions.

Aspects of project scheduling concerning issues related to the existence of multiple projects
either contending or not the same resources, are out of the scope of this study. Even so,
the limitations on the availability of the resources due to their usage in other projects that are
being executed concurrently, are handled by the variability of the availability of the resources
over time. More specifically, when there is a priori knowledge of the projects that will be
executed in parallel and when the common resources will be needed then either this resource
can be made unavailable or at least have limited availability for that period of time and
therefore the new project’s schedule will not create any conflicts.

Furthermore, in this work the durations of the activities are taken as deterministic and known
in advance, although the difficulties and risks lurking in expressing the activities’ duration
in a strictly deterministic way are recognised. Even so, in small and medium projects or
for specific activities whose duration could make a great difference on the final results it
is advised to have multiple executions of the project scheduling algorithm with different
duration values (e.g. min, max and most likely) so as to be able to have a more precise view
of the situation.

It is known that project scheduling is a multi-facet problem affected by a plethora of systemic
parameters that cannot be easily taken into consideration in a quantitative model. This study
aims in giving a tool to support the project manager on scheduling the project by providing
a number of alternative solution scenarios to select the one that best fits the situation and
not just a unique solution that can act as panacea. It is expected that the inputs and objec-
tives are set based on the current situation, taking into consideration all those uncountable
parameters that are not part of the model but play a role on how the schedule should be. Even
so, the provision of tools for ranking the objectives using quantitative and qualitative criteria
(through an ANP model) and the ability to have mixed solution scenarios are valuable tools
in handling the complexity of this problem.
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1.5 Overall structure and contents of this Thesis

This thesis is organised as follows:

- In this chapter the motivation of this work, the research objectives and boundaries were
defined.
In chapter 2, an introduction to the research domain of this thesis is effectuated through
the literature review of the last decades. The study is developed around three axes: project
scheduling, multi-objective optimisation and multi-criteria decision making. The focus on
the different aspects of existing RCPSP extensions and variations along with the most
commonly used solution methods.
Chapter 3 is about the research method that was followed, focusing on the mathematical
modelling and algorithmic design concepts.
In chapter 4, a holistic approach is followed in order to define the project scheduling
problem. The analysis is expanded around three axes: "What is the context of the problem
that we want to cope with?”’, "What do we want to achieve?” and ”What inputs do we
have?”. The interrelations among the components of the system and the flows of influence
are briefly presented. Soft Systems Methodology and System Dynamics are used in some
extend to initially frame and define the issues constituting the problem. After that, the
features of the desired solution are used to define the objectives that should be pursued
during the solution process. Finally, the problem is defined in terms of available inputs
and desired outputs.
In chapter 5, based on the problem definition, first a conceptual formulation of the prob-
lem is analytically described and then its mathematical formulation as a binary linear
programming problem is presented.
In chapter 6, the solution process is described and its main components explained in detail.
It is a three phase process. It begins with the project manager defining which objectives
(one or more) should be pursued and if there is some kind of prioritisation of these ob-
jectives. Following, the inputs are transformed in order to simplify the search for a good
feasible solution. The final phase consists in executing the proposed adaptive genetic al-
gorithm, that iteratively leads to the selection of the most proper solution algorithm from
a predefined set of algorithms along with the best solutions/schedules calculated in the
given time frame.
In chapter 7, the results of experiments concerning the validity of the proposed process
are shown. This is achieved by comparing its results to the best known solutions of the
major RCPSP problem types.
In chapter 8, the preliminary design of a real project for the development of large scale
spatial data infrastructure for terrestrial areas network is presented to illustrate the pro-
posed approach. Based on the proposed model the project manager was interviewed about
the constraints, objectives and their weighting and degrees of freedom. Having modelled
the project and defined all the needed inputs, the proposed algorithm with three different
settings: a) as a single objective, b)using the given weights for the requested objectives
and c) looking for pareto-optimal schedules, was executed. Then the best schedules got
by each method, were presented to the project manager and the results were analysed.
Finally, in chapter 9, potential impact and significance of the conducted study, implica-
tions for researchers and practitioners and possible directions for further research on this
subject, are discussed.



Chapter 2
Literature Review

2.1 Project Management

The field of project management has taken decisive steps forward in the past decades. In
today’s competitive environment it is crucial to deliver quality products on time and within
budget. It is not surprising that project management has become a hot research topic.
Nowadays, the word ’project’ is very often used by practitioners and it implies differ-
ent things to different people depending on the context. It originates from the Latin verb
proicere, "to throw something forward” meaning ’something that comes before anything
else happens” thus initially, it referred to planning (Herroelen et al., 1998). A well accepted
definition of a project is given by the ISO where project is defined as a “unique process,
consisting of a set of coordinated and controlled activities with start and finish dates, under-
taken to achieve an objective, conforming to specific requirements including constraints of
time, cost and resources” (21500, 2012). An alternative definition is provided by the Project
Management Book of Knowledge where a project is defined as “’a temporary endeavour un-
dertaken to create a unique product, service, or result” (PMBOK, 2012). The notion of project
can be formally defined (Tavares, 2002) as "any purposeful transformation leading a system,
X, from an initial state, s, to a specific state, sop and so sg should represent the targets to be
achieved. This means that the concept of project implies: the identification of the system, X,
to be transformed, b) the description of the initial state, s and c) the description of the new
state, 5o, that should represent the targets of the project”.
Analysing the project’s definition, its temporary nature is indicated by the existence of a def-
inite beginning and end. The end is reached when the project’s objectives have been achieved
or when the project is terminated because its objectives will not or cannot be met, or the need
for the project no longer exists. The project’s duration is always finite and defined by the
timespan between the project’s start and end. Furthermore, the temporary nature of a project
indicates that a concentrated use of resources is needed to carry out the project. The unique
nature of projects expresses the fact that every project creates a specific product, service,
or result that differentiates it from other products, services, or results (PMBOK, 2012). A
successful project is a project that is finished on time, within the budget and according to the
preset specifications. Summarising, each project is characterised by:

A goal or objective: A definable end product, result or output that is typically defined in

terms of cost, quality and timing of the output from the project activities.

Uniqueness: A project is a one-at-a-time, not a repetitive undertaking.

Temporary nature: Projects have a defined start and end.
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Uncertainty: Projects are planned before they are executed and therefore carry an element

of risk.

Life cycle: A project passes through a life cycle that consists of different phases from

conceptual design, definition, planning and scheduling to execution and delivery of the

results.
A project consists of a number of events (milestones) and activities or tasks that have to be
performed in accordance with a set of precedence constraints. An event (milestone) refers
to a stage of accomplishment of activities, associated with a certain point in time and has a
zero duration and thus no resource requirements. Each activity has a duration and requires a
certain amount of one or more types of resources in order to be executed.
An activity can be preemptive (splittable), when the activity can be interrupted during its exe-
cution and started later on, with or without additional cost or time penalty, or non preemptive
when interruption is not allowed.
The duration of each activity can either be deterministic or stochastic. In the first case, the
duration is a single constant value, usually calculated as estimate using the average time
the activity should take, excluding uncontrollable contingencies or stochasticity. In very spe-
cific situations, which involve imprecision rather than uncertainty, activity duration can be
expressed using fuzzy numbers.
An activity can either be multi-mode, that is executable in different discrete modes, with each
mode having different duration, resource type and/or amount requirements or it can have a
single duration and set of resource requirements and then it is called single mode.
Resources may be of different types, including financial resources, manpower, machinery,
equipment, materials, energy, space, etc. Resources are classified as renewable, non renew-
able, doubly constrained and partially renewable.
Renewable resources are available on a period-by-period basis. Only the total amount of
resource used within each period is constrained and the per period availability of resource
type k is Rf . Typical examples of renewable resources, include manpower, machines, tools,
equipment, space, etc. The per period renewable resource units of type k required by activity
i, rﬁc may be a constant number for all the activity duration, a variable related to the activity’s
execution stage or it can be a stochastic variable.
Nonrenewable resources are available on a total project basis, with a limited consump-
tion availability for the entire project. Typical examples of nonrenewable resources include
money, raw materials and energy. The set of nonrenewable resources is denoted as RY. The
availability of nonrenewable resource type k is denoted as R}’ and the required amount for
the execution of activity i is rl?;{ and it can be deterministic, constant or variable, or stochastic.
Doubly-constrained resources are constrained per period as well as for the whole project.
Capital with restricted period cash flow and limited total cash amount is a typical example.
Man-hours per day in combination with a constraint on the total number of man-hours for
the project is another. Doubly-constrained resources can be incorporated by a combination
of a renewable and a nonrenewable resources (Blazewicz et al., 1986) thus usually are not
handled separately.
Fartially (non)renewable resources are resources whose availability is defined for a specific
time interval (subset of periods). This resource type was introduced by researchers recently
and is not used very often (Bottcher et al.,1996, Schirmer and Drexl,1996) although it is a
generalisation of the above resource types and can be used to define both renewable and non
renewable resources using a single resource type.
A project can be represented as a project network, Gantt chart (Clark (1954)), track plan-
ning (Herroelen (1998)) and line of balance (Lumsden (1968)). A project network can be
described as the graphical representation of events, activities and precedence relationships.
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A project network is a graph G = (N,A), consisting of a set of nodes N and a set of arcs
A. There are two possible modes of representation of a project network: the activity-on-arc
representation which uses the set of arcs A to represent the activities and the set of nodes N
to represent events, and the activity- on-node representation which uses the set of nodes N
to denote the activities or events and the set of arcs A to represent the precedence relations
(Demeulemeester and Herroelen, 1992).

Having defined what is a project and its main components, we can pass to project manage-
ment, that essentially is a set of processes aiming at a successful project accomplishment.
More formally, project management: “involves planning, scheduling and control of project
activities to achieve performance, cost and time objectives for a given scope of work, while
using resources efficiently and effectively” (PMBOK, 2012). Planning calls for the definition
of a listing of activities that must be performed along with requirements for the various types
of resources and estimates for the duration and costs of the various activities. Scheduling is
the laying out of the actual activities of the project in the time order in which they have to be
performed. This way the actual resources needed at each stage in the project are calculated,
along with the expected completion time of each of the activities. Finally, control focuses
on the difference between the schedule and actual performance once the project has started
(Lewis, 1998). All project management processes are mapped into ten Project Management
Knowledge Areas (PMBOK, 2012):

Scope management refers to the process of directing and controlling the entire scope of a
project with respect to a specific goal.

Quality management involves ensuring that the performance of a project conforms to the
specifications of the project stakeholders and participants

Schedule/time management involves the effective and efficient use of time to facilitate
the execution of a project.

Cost management deals with methods used to keep a project within its budget.

Risk management is the process of identifying, analysing, and recognising the various
risks and uncertainties that might affect a project.

Human resources management involves the function of directing human resources through-
out the life cycle of a project.

Contract/procurement management involves the process of acquiring the necessary re-
sources to successfully accomplish project goals.

Communications management involves having the proper skills to communicate to the
right people at the right time, using the proper organisation, routing and control of infor-
mation.

Project integration management includes the processes required to ensure that the various
elements of the project are properly coordinated.

Stakeholder management involves four processes: identifying stakeholders, planning
stakeholder management, managing stakeholder engagement and controlling stakeholder
engagement.

Herein the focus is given to schedule/time management that is often identified by practition-
ers as one of the most common causes of project failure (Duarte et al., 1995; Goldratt, 1997).
Schedule/time management involves the effective and efficient use of time to facilitate the
execution of a project and its effectiveness is reflected in the schedule performance as it is
calculated by comparing the actual progress and/or cost of the project to the initial baseline
schedule. Primary goal is to generate a feasible schedule, that is a schedule that respects the
logic of the project network (e.g. the precedence relations and time lags) and the availability
of resources and then optimise it under some objective either regular (monotone function of
the starting/finishing times), or non-regular.
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2.2 Project Scheduling

Scheduling problems have been investigated since the late fifties, motivated by the need to
improve and facilitate new products, mainly military, delivery. Applications can be found
in diverse industries such as construction engineering, software development, etc. Project
scheduling is very attractive for researchers, because the models in this area are rich and,
hence, difficult to solve.

Project scheduling involves the construction of a project base plan (baseline schedule) which
specifies for each activity the precedence and resource feasible start and completion dates,
the amounts of the various resource types that will be needed during each time period and
as a result the corresponding budget required for the execution of the project (Brucker et al.,
1999). The development of a realistic baseline schedule is critical to the successful accom-
plishment of a project. Fundamental issue is to generate a schedule that is not only prece-
dence and resource feasible, having fulfilled the resource and precedence constraints initially
set, but also robust, having minimised the effect of possible perturbations in the duration of
the activities and the resource availabilities during the execution. The project activities are
usually scheduled under one or more regular objectives (e.g. project duration) or non-regular
objectives (e.g. net present value of the project).

The project scheduling process can be roughly summarised as follows: a) design of the work
breakdown structure (WBS) and organisational breakdown structure (OBS) for the specific
project, b) definition of activities and events, available amounts and types of resources, along
with the estimation of the tasks duration, c) the definition of the precedence relationships and
time lags and d) selection of start times for the activities in order to fulfil the constraints set
in the previous steps, as shown in Figure 2.1.

Define Estimate AL

activities
and events

Precedence Check duration/ Develop

resource

availabilities execution schedule
needs

modes

/Lags

Fig. 2.1 Project scheduling process

The vast majority of the research efforts in project scheduling over the past years has concen-
trated on the development of procedures for the generation of an effective baseline schedule,
often called pre-schedule, predictive schedule or proactive, assuming that the environment is
deterministic and all the needed information exists and it is accurate (Vanhoucke et al., 2002).
The baseline schedule aids very important processes like the allocation of starting times and
resources for optimising performance measures (e.g. project duration) (Aytug et al., 2005;
Varma et al., 2007), planning external activities such as material procurement, preventive
maintenance, committing to external deadlines (Liang et al., 2012), and cash flow projec-
tions. Indeed, baseline schedules enable good scheduling and resource allocation decisions
that in turn allow quoting competitive and reliable due dates (Herroelen and Leus, 2004).

However, during execution, the project is subject to considerable uncertainty, which may
lead to schedule disruptions due to activities that took more or less time than originally
estimated, resources that became unavailable, material supplies that arrived behind schedule
and changes in scope that cause addition of new activities, merging or splitting of activities,
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abandonment of existing activities, etc. The recognition that uncertainty lies at the heart of
project planning induced a number of research efforts in the field of project scheduling under
uncertainty (Herroelen and Leus, 2005). One research track involves the development of
baseline schedules that are protected as well as possible against schedule disruptions that
may occur during project execution. On the other hand, another track focuses on reactive
scheduling that is about the revision and re-optimisation of the baseline schedule after one
or more unexpected events have occurred (Vieira et al., 2003).

Early work in the project scheduling field investigated scheduling situations with precedence
constraints between activities assuming that sufficient resources are available to perform
the activities. Following, scarce resources have been taken into account leading to so-called
resource-constrained project scheduling problems (RCPSP). More recently, multiple optimi-
sation objectives and variations and extensions of the initial model have been investigated.
Finally, the last few years the proactive - reactive schedule has started emerging. In the fol-
lowing sections, after presenting the most common way that project scheduling problems are
classified, an overview of the RCPS problem will be given, including its definition, the most
common mathematical formulations, existing variations and extensions along with popular,
optimisation objectives and exact and heuristic solution approaches.

2.3 Classification of Project Scheduling problems

The growing research efforts in the area of project scheduling have led to a wide and grow-
ing variety of problem types, as shown in Figure 4.2. This motivated the introduction of a
specific classification scheme. The extensive scheme commonly used in project scheduling
(Demeulemeester and Herroelen, 1992) resembles the standard scheme for machine schedul-
ing problems. In machine scheduling problems (Graham et al., 1979; Blazewicz et al., 1983)
there is a three fields classification scheme, o|B|y, where the first field [U+FFFC] describes
the machine environment, the second field is used to describe the task and resource character-
istics and the third field [U+FFFC] denotes the optimality criterion (performance measure).
In project scheduling, field « is used to describe the resource characteristics. It contains at
most four elements [U+FFFC] Qy,Q, q3, . The machining process (no machines, dedi-
cated, parallel identical, uniform in parallel, unrelated, etc.) is specified by the parameter «; .
However when dealing with a pure project scheduling problem the specification of structural
resources is irrelevant. This is denoted by using the empty symbol o; = o. The number of the
resources of a project scheduling problem (other than machines) is specified by parameter
op = {o,1,m}. When no resources are available o, = o, when only 1 resource type is avail-
able then a; = 1 and in case of multiple resource types then op = m, with m representing the
number of available resource types. Parameter oz denotes the specific resource types used
(o no resources, 1 renewable, T non renewable, 17 both renewable and non renewable, v
partially (non) renewable, etc.). Finally, o4 [U+FFFC] describes the resource availability
characteristics (o constant arbitrary amount, k constant amount of k units, v variable over
time, & stochastic, & fuzzy, etc.).

The second field B specifies the activity characteristics of a project scheduling problem. It
contains at most nine elements 1, B2, B3, Ba, Bs, Bs, B7, Bs, Bo. Parameter B, [U+FFFC] in-
dicates the possibility of activity preemption (o, pmtn for preemption and resume at another
time point, pmtn — rep for preemption and resume at the same point). The second parameter
B> concerns the precedence constraints and whether minimal and/or maximal time lags are
allowed.The third parameter 35 refers to activities’ deadlines. Parameter [U+FFFC] B4 de-
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scribes the duration type of the project activities, whether discrete, continuous, stochastic or
fuzzy. Parameter [U+FFFC] Bs describes the existence or not of activities and project dead-
lines. Parameter ¢ denotes the nature of the resource requirements of the project activities
(constant, variable, etc.). The type and number of possible execution modes for the project is
denoted by parameter ;. Parameter f33 is used to describe the financial implications of the
project activities by associating the cash flows with the activities. Parameter By is used to de-
note change-over times (no change-over, sequence-dependent, stochastic or fuzzy) that is the
time needed to pass from the execution of activity i using resource type r, to the execution
of activity j using the same or another resource type.

The third field y[U+FFFC] is reserved to denote optimality criteria, which are either regular
performance measures, involving functions which are nondecreasing in activity completion
times (Erenguc et al., 2001), like minimisation of the project duration (makespan), of the
project lateness or tardiness, of the sum of the direct and indirect project costs, etc. and
non regular performance measures as the maximisation of the net present value of a project
characterised by arbitrary cash flow values.
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Fig. 2.2 Typology of Scheduling problems

2.4 The Resource Constrained Project Scheduling Problem

In the late 1950s the development of PERT (Program Evaluation Research Technique) and
CPM (Ceritical Path Method) techniques allowed projects to be described using network di-
agrams where, either activities are represented by nodes, and the inter-relations between the
activities are defined by the network structure (Activity on Node - AoN) or activities are
represented by arcs (Activity on Ark - AoA). However, this way it is possible to deal only
with the time aspect assuming that there are no resource restrictions. In practical situations
it is uncommon to be able to follow a schedule generated using either PERT or CPM due to
insufficient resource availability (Icmeli and Erenguc, 1994).

The first complete survey of this area was performed by (Davis, 1973) who categorised
the resource allocation problems into three types: time/cost trade-off problems, problems
in which resource demands are levelled and project scheduling problems with fixed resource
limits. In addition, (Davis and Patterson, 1975) remarked on the strong similarities that exist
between project scheduling problems and job-shop sequencing and assembly-line balanc-
ing problems. The correspondence between project scheduling and assembly-line balancing
problems was summarised by (Icmeli and Erenguc, 1996¢) as in Table 2.1:
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Table 2.1 Job-shop sequencing and assembly-line balancing problem compared to project scheduling as referred by Icmeli

(1996)

Assembly-line balancing Project scheduling

Work elements Activities

Work element times Activity resource requirements

Work stations Days

Cycle time Maximum available units of resource

This particular problem of scheduling a project’s activities under precedence and resource
constraints is known as the “resource-constrained project scheduling problem” in the liter-
ature. It was firstly proposed by Kelley 1963 while solving the project scheduling problem
with resource constraints in 1963. It is a very general scheduling problem which may be used
to model many applications in practice like production process, school timetable, construc-
tion projects and it is a combinatorial optimisation NP-hard problem.

The problem is built upon three main axes: activities, resources and performance measures.
A project consists of single activities, the execution of each activity requires resources from a
predefined total available amount, so it is resource constrained and one or more performance
measures are used to compare the generated schedules, that are the optimisation objectives
(Liu et al., 2009).Therefore, Resource Constrained Scheduling consists of scheduling activ-
ities on scarce resources, with each activity requiring one or more resource types at a time,
and each resource being available in the same quantity throughout the planning period (Leon
and Balakrishnan, 1995).

The first optimisation objective used for the resource-constrained project scheduling prob-
lem, was the project’s makespan, that is the project’s total duration. The corresponding op-
timisation problem was defined as "finding precedence and resource feasible start times for
all activities such that the makespan of the project is minimised” (Davis, 1973). Later on, the
RCPSP was defined in more detail as the problem consisting in scheduling all the activities
of a project so as to minimise its total duration subject to zero-lag feasible precedence of
the PERT/CPM type and constant availability constraints on the required set of renewable
resources (Herroelen et al., 1998).

Summarising, as illustrated in Figure 2.3, RCPSP involves the scheduling of project activi-
ties subject to finish-start precedence constraints with zero time lag and constant renewable
resource constraints in order to minimize the project duration. Activities have a single exe-
cution mode with a fixed integer duration, preemption is not allowed and renewable resource
requirements are constant throughout the duration of an activity. This problem is denoted
as m, 1|cpm|Cpay using the classification scheme presented in Section 2.3 (Herroelen and
Demeulemeester, 1996).
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Fig. 2.3 RCPSP: (a) Activity on Node representation of the project’s network, (b) duration and resource requirements of each
activity and (c) resulting schedule when the resource’s availability is five units

This problem deals with the optimum allocation of scarce resources over time and results in
the definition of which activities are to be performed at which particular time. The allocation
of scarce resources over time has been the subject of extensive research since the early days
of operations research in the mid 1950s (Tavares, 2002). The result is a vast and not easy to
digest literature and there is a considerable gap between scheduling theory and its applica-
tion in practice. Practitioners often blame scheduling theoreticians for studying toy problems
that oversimplify the reality. On the other hand theoreticians blame practitioners for their
reluctance in applying the recent developments in practice and give valuable feedback (De-
meulemeester et al., 1994). Despite the valid arguments about its simplified formulation, the
resource-constrained project scheduling problem has become a standard problem for project
scheduling in the literature.
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2.4.1 Problem Definition

The resource constrained project scheduling problem (RCPSP) may be formulated as follows
(Chrlstoﬁdes et al., 1987; Demeulemeester et al., 1994):
There is a single project cons1st1ng of nactivities i = 1, ..., n plus, adummy source activity
0 representing the “project start” and a dummy sink act1v1ty n+ 1 representing the “project
end”, both with zero duration and resource requirements.
Each activity i, has a duration of d; time units. Setup times are not taken into consideration
separately but are included in the duration.
There are two kinds of constraints, precedence and resource related.
The activities should be processed in a specific order given by the precedence constraints,
where each activity i should start after the completion of all its immediate predecessors.
Precedence constraints are given by relations i — j , where i — j means that activity j
cannot start before activity i is completed.
When the structure of the project is represented by an activity-on-node network G =
(V,A), then the vertex set V = {0,1,...,n,n+ 1} contains all activities and the set of
arcs A = {(i,j)|i,j € V;i — j} represents the precedence constraints. For each activity i
we define the set of predecessors of activity i as Pred (i) := {j|(j,i) € A}
Performing an activity requires resources, which have limited capacity. There is a set of
K renewable resource types k = 1,...,r, and each resource type has a limited capacity Ry
that is constantly available at any time.
Each activity i in order to be executed, requires 7y, units of resource type k. The required
resources are not consumed but used for the time period of the activities duration and then
returned to the resource pool.
The activities are assumed not preemptive, thus their processing cannot be stopped once
it has been started.
All data is assumed to be deterministic and known in advance.
The objective is to determine starting times S; for all the activities i = 1,...,n in such a
way that:
at each time ¢ the total resource demand is less than or equal to the resource availability
of each resource k =1,...,r
the given precedence constraints are fullfilled so each activity should start after the
completion of all its predecessors and
the makespan, that is the total project duration, which is the completion time of the
dummy sink activity representing the “project end”, is minimised.

The vector S = S; defines a schedule of the project, under the condition that preemption
of activities is not allowed. A schedule S is called feasible if all resource and precedence
constraints are fulfilled.
The RCPSP can be conceptually formulated (Christofides et al., 1987; Demeulemeester and
Herroelen, 1992), as follows:

min fpi (2.1
Si+d;<S; j=1,...,n, i € Pred(j) (2.2)
Y, ru <R Act(t)={jlj=1,....,n ;31 <t <S8;} (2.3)

JEAct(t)
$;>0 j=0,...n+1 (2.4)
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The objective function of Equation 2.1 minimises the completion time of the project’s end
activity and thus the makespan of the project. Constraints defined in Equation 2.2 take into
consideration the precedence relations, that are of “finish to start with no time lag” type.
The constraints set in Equation 2.4 limits the total resource usage within each period to
the available amount. By relaxing the resource constraints, set in Equation 2.4, the problem
reduces to the CPM case and can be easily solved in polynomial time by forward recursion.
Equations 2.1 to 2.4 do not give a mechanism to compute Act(¢), hence the problem with the
above formulation cannot be solved using linear programming. To overcome this deficiency,
the RCPSP has to be modelled with 0-1 variables as outlined in Pritsker et al. 1969.
Following is presented this 0-1 integer programming formulation of RCPSP. This formula-
tion can be used to directly solve small instances of the problem as it requires the use of
nTmax at most) binary decision variables and n+n(n— 1) /24 kT max number of constraints
that is & (nz) ~+ kT restrictions (Maniezzo and Mingozzi, 1999).

s,
min Z t-En (2.5)
t=es,
Is;
st Y &i=1 (2.6)
t=es;
Isj Is;
Yo r&i— Y r-&i>d (i,j) €A 2.7
Z‘IESJ' t=es;
t
Z Tik Z &ir <Ry t:();---aTmax Tmax:Zdi (28)
i€Act(t)  t=0(t,i) i
o(t,i) =max(0,t —d;+ 1) (2.9)
Ere{0,1} t=es;,...,Is; (2.10)

In this formulation, the binary variable &; gets the value 1 when the corresponding activity
starts at the beginning of period ¢, assuming that time period t corresponds to the time interval
[t, t+ 1] and the value O otherwise. The time window [es;, Ls;] of earliest and latest start times
for each activity i is computed by performing a forward and backward recursion on the graph
G, by setting es; = 0 and Is,, = T}, Where T}, is the time horizon that equals a feasible finish
time of the project as it can be calculated by any heuristic method (Elmaghraby, 1977).

The objective function of Equation 2.5 minimises the project’s makespan by minimising the
start time of the project’s end activity, as &, has value 1 when ¢t = S, thus min Zﬁi”esnt-
Ew = min (0+0+...4+S,-1+0+---40). Constraints set in Equation 2.6 secure that each
activity is executed exactly once, while constraints (2.7) take care of the standard precedence
constraints, since if 1; = §; and #; = §; then §; — S; > d; for all activities i that are predecessors
of activity j, these constrains are of "finish to start with no time lag” type. Constraints (2.8)
reflect the resource availability restrictions, by calculating for each resource type the amount
of resources being used by the in progress activities each time period and comparing it to the
amount available. An activity is being executed in period ¢ if it has been started in period ¢
where 0 < g <t —d; + 1. Finally, constraints (2.10) define the binary decision variables.
Here should be noted that the size of the formulation is favourably affected by an increased
amount of sequencing, by activities with relatively long duration and by close proximity of
the scheduling horizon to the optimal project completion date (Pritsker et al., 1969).
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Other formulations are presented by: a) Alvarez Valdes and Tamarit (1989) that is based on
the definition of a set of all minimal resource incompatible sets where a resource incompat-
ible set is a set of activities between which no precedence relation exists and that can be
resource feasibly scheduled in parallel and it is called minimal if it is impossible to remove
an activity and still have a resource incompatible set, this formulation requires &'(n?) deci-
sion variables and &'(2") restrictions, b) Mingozzi (1998) that defines feasible subsets, which
are subsets of activities between which no precedence relation is specified and that, if sched-
uled in parallel, do not violate the resource constraints and requires [U+FFFC] O (2" Tay)
binary decision variables and &'(n?, nT,,,,) restrictions and c) Klein (2000), where the binary
decision variable x; is 1 if activity i is in progress at ¢ or has been in progress before ¢ and 0
otherwise, there are needed & (nT,,4,) decision variables and &'(1n?T;,,,) restrictions.

2.4.2 Variations and Extensions

While the RCPSP as given above is already a powerful model, it cannot cover all situations
that occur in practice. Therefore, many researchers have developed more general project
scheduling problems, often using the standard RCPSP as a starting point. Generalisations
of the activity concept, precedence constraints and network characteristics as well as exten-
sions of the resource concept and multiple objectives have been proposed the last few years
(Hartmann and Briskorn, 2010).

The common point of all the variants of the RCPSP problem is the fact that each time one or
two facets of the actual problem are included in the problem definition letting out the rest of
them and conditions or axioms usually are applied to all the activities of the projects although
this is not the case in the real world. In the approach proposed in this thesis all the following
variants are integrated as alternative ways of describing each task composing the project and
the problem and solution process are defined accordingly.

2.4.2.1 Preemptive scheduling

The preemptive resource-constrained project scheduling problem (PRCPSP) allows activi-
ties to be preempted at any integer time instant and restarted later on at no additional cost
(Demeulemeester and Herroelen, 1992; Bianco et al., 1998; Brucker et al., 1999; Debels and
Vanhoucke, 2005). This problem is denoted as m, 1|pmtn, cpm|Cy,, using the classification
scheme presented in Section 2.3 (Herroelen et al., 1999). In this case, the duration d; of an
activity i may be splitin [U+FFFC]d; duration units, as shown in Figure 2.4.
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Fig. 2.4 P-RCPSP: (a) Activity on Node representation of the project’s network, (b) duration and resource requirements of
each activity and (c) resulting schedule when the resource’s availability is five units

Each duration unit j = 1,2,...,d; of activity i is assigned a finish time f;;. [U+FFFC] To
simplify the conceptual formulation, a variable f; o denoting the earliest time that an activity
i can be finished is used. In the PRCPSP only relations of finish - start” type with O time-lag
are allowed. Therefore f; o equals to the latest finish time of all its predecessors. An activity
i belongs to the set of activities in progress at time 7, Act(¢) if and only if one of its duration
units finishes at time 7. Having in mind the above, the PRCPSP can be modelled conceptually
in the following way:

min f,0 (2.11)

st fia, < fio V(i,j) €A (2.12)

fijaa+1<fij fori=1,...,nand j=1,...,d; (2.13)
fio=0 (2.14)

Y ri<a fork=1,...mandt=1,...,fo (2.15)

i€Act(t)

The objective function 2.11 minimises the project makespan by minimising the earliest start
time of the dummy end activity which by assumption has a duration of 0. Equation 2.12
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ensures that all precedence relations are satisfied by requiring the earliest start time of each
activity j to be larger than the finish time of the last unit of duration of each predecessor i. In
Equation 2.13 it is specified that the finish time for every unit of duration of an activity has to
be at least one time unit larger than the finish time that the previous unit of duration has been
assigned. The dummy start activity is assigned an earliest start time of 0 in Equation 2.14.
Equation 2.15 ensures that the resource constraints will not be violated by requiring the total
amount of used resources at each time instant to be less or equal to the available amount per
resource type. Another, well known formulation of the PRCPSP, is the binary formulation
proposed by Kaplan (1988) where the binary variable x;; is defined to be 1 if i is in progress
in period ¢ and to be 0 otherwise.

Based on the recent review of Hartmann 2010, following are presented some variations of
preemptive scheduling, focusing in the diversity of problem settings currently available.
Slowinski (1981) and Weglarz (1980) have studied the preemptive case when continuous
processing times are assumed for the different activities and these activities can be restarted
later on at no additional cost. Franck et al. (2001) propose a calendar concept for project
scheduling where activities are allowed to be interrupted but only at specific points defined
in the calender and each activity j has a minimum processing time j during which it may
not be interrupted. Debels and Vanhoucke (2005) extend the concept of preemption by a fast
tracking option where the parts of a preempted activity can be carried out either in sequence
or in parallel. Ballestin et al. (2007) consider a variant in which an activity may be interrupted
at most m times. Damay et al. (2007) consider two types of activities, the first type contains
non-preemptable activities and the second one preemptable at arbitrary points in time.
However, in practical situations not all activities are preemptable and often preemption is
only possible in specific points of time and has a minimum, not unitary, duration per sub-
activity. For example a task like a software module’s development could be split at definite
time instances corresponding to the sub-modules completion but it wouldn’t be wise to split
it in the middle of a complex function development.

2.4.2.2 Multiple modes

The standard RCPSP assumes that an activity can only be executed in a single way which
is determined by fixed duration and fixed resource requirements. The activity concept as
given in the standard RCPSP has been extended by allowing several alternatives (modes)
in which an activity can be performed. In the so called, multi-mode resource-constrained
project scheduling problem (MRCPSP), each activity can be performed in one out of several
modes (Elmaghraby, 1964). Each mode reflects a feasible way to combine an alternative du-
ration and different levels of resource requirements that allow accomplishing the underlying
activity. The idea is based on the assumption that by using more resources of the same type
or more efficient types of resources it is possible to get shorter execution time.

The corresponding optimisation problem can be stated as: ”given a set of interrelated ac-
tivities (precedence relations) where each activity can be performed in one of several ways
(modes) and each mode is characterised by a known duration and given resource require-
ments, when should each activity begin and which resource — duration mode should be
adopted so as to optimise some managerial objective?” (Boctor, 1990).
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Fig. 2.5 MRCPSP: (a) Activity on Node representation of the project’s network, (b) duration and resource requirements of
each activity, (c) resulting schedule when the resource’s availability is five units and mode assignment {0,0,0,0,0,0,0,0,0}
and (d) resulting schedule when the resource’s availability is five units and mode assignment {0,0,1,1,2,0,1,0,0}

In MRCPSP, as illustrated in Figure 2.5, each activity can be performed in one out of a set
of prescribed ways, called modes, with mode specific duration and resource requirements. A
mode represents a way of combining different resources and/or levels of resource requests.
M; denotes the number of distinct modes of activity i. The duration of activity i being per-
formed in mode m;, 1 < m; < M;, is given by d;,,,. Once an activity is started in one of its
modes, it is not allowed to be interrupted or switch mode. Following (Patterson et al., 1989),
renewable, non renewable and doubly constrained resources are distinguished. While renew-
able resources have a limited per-period availability, nonrenewable resources are limited for
the entire project, and doubly constrained resources are limited both for each period and for
the whole project. However, since the doubly constrained resources can be represented by
a pair of, one renewable and one non renewable resource type, we do not consider them
explicitly.

The set of renewable resources is referred to as RP. For each renewable resource k € RP the
per period availability is constant and given by Oc,f . For nonrenewable resources, the avail-
ability within the entire project is limited. The set of nonrenewable resources is denoted as
RY. For each nonrenewable resource / € RV the overall consumption for the entire project
is limited by «”. Each activity i in mode m; requires the consumption of rgnik renewable
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resources of resource type k € RP and r;, ;) 0N renewable resources of resource type [ € RY.
The objective of the MRCPSP problem is to find a makespan minimal schedule that deter-
mines: a) timing of activities and b) assignment of modes, such that the schedule is feasible
with respect to the precedence and resource constraints. The MRCPSP can be conceptually
formulated as (Hartmann, 2001):

min Sy (2.16)

s.t. Si+dim <Sj ViEPred(j) .17

Y <o VkeRP VmieM; (2.18)
i€ACt(r)

Y ring <o VIER Vm; €M, (2.19)
Vi

50 =10 (2.20)

s; € intTVi (2.21)

Each activity i has to be performed in exactly one mode m;. The objective function 2.16 min-
imises the total makespan of the project. Constraints set in Equation 2.17 are used to take the
finish-start precedence relations with a minimal time lag of zero, into account. Constraints
(2.18) and (2.19) concern the renewable and non renewable resource limitations, respec-
tively. Equation 2.20 sets the project start at time instance zero and Equation 2.21 ensures
that the activity start times get non negative integer values. A mathematical programming
formulation for this model has been developed by Talbot (1982).

Before starting any solution process for the MRCPSP a procedure introduced by Sprecher
et al. (1997) to reduce the volume of the data and speed up the execution of the solution
algorithm is used to simplify the given inputs. More specifically, this procedure excludes
modes which are inefficient or non-executable and resources which are redundant. A mode
m; is called inefficient if there is another mode m| of the same activity with the same or

smaller duration, dj,; < dj»; and no more requirements both for renewable, rl’.)m,_ < rf; . and

non renewable, rY ,, < rY  resources.
in;l im;l

rh > o (2.22)

Y min(r}, )+ b > o (2.23)
J#

A mode m; is called non executable if its execution would violate either a renewable (2.23)
or a non renewable (2.22) resource constraint.

Zmax(r}’mj,) <o (2.24)
J

A non renewable resource 7 is called redundant if the sum of the maximal requests for that
nonrenewable resource can not exceed its availability (2.24). Excluding these modes and/or
resources does not affect the set of feasible or optimal schedules.

Summarising, the MRCPSP includes time/resource and resource/resource trade-offs, multi-
ple renewable, nonrenewable and doubly-constrained resources. In the basic problem setting
activities have to be scheduled in one of their possible execution modes subject to renewable
and nonrenewable resources. Under the minimum makespan objective the general problem
can be denoted as m, 1T |cpm,disc,mu|C,,, for projects with finish-start precedence con-
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straints with zero time lag (Herroelen et al., 1997). It is a strong NP-hard problem and in the
case of at least two non renewable resources, the problem of finding a feasible solution is
already NP-complete, as was demonstrated by Kolisch and Drexl (1997).

2.4.2.3 Generalized temporal constraints

In the classical RCPSP, to start executing an activity all its immediate predecessors should
have been finished. This precedence concept can be extended by considering generalised
precedence relations (GPRs) with minimal and maximal time lags that can be used to define
release dates and deadlines. There are four types of GPRs: start-start (SS), start-finish (SF),
finish-start (F'S) and finish-finish (FF) precedence constraints. Minimal time lags in a F'S
relation introduce a time period ¢ between the finish time of activity i and the start time of
activity j. Allowing negative minimal time lags implies that the corresponding activities may
overlap. Similarly maximal time lags in a F'S relation, introduce a maximum time period ¢
between the finish time of activity i and the starting time of activity j. A release date is a
minimal finish to start time lag between the dummy source and the under question activity j
and a deadline is a maximal finish to finish time lag between the dummy source activity and
activity j. GPRs are often useful in practice, for instance in cases where activities require
fixed or simultaneous starting or completion times, non-delay execution, mandatory over-
laps with other activities, time-varying resource requirements and deadlines ((De Reyck and
Herroelen, 1999)).

The resource-constrained project scheduling problem with generalised precedence relations
is often denoted as RCPSP-GPR or RCPSP/max and extends the standard RCPSP problem
m, 1|cpm|Cyac by allowing start-start, finish-start, start-finish and finish-finish precedence
constraints with both minimal and maximal time lags. This extension can be denoted as
m, 1|gpr|Cpay. Furthermore, the use of minimal and maximal time lags allows modelling
of activity deadlines as well as variable resource requirements and availabilities. Therefore,
generalised precedence constraints can lead to a very general resource constraint scheduling
problem setting denoted as m, 1, vot|gpr, p;, 0, Vr|Cpax (Herroelen et al., 1999).
Generalised precedence relations with minimal and maximal time-lags between two activi-
ties i and j have the form:

si+SSP" < 57 < i+ SSI (2.25)
fit FSI" <s; < fi + FSi™ (2.26)
si+SFj™ < f; < si+ SF* (2.27)

fit FEJ™ < f; < fi+ FE; 228)

where in the Equations [U+FFFC]2.25 to 2.28, SS{;’.i" represents a minimum time-lag be-
tween the start time s; of activity i and the start time s; of activity j, likewise SET}M denotes
a minimum time-lag between the start time s; of activity i and the finish time f; [U+FFFC]
of activity j, similar definitions apply for SE’]’-”", F ITiTi”, SS;, etc. A common graphical
representation of a network with time lags, is shown in Figure 2.6. A small rectangle is
used to represent each activity. The left (right) side denotes the activity’s start (completion).
The activity’s id and duration are written in the rectangle. Time lags are represented by ar-

rows between the associated sides of the rectangles and the values are set in parenthesis
(lagmin lagmax)
, .
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Fig. 2.6 Example digraph with time lags

The GPRs can be represented in standardised form by transforming all of them to the same,
arbitrary selected, form:
Sj_si26ij V(l,J) eE 2.29)

In Equation 2.29, that represents the so-called temporal constraints where all the generalised
precedence constraints have been transformed to SS, we define §;; to be the time-lag required
between activities i and j and E the set of pairs of activities (i, j) with precedence relation-
ships. A schedule that satisfies the temporal constraints of type 2.29 is termed time-feasible.
The rules introduced by Bartusch et al. (1988) are used to represent all the different kinds of
time lags in the standardised form:

si+SS™ < sj = si+ 6 < 55 with &;; = S} (2.30)

Si+SSI > 57— 55+ 8 < 5 with §j; = —SS (2.31)

si+SF™ < f; — s+ 6, < s; with &; = SF//"" — d; (2.32)

Si+ S > fj— s;+ 8 < 5 with 8j; = —(SF/** — d;) (2.33)

fi+ FSPim <sj— s;+ 68 < s; with &; = FS}i" +d; (2.34)
fi+FSI™ > 57— 55+ 8;; < 5; with §j; = —(FS]™ +d;) (2.35)

fi+ FF™ < fj — si+ 8 < s; with &; = FF/}" +d; — d; (2.36)
fi+FF > fi— s;+8;; < s; with §j; = —(FF/" +d; — d) (2.37)

The interval [U+FFFC] [s; —|—SS;?}"”,sl~ + 887 is called the time window of s5; [U+FFFC]
relative to s;, SF, FF, FS time windows are defined analogously (Bartusch et al., 1988).
This reduction makes possible the representation of the temporal constraints using a digraph
G = (V,E) where each task is a vertex of the graph. An edge from i to j is formed if there
are one or more constraints of the form s; + &;; < s;. The maximum value of J;; of all the
constraints, between each two activities, is assigned as weight to the edge (i, j), as illustrated

in Figure 2.7.
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Fig. 2.7 RCPSP/max: (a) Representation of the project’s network extended for GPRs using the G(V,E) digraph, (b) duration
and resource requirements of each activity

It should be noted that project networks with GPRs when depicted as digraphs may contain
cycles, a cycle is a directed path < iy, i, ij,...,i; > with s = ¢. The length of a cycle in a
project digraph equals to the sum of all the lags associated with the corresponding path. It
holds that if the project network does not contain any cycle of positive length then there are
time-feasible schedules.
To ensure that the dummy start and finish activities correspond to the beginning and the
completion of the project, it is required to ensure through the constraints that the dummy
start activity will always be executed before every other activity and the dummy end activity
will never terminate before any other activity.
The RCPSP/max problem can be conceptually formalised using the standard RCPSP equa-
tions 2.1 - 2.4 by replacing the precedence constraints of Equations 2.4 with Equation 2.29
and adding the following constraints:

5;>0 (2.38)

50="0 (2.39)

Equation 2.38 ensures that start times of activities are non negative numbers and Equation
2.39 sets the starting time of the dummy start activity to zero.

The initial idea about GPRs was introduced by Kerbosh and Schell (1975). Other studies
include Elmaghraby (1977), Wiest (1967), Bartusch et al. (1988). In the last decade problems
with minimal and maximal time lags have been discussed by a large number of authors like
De Reyck et al. (1998), Dorndorf and Pesch (2000), Chassiakos and Sakellaropoulos (2005)
etc.

2.4.2.4 Resource requests varying with time

The activities in standard RCPSP require constant amounts of renewable resources, that is,
the per-period request for a resource remains unchanged until the activity has been com-
pleted. This can be generalised by resource requests varying with time. This is formalised
by denoting with r;, the request of activity i for renewable resource k in the ¢ period of its
processing time. This problem can be conceptually formalised using the standard RCPSP
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equations 2.1 - 2.4 or 2.5-2.10 by slighthly changing the way that the resource constraints
are formalised, Equations 2.4 and 2.9 respectively, as follows:

Y, rju <R Act(t)={j| j=1,....n S;+1<1<S8;} (2.40)
JEAct(t)

!
Z Vikt Z éirSRk[:Ow'meax (2.41)

i€Act(t) T=0(1,i)

Note, that the only change is the replacement of the constant resource requirement r; with
the variable resource requirement ry, in Equations 2.40 and 2.41.

This extension has not yet received great attention in literature and there is a very restrict
number of methods and applications for the case of varying resource requests. More specif-
ically, (Hartmann, 2013) proposes an extension of RCPSP to include resource requests and
availability varying with time. Cavalcante et al. (2001) had a similar problem setting han-
dling activities with time-dependent resource requests for one renewable resource. Similarly,
Drezet and Billaut (2008) deal resource requests having a minimum and a maximum value
per period. Here should by noted that resource requests varying with time can be transformed
into constant requests if maximal time lags are available by splitting the activities into parts
with constant requests and adding a precedence constraint to order the sequence of execution
of the parts (Bartusch et al., 1988).

2.4.2.5 Generalised resource types and variable availability

The basic RCPSP features only one type of resources the renewable type that is available in
each period with its full capacity. In project scheduling with multiple modes three different
kinds of resources are considered (Sprecher et al., 1997): renewable, non-renewable and
doubly constrained. Renewable are limited on a per period basis, Machines and manpower
are examples of this resource category. Non-renewable have a limited capacity for the entire
project. An example of this resource category is money if the budget of the project is limited.
Doubly constrained are limited both for each period and for the whole project, an example
of this resource category is money in the case that not only the budget of the project but also
the per-period cash-flow is limited.

Less commonly used are the partially renewable resources, which generalise both renewable
and non-renewable resources by defining different per period availabilities over a total avail-
ability for the whole project.Furthermore, continuous resource availability instead of discrete
is needed in cases that the resources correspond to e.g. energy, raw materials like liquids, etc.
Finally, dedicated resources refer to resources that can be assigned to one activity at a time,
can be represented by renewable resources with 1 unit of per period availability.

In the RCPSP problem, resource availabilities have been assumed to be constant over time.
This assumption is not very close to what actually happens in practical cases where changing
availability of workers due to vacations, maternity leaves, sickness or varying equipment
capacities due to maintenance or damage are on the everyday schedule. Bartusch et al. (1988)
proves that a way to deal with resource capacities varying with time is to transform them into
constant capacities by using minimal and maximal time lags. The constant capacity would be
defined as the maximum of the time-dependent capacity over time, and for each time interval
with a smaller capacity, an artificial activity is defined to reduce the capacity appropriately.
Each artificial activity is then fixed to the desired time interval using a minimal and a maximal
time lag.



26

2 Literature Review
2.4.2.6 Alternative Objectives

In addition to the parameters previously analysed there are also various alternative optimisa-
tion objectives, although the minimisation of the makespan is the most popular one. These
objectives can be classified as: time based, robustness based, objectives for rescheduling
and objectives based on renewable resources and non-renewable resources consumption and
smoothness of profiles.

Time-based objectives

Besides the objective of minimising the makespan C,q, := max!_,C;, where C; = S; +d; =
fi one may consider other objective functions depending on the completion times of the
activities, like the total flow time, )./ ; C; or more generally the weighted (total) flow time
Y, wiC;. Other objective functions depend on due dates dd;, which are associated with the
activities, as follows:

Lmax = maxl’leL,-, L,‘ = C,' — ddl (242)
n
Y T, T, =max{0,C;—dd;} (2.43)
i=1
n
Y Ui, Ui=0if C; <dd; otherwise U; = 1 (2.44)

i=1

where Equation 2.42 describes the maximum lateness. Equation 2.43 describes the total tar-
diness, Ballesti'n et al. (2008), Kolisch (2000), and Viana and de Sousa (2000) consider the
minimisation of the weighted version of this objective. Equation 2.44 refers to the number of
late activities.

All the above objective functions are regular, thus monotone non-decreasing in the comple-
tion times. On the other hand, objectives like the maximum earliness (2.45) are an example
for a non regular objective function (Vanhoucke et al., 2003; Lorenzoni et al., 2006).

max_E; with E; := max{0,dd; — C;} (2.45)

Another non regular objective function that is quite commonly used (Kimms, 2001; Mika
et al., 2005; Vanhoucke et al., 2008) deals with the net present value, where a so-called cash-
flow cf" € R is associated with each activity i and it is supposed to occur at the completion
time C; of i. The objective is to maximise the net present value (NPV) (2.46) given a discount
rate o0 > 0.

clemdGi (2.46)
=1

1

Objectives based on resources

Resource based objectives occur in the area of resource investment (RIP) and resource lev-
elling problems (RLP). In the RIP (Neumann and Zimmermann, 2000; Drex]l and Kimms,
2001) the resource capacities R are not given but have to be determined as additional deci-
sion variables, given the per unit cost of each resource type c; and a target value of resources
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to be used Y, the objective is to find a schedule with makespan less than the given project
deadline T and minimal resource cost.

In the RLP, the variation or the deviation of the resource usage over time is measured. In
the deviation problems given a resource profile, where r;(¢) the resource usage of resource k
the time period ¢ € 1,...,T], the goal can be (Davis, 1973; Viana and Pinho de Sousa, 2000;
Neumann and Zimmermann, 2000) to minimise the deviation from a given resource usage
level (2.47), the overload (2.48) or the squared deviation (2.49)).
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On the other hand, in variation problems the resource usage should not substantially vary over
time. This can be achieved by minimising the per period variation (2.50), the max variation
(2.51), or the squared per period variation (2.52).
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Robustness-based objectives

During the execution of a project, delays may occur that could not have be foreseen when
the schedule was determined. Therefore, a project manager might be interested in a robust
schedule, that is a schedule in which a delay has only a limited effect. This approach is often
referred to as proactive scheduling (Abbasi et al., 2006; Kobylanski and Kuchta, 2007).

Objectives for rescheduling

Rescheduling is necessary if the project is already in progress, but due to unexpected events
(e.g., delays) the schedule that has been calculated before the start of the project is no longer
valid. In such a situation, the problem’s characteristics may have changed. For example, some
activities may already be finished and can be ignored, other activities may be in progress
and must be considered unchangeable and the resource availability may have changed and
might even have switched from time-independent to time-dependent. In contrast to proactive
scheduling which anticipates disruptions by building robust schedules, here the case is that
some disruption has already occurred and a new schedule has to be determined with minimal
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differentiation from the original/baseline schedule. This case is often referred to as reactive
scheduling (Vanhoucke et al., 2002; Calhoun et al., 2002).

2.4.3 Complexity

When scheduling problems or more generally combinatorial optimisation problems are con-
sidered, an important issue is the complexity of the under question problem. Complexity
theory provides a mathematical framework in which computational problems can be studied
so that they can be classified as “easy” or hard” (Karp, 1975; Graham et al., 1979; Garey
and Johnson, 1979; Shmoys and Tardos, 1993). A computational problem can be viewed as
a function f that maps each input x in some given domain to an output f(x) in some given
range. Complexity theory is about the time required by an algorithm to compute f(x) as a
function of the length of the encoding of the input x, denoted as |x|. The efficiency of an al-
gorithm that computes f(x) on input x is measured by an upper bound 7' () on the number of
steps that the algorithm takes on any input x with |x| = n. In most cases it is difficult to calcu-
late the precise form of the T function, therefore its asymptotic order is used. T'(n) = O(p(n))
if there exist constants ¢ > 0 and a non negative integer ng such that 7' (n) < c-p(n) ¥V n > ny.
A problem [U+FFFC] is considered to be “easy” if there exists an algorithm A for its solu-
tion which has execution time, T (1) = O(n*) for some constant k. Therefore, T'(n) is bounded
by a polynomial function of n. A polynomial-time (polynomial) algorithm is one whose time
complexity function is O(p(n)), where p is some polynomial and n is the input length of
an instance. Each algorithm whose time complexity function cannot be bounded this way is
called an exponential-time algorithm (Garey and Johnson, 1979).

Any scheduling problem can be formulated as a decision problem, for example “’Is there a
feasible schedule with the given resource and precedence constraints?”. Note that the ‘yes’
answer can be certified by a small amount of information and can typically be verified in
polynomial time. A decision problem can not be computationally harder than the correspond-
ing optimisation problem e.g. “Find the feasible schedule which has the smallest schedule
length”. That means that if one is able to solve an optimisation problem in an efficient way,
then it will also be possible to solve a corresponding decision problem efficiently. On the
other hand, if the decision problem is computationally hard, then the corresponding optimi-
sation problem will also be hard (Demeulemeester and Herroelen, 1997).

P class consists of all decision problems that may be solved by the Turing machine (an ab-
stract computer), in time bounded from above by a polynomial time algorithm in the input
length. The NP class [U+FFFC] of decision problems consists of all decision problems
for which no polynomial time algorithms are known but for which the ‘yes’ answer can be
verified in polynomial time. It follows that P C NP. If a NP — complete problem would be
solvable in polynomial time, then each problem in NP would be also solvable in polynomial
time. The principal notion in defining [U+FFFC] NP — completeness is that of a reduction.
For two decision problems P and Q, we say that P reduces to Q, if there exists a polynomial-
time computable function g that transforms inputs for P into inputs for Q such that x will be
a yes input for P if and only if [U+FFFC]g(x) is a yes input for Q. A decision problem is
NP — complete if it is NP and every other problem in NP can be reduced to it. An optimisa-
tion problem will be called NP — hard if the associated decision problem is NP — complete.
To prove that an optimisation problem is computationally hard, one has to prove that the
corresponding decision problem is NP — complete. To prove that an optimisation problem is
easy, it is sufficient to find an optimisation polynomial-time algorithm (Brucker, 2007).
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Blazewicz et al. (1983) have shown that the RCPSP belongs to the class of the strongly
[U+FFFC]NP —hard problems. More specifically, the decision problem corresponding to

the RCPSP was proven to be NP — complete using reduction from the 3-partition problem,
that concerns the decision whether a given set of integers can be partitioned into triples that

all have the same sum. The 3-partition problem has been proven to be [U+FFFC] NP — complete
by Garey and Johnson (1979). Therefore, the corresponding optimization problem, the
RCPSP, is NP — hard.

2.4.4 Solution Methods

For hard optimisation problems, like the RCPSP, exact algorithms, which always determine
an optimal solution and approximation algorithms, which only provide approximate solu-
tions, are distinguished.

Exact algorithms for project scheduling problems usually are either linear programming or
branch and bound approaches. Branch-and-bound is the most widely used solution technique
for solving RCPSPs when optimal solutions are needed, as very often it is the only available
technique for the generation of optimal solutions within an acceptable computational effort.
A heuristic may be defined as a logical sequence of steps giving a not necessarily optimal
solution but good enough to be used in practice. The heuristic procedures for RCPSP fall
into two categories, constructive heuristics and improvement heuristics. Constructive heuris-
tics start from an empty schedule and add activities one by one until one feasible sched-
ule is obtained. To that purpose, the activities are typically ranked by using priority rules
which determine the order in which the activities are added to the schedule. Improvement
heuristics, start from a feasible schedule that was obtained by some constructive heuristic.
Operations are performed on a schedule which transforms a solution into an improved one.
These operations are repeated until a locally optimal solution is obtained. In this category
fall meta-heuristics like tabu search, simulated annealing and genetic algorithms.

One of the basic drawbacks with heuristics is their validation that is usually based on the
comparison of average and worst case behaviour of the under examination heuristic on large,
often randomly generated problem sets compared to known optimal results. Another draw-
back of heuristics is the impossibility to absolutely guarantee in advance which particular
heuristic, or combination of heuristics, will produce the best results for a given problem. In
spite of these drawbacks, heuristics are widely used in practice in order to cope with complex,
highly combinatorial sequencing and scheduling problems (Herroelen et al., 1998).

The literature about resolution approaches for this problem is quite extensive, both in terms
of heuristic and optimal procedures, as shown in numerous surveys on the field (Boctor,
1990; Sampson and Weiss, 1993; Icmeli and Erenguc, 1994; Ulusoy and Ozdamar, 1994;
Ozdamar and Ulusoy, 1995; Kolisch, 1996; Herroelen et al., 1998; Kolisch and Padman,
2001; Hartmann and Briskorn, 2010).

2.4.4.1 Branch and Bound

The method was first proposed by Land and Doig in 1960 for discrete programming. Branch
and Bound (B&B) is a divide and conquer method, where a large problem is repeatedly
divided into smaller ones, the “branch” part and for each sub-problem are estimated the
possible solutions and if not promising the branch is ignored, the ”bound” part. B&B searches



30

2 Literature Review

the complete space of solutions for a given problem without explicitly enumerating all of
them by utilising bounds on the optimisation function in combination with the current best
solution. This way parts of the search space are searched only implicitly. To describe branch
and bound in detail, some terminology is introduced:
Node: any partial or complete solution.
Leaf node: a complete solution in which all of the variable values are known. Leaf nodes
have objective function values, which are actual values and not estimates.
Bud node: a partial solution, either feasible or infeasible. Bud nodes have associated
bounding function values.
Bounding function: the method of estimating the best value of the objective function ob-
tainable by growing a bud node further. It should be an optimistic estimator to avoid
omitting good solutions.
Branching: the process of creating the child nodes for a bud node. One child node is
created for each possible value of the next variable.
Incumbent: the best complete feasible solution found so far.

Each specific branch-and-bound algorithm is defined as a set of rules for:

1. branching: given a bud node, how the child nodes will be created,

2. lower bound calculation: how to calculate the lower bound of the node, that is the number
that bounds from below the solution set that can be generated by this node,

3. next node selection: how to choose the bud node from which to branch next,

best-first node: choose the bud node that has the best value of the bounding function
anywhere on the B&B tree
depth-first node: choose from the children nodes of the current node, this way each
iteration leads to one step deeper into the tree and early incumbent solutions are
achieved,

- breadth-first node: expand bud nodes in the same order in which they were created,

4. pruning/fathoming: how to recognise if a node will lead only to infeasible or nonoptimal
solutions, or that for every solution that can be created from this node a similar or better
solution would be constructed by branching from a different node

5. incumbent: how to recognise that a leaf node’s feasible solution is the optimal one

Numerous branch-and-bound procedures for solving certain variants of the RCPSP optimally

were developed (Pritsker et al., 1969; Davis, 1973; Patterson and Huber, 1974; Stinson et al.,

1978; Talbot and Patterson, 1978; Christofides et al., 1987; Bell and Park, 1990). Following

the most efficient approaches (based on % deviation from optimality) are briefly presented:

Talbot and Patterson (1978) approach consists of a systematic enumeration of all possible

activity finish times with the order of nodes selection defined beforehand. A network cut to

eliminate from explicit consideration inferior activity completion times is used in the enu-
meration phase of the algorithm.

Stinson (1978) developed a best-first branch-and-bound procedure in which nodes in the

solution tree correspond to precedence and resource feasible assignments for a subset of the

activities of a project. Node branching is based upon a four-element decision vector. Left-
shift dominance and lower bound pruning are used to bound the search space. This procedure
was reported (Patterson et al., 1989) to be the most effective and efficient.

Christofides et al. (1987) proposed the use of disjunctive arcs for resolving conflicts that are

created whenever sets of activities have to be scheduled whose total resource requirements

exceed the resource availabilities in some periods.

Demeulemeester and Heroellen (1992) presented an efficient depth-first B&B procedure,

called DH-procedure that computational experiments have proven almost twelve times faster

than the best-first procedure developed by Stinson et al. (1978).
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Following, the DH-procedure is analysed, as a representative branch and bound algorithm
for the RCPSP. It generates a search tree having as nodes partial schedules PS in which
finish times temporarily have been assigned to a subset of the activities of the project. The
partial schedules are considered at time instants m corresponding to the completion time of
one or more project activities. In PS scheduling decisions are temporary in the sense that
in child nodes activities priorly scheduled may be delayed as a result of decisions made at
later stages. Partial schedules are built up starting at time 0 and proceeding by adding at each
decision point subsets of activities until a complete feasible schedule is obtained.

At time m the corresponding partial schedule PS,, will contain some activities which have
been finished and others which are still in progress. The former activities have finish times
smaller than or equal to m and are placed in the set F,, the latter activities belong to the set
S, of activities in progress. At every time instant m the eligible set E,, as the set of activities
which are not in the partial schedule and whose predecessor activities have finished, therefore
these activities can start at time m if the resource constraints are not violated (Algorithm 3).
If it is impossible to schedule all eligible activities at time m, a resource conflict occurs and
leads to new branching in the solution tree. Each branch describes a way to resolve the re-
source conflict through decisions about which combinations of activities are to be delayed.
A delaying set D(p) consists of all subsets of activities D, either in process or eligible, the
delay of which would resolve the current resource conflict at level p of the search tree. D,
is minimal if it does not contain other delaying alternatives as a subset (Algorithm 4). For
every delaying alternative a set of extra precedence relations G, is constructed by setting as
predecessor the earliest finishing, in progress or eligible to start at time m, activity. Each de-
laying alternative is evaluated by computing the critical sequence lower bound LB as defined
by Stinson et al. (1978).

Two dominance rules are used: the left-shift dominance rule and cutsets. The left-shift dom-
inance rule is invoked on a non empty delay set, and consists on checking the hypothesis if
the precedence relationships which were added at previous levels of the search tree forced an
activity to become eligible at time m and the current decision was to start that activity at time
m and if delaying activity set DS would allow activity i to be left-shifted without causing a
resource conflict, then the corresponding partial schedule is dominated.

The second dominance rule is based on the concept of a cutset. At every time instant m a
cutset C,, is defined as the set of all unscheduled activities for which all predecessor activities
belong to the partial schedule. If a cutset C; stored previously and belonging to a different
tree path is equal to the current cutset C,, and its activities finish no later of those in C,,, and
k < m then the current partial schedule can be dominated.

Backtracking occurs when a schedule is completed or a branch is to be fathomed by the
lower bound calculation and/or dominance rules. If there is no delaying alternative left un-
explored at this level, backtracking to the previous one occurs. When level zero (root node)
is reached, the search process is completed and the optimal solution has been found and has
been verified.

2.4.4.2 Schedule Generation Scheme

Constructive heuristics consist of two major components, the scheduling scheme and the
priority rule. The scheduling scheme determines the way in which a feasible schedule is
constructed by assigning starting times to the different activities. The two basic scheduling
schemes are the serial and the parallel. The priority rule, on the other hand, determines the ac-
tivity that is selected next during the heuristic search process. The usage of some priority rule
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Algorithm 2.1: Branch and Bound - DH-procedure (Demeulemeester and Herroelen, 1992)

Step 1: Initialization;
T =9999; p = 0;m = 0; f; = 9999;
n=0PS=1;S={1}
Calculate LB(0) = RCPL;;
Step 2: Calculate next decision point m;
m=min{f;, i € S};
S=S—{jlfi=m}
if (n € S) then
T = fu;
if (T = LB(0)) then
| STOP;
else
‘ goto STEP 7 (backtracking),
endif
endif
if C dominated then goro STEP 7 ;
else save S, f;, m;

E =0;
E=EU{i|ieC, si=m};
if £ = 0 then goto STEP 2,

if S = 0 then goro STEP 3;;
else goto STEP 4;
Step 3: Parallelization;
// Yi€E and i¢PS, count j that can be fs executed with i— parCount;
if parCount; = 0 then
PS=PSU{i},S={i}.fi=m+d;;
C=C—{i}+{x|x € Pred;, Pred, € PS};
VxeC: sy=fi;
else if parCount; = 1 and d; < d; then
PS=PSU{i,j},S={i,j}.fi=m+d;i . fj=m+d;;
C=C—{i,j}+{x| x € (Pred;||Pred,;), Pred, € PS};
VxeC: sy=fi;
if an activity was scheduled in STEP 3 then goto STEP 2;
else goto STEP 4;

’

Step 4: Temporary Partial Schedule;
PS=PSUE,S=SUE, fi =m;+d;;
sy = max{f,| (a,x) € H};
C =C—E+{x| x € Pred;, Predy € PS};
foreach k € K do
if ZiES rix > by then
| goto STEP S5
else
| goto STEP 2;

results in a priority list, in which the activities are set in precedence feasible non-increasing
order of priority. The generated feasible schedules fall into one of the following categories,
as shown in Figure 2.8:
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Algorithm 2.2: Branch and Bound - DH-procedure (Demeulemeester and Herroelen, 1992)

Step 5: Minimal Delay Sets;
p=p+1;
foreach k € K do
| cx=Yiesrik—bi
end
D(p) ={Dy C S|LiesTix > cx} Yk, Dy 2 D, € D(p);
foreach D, € D(p) do
foreach je (S—D,) do
| Gy ={(j,))Vie Dy}
end
end
LB(p) = max{LB(p—1), Ly };
D = {Dj € D(p)|min L}};
if LB(p) > T then {goto STEP 7;};
else {STORE (f. PS, S, C, s, m)};

Step 6: Branching;
DS = {i € Dj|fi <m+d;};
H=HUGy;PS=PS—Dy;S=S—Dy;
foreach i € D do
fi =9999;
si={fil(j,i) € G}
end
C=C+Dy—{rlxeDj, (x,r) € H};
if DS £ 0 then left shift dominance rule;

if PS dominated then goto STEP 7;;
else goto STEP 2;

Step 7: Backtracking;
if p = 0 then STOP;;
else H=H —G;

if D(p) = 0 then p = p— 1; goto STEP 7;;
foreach D, € D(p) do
foreach j < (S—D,)do
| Gy={(j,i)Vie D}
end

end
LB(p) =max{LB(p—1), L} };
D ={D; € D(p)|min Ly};
if LB(p) > T then
‘ p=p—1;
goto STEP 7;
else
RESTORE (f, PS, S, C, s, m);
goto STEP 6;
endif

[ Non-delay J

Active

Semi-Active

Fig. 2.8 Classification of Schedules



34

2 Literature Review

Semi-active schedules: Feasible schedules obtained by sequencing activities as early as

possible. In a semi-active schedule no activity can be started earlier without altering the

precedences.

Active schedules: Feasible schedules in which no activity could be started earlier without

delaying some other activity or breaking a precedence constraint.

Non-delay schedules: Feasible schedules in which no resource is kept idle when it could

start processing some activity.
Initially, this type of methods consisted of a single scheduling scheme that was combined
with a single priority rule generating a single solution schedule which constitutes in a single-
pass method. Consequently, the methods become a little more elaborate, by requiring the
repetition of the process more than one times using different priority rules and/or scheduling
schemes, this approach is known as multi-pass method.
The serial schedule generation scheme (serial SGS) dates back to a paper by Kelley (1963).
It sequentially adds activities to the schedule until a feasible complete schedule is obtained.
In each iteration, the next activity in the priority list is chosen and for that activity the first
possible starting time is assigned such that no precedence or resource constraint is violated.
Let g = 1,...,n be the stages of the serial SGS algorithm. Let S, be the set of activities
which have been already scheduled and D, the eligible set of activities that is comprised of
those activities whose predecessors have already been scheduled and completed, therefore
Dy ={j|j & Sg, Pred(j) € Sg}. Let Fy = {fj| j € Sg} denote the set of finish times of
activities at step g and Ry (t) = Ry — ¥ jeacr(r) Tjk> k € K the remaining capacity of resource
type k at time instant ¢. The serial SGS is shown in Algorithm 5.

Algorithm 2.3: serial Schedule Generation Scheme

Fy=0, So={0};
for g=1tondo

Calculate Dy, Fy, Ry (t) (K€K, t € Fy) 5

Select j € Dg;

EF; = maxpeprea(j)(fn+d;);

fj = min {l € [EFI 7dj,LFj 7dj] ﬁFg| Tjk < Ek(T), keK,te [l,l+dj] ﬂFg}+dj;
S =Se1U{Jj}s

end
Jnr1= MAaXpepred(n+1) {fh}

For a given priority list, the application of the serial scheduling scheme requires [U+FFFC]
time ¢ (n’k) (Pinson et al., 1994). It has been proven by Kolisch (1995) that any schedule
that is generated by the serial scheduling scheme belongs to the set of active schedules, that
have the property that none of the activities can be started earlier without delaying some other
activity. For scheduling problems with a regular performance measure the optimal solution
will always be in the set of active schedules.

Contrary to the serial scheduling scheme, the parallel scheduling scheme Brooks (1963)
iterates over the different decision points at which activities can be added to the schedule,
thus it does time incrementation. These decision points correspond with the completion times
of already scheduled activities and thus at most n decision points need to be considered in
the parallel scheduling scheme. At each decision point, the unscheduled activities whose
predecessors have completed are considered in the order of the priority list and are scheduled
on the condition that no resource conflict originates at that time instant.
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More specifically, for each stage g there is a schedule time f,. Activities which have been
scheduled up to g either belong to the complete set C, = {j|fj <1,} or to the active set A, =
Act(ty) ={j| fj—d; <t < f;} of stage g. The eligible set D, = {j ¢ (C; UA,)|(Pred(j) C
Cg) N (rjx < Ri(t,))} is composed of all the activities which can be precedence and resource
feasibly started at 7, and Ry (ty) = Ri—Y jeA, T'jk 1s the remaining capacity of resource type k
at time instant t,. The parallel SGS is illustrated in Algorithm 6.

Algorithm 2.4: parallel Schedule Generation Scheme
§=0,1,=0, Ao = {0},Co = {0}, R(0) = Ry ;
while [A, UC,| < n do

g=g+1

tg = minjea {fj};

Calculate Cy, Ag, Ri(t,), Dg ;

while D, # 0 do

Select j € Dy ;

fj =1+ d{’

Calculate Ri(1,), Ag, Dg;
end

end
Jnr1= mathPred(n+1)fh

For a given priority list, the application of the parallel scheduling scheme also requires
[U+FFFC] time ¢(n’k) (Kolisch and Hartmann, 1999). It has been proven by Kolisch
(1996) that any schedule that is generated by the parallel scheduling scheme belongs to the
set of non-delay schedules which are schedules where, even if activity preemption is allowed,
none of the activities can be started earlier without delaying some other activity. The set of
non-delay schedules is a subset of the set of active schedules but it has the drawback that it
might not contain an optimal schedule for a regular performance measure.

Priority rules

A priority rule is a mapping which assigns each activity j in the decision set D, a value
v(j) and an objective stating whether the activity with the minimum or the maximum value
is selected” (Kolisch and Hartmann, 1999). In case of tie the simplest way to resolve it is
to choose the activity with the smallest activity label, however there are several tie breaking
rules.

Research on priority rules for the RCPSP has been quite extended from the very early days
of the field (Cooper, 1976; Doersch and Patterson, 1977; Alvarez-Valdes and Tamarit, 1989;
Boctor, 1990; Ozdamar and Ulusoy, 1995; Thomas and Salhi, 1998).

Table 2.2 gives an overview of the most frequently used priority rules and their mathematical
formulations: greatest rank positional weight (GRPW), latest finish time(LFT), latest start
time (LST), minimum slack (MSLK), most direct and indirect successors Suc; of activity j
(MTS), resource scheduling method (RSM) that is applied to the AP set of eligible activity
pairs, shortest processing time (SPT) and worst case slack (WCS) that also employs the AP
set and sets E(i, j) as the earliest precedence and resource feasible start time of activity j
assuming that activity i was started at the schedule time 7.
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Table 2.2 Priority Rules based on Kolisch and Hartmann (1999)

Rule Priority of j Reference

GRPW dj+Yjesuc; dj Alvarez—Valdes, Tamarit (1989)
LFT LF; Davis, Patterson (1975)

LST LF;—d; Kolisch (1995)

MSLK LF; —EF; Davis, Patterson (1975)

MTS |Suc| Alvarez—Valdes, Tamarit (1989)
RSM max; jyeapi0,ty +dj — (LF; —d;)} Shaffer et al. (1965)

SPT d; Alvarez—Valdes, Tamarit (1989)
WCS LF; —dj—max; jeap{E(i, j)} Kolisch (1996)

2.4.4.3 Solution Representations

Generally, meta-heuristic approaches for the RCPSP do not operate on actual schedules
but on representations of schedules where the representation is transformed into a sched-
ule through a decoding procedure. Consequently, operators used to produce new solutions
should take into consideration the selected representation. Operators fall into two categories:
a) unary operators that produce a new solution from an existing one, as in the case of neigh-
bourhood move in SA and TS and mutation in GA., b) binary operator where a new solution
is generated from two existing ones, as in GA’s crossover. Following are briefly presented
the most commonly used solution representations in RCPSP:

- Activity List: In the activity list representation, a precedence feasible activity list A =

{J1,J2,---, ju} is given, in which each activity j, must have a higher index g than each of
its predecessors in Preds(jg).
Random Key of Priority Representation: In this representation an array p = {ry,r2,...,r,}

is used to assign real-valued number r; to each activity j. These r; values are used as
priorities, meaning that activities are ordered and scheduled in descending order of p.
This encoding is called random key representation after Bean (1994).

Priority Rules: The priority rule representation, is based on a list of priority rules
n={m,m,..., T, }, where each m; is a priority rule (e.g. LFT, LST, MSLK, etc.) and
each activity i should be scheduled according to the corresponding priority rule 7;.This
representaion was adapted by Hartmann (1998)to the RCPSP, from the job shop problem
(Dorndorf and Pesch, 1995).

Shift Vector Representation: In the shift vector representation a solution is represented
by a shift vector 6 = (01, 02,...,0,), where 0; is a non negative integer. The decoding
procedure consists in calculating the starting time S; of each activity j as the maximum of
the finish times of all its predecessors plus the shift o; of activity j (Sampson and Weiss,
1993).

2.4.4.4 Genetic Algorithms

Genetic Algorithms (GA) firstly introduced by Holland (1975) were inspired by the process
of biological evolution. A Genetic Algorithm is a problem solving technique based on the
concepts of evolution and hereditary that is well fitted in cases of complex problems with
large solution spaces due to its intrinsic parallelism, which allows efficient exploration of
these spaces (Sevaux and Dauzere-Peres, 2003). The idea is to generate a group of initial
solutions and iteratively work toward their improvement. This group of solutions is called
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population and its initial form, initial population. A genetic algorithm starts with the gener-
ation of a number of random solutions for the problem, properly encoded, using one of the
solution representations, as chromosomes, to form the initial population. Then new popula-
tions (off-springs) are repeatedly generated by combining the chromosomes of the current
population using rules for combining chromosomes (crossover operators), randomly chang-
ing parts of chromosomes (mutation operators) and choosing which chromosomes will pass
to the next generation using a selection policy (selection method). The fitness value measures
the quality of a solution, usually based on the objective function value of the optimisation
problem to be solved. In Algorithm 7 is outlined a standard genetic algorithm.

Algorithm 2.5: Pseudo-code of a standard genetic algorithm

set populationSize=POP;
set crossoverType; set probMutation ;
set generation counter g=0 ;
Generate initial population Py;
while stopping criteria not met do
Evaluate Py
Crossover P, and get Pepjdren 5
Mutate Pepitdren;
Evaluate Puitdren;
Select from P, and Ppiigren and form Py q;
g=g+1L
end

Studying the applications of GAs to the RCPSP (Hartmann, 1998, 2002; Kim et al., 2003;
Cervantes et al., 2008; Mendes et al., 2009; Montoya-Torres et al., 2010; Peteghem and Van-
houcke, 2010; Wang et al., 2010; Xie et al., 2010; Proon and Jin, 2011) can be deduced
that although GAs generally are very efficient procedures for finding global optima or near
optimal solutions, the definition of activity representation, fitness function, crossover and
mutation operators and selection process are the decisive factors for the efficiency and ef-
fectiveness of the algorithm. At the same time, these factors differentiate each proposed
solution from those already existing. In depth analysis and experimental comparison of the
initial population generation (Kim and Ellis, 2010), activity representation, crossover and
mutation operators (Hartmann and Kolisch, 2000) can be found in the literature.

2.4.4.5 Simulated Annealing

Simulated Annealing (SA) was introduced by Kirkpatrick et al. (1983), it is based on a con-
cept from the physical annealing process in which a metal is heated to above the critical
temperature, maintained in a suitable temperature and then cooled. The process begins with
a single initial solution that is used as basis to generate a so-called neighbourhood by slightly
perturbing the initial solution.The new solution will be accepted and used to proceed the
search when it is better than the current one. However, it can also be accepted with a prob-
ability when it is worse. This acceptance probability depends on the cooling temperature
that is a parameter initially set at such value to allow the acceptance of a large proportion
of the generated solutions and it is gradually decreased to reduce the acceptance rate of less
promising solutions. This prevents the algorithm from getting trapped in a local optimum at
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early stages (Boctor, 1996). The algorithm is stopped as soon as a stopping criterion reaches
a predetermined value. This solution method can be classified as a First Fit Strategy .
Following the simulated annealing algorithm of Bouleiman and Lecocq (2003) is briefly
presented in Algorithm 8. The solution representation used in this approach is the activity
list and the decoding procedure is the serial schedule generation scheme.

Neighbourhood generation begins with the current solution and a randomly selected activity.
The positions of this activity’s latest predecessor [p and earliest successor es are calculated.
Then the new position of the activity is randomly chosen within [Ip, es]. The neighbour is
obtained by a cyclical (left/right) shift of all the activities placed between the old and the new
positions.

Algorithm 2.6: Simulated annealing algorithm by Bouleiman and Lecocq (2003)

Read: project Data, SA parameters: Ny, h, Ty,,,., o, S and C;

Calculate initial solution xo and fitness f(xo);
Xpest = X0, fbest - f(xO);

Xeurrent = X0 fcurrent = f(XO);

for C chains do

T =To,,;
Ny = No;
for S steps do

N = Nv(l +hx S);
for N neighbourhoods do
Generate neighbour X’ of Xcurrent;
Calculate f(x')and A = f(x) — f(x);
if A <0 then
Xcurrent = X/’ f(xcurrent) = f(x/);
if f(xl) < fbest then Xbest = X/, fbest = f(x/);

if fyes = CP value then EXIT;

’

else

. -A
‘ ifP=e7 > Yrandom then x.,prens = xly f(xcurrent) = f(x/) 5
end

end
T=o'%xT;

end
end
Explore neighbourhood of fp,;

The cooling scheme consists of a multiple cooling chain C that is restarted each time a
different initial solution is tested. The number of neighbourhoods tests in every step s of the
chain is progressively increased as Ny = N;_ (1 +h-s), where h defines the step length.

The temperature T is decreased in S steps, starting from an initial value 7y, which is supposed
to be high enough to allow acceptance of any new neighbour in the first steps and using an
attenuation factor ¢, 0 < a < 1. In each step s, the procedure generates a fixed number of
neighbour solutions N;ol and evaluates them using the current temperature value 7y = o*Ty.
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2.4.4.6 Tabu Search

Tabu Search (TS) was developed by Glover (1989) and can be defined as a steepest descent
/ mildest ascent method. It starts with a single solution used to create a neighbourhood and
then all the generated solutions are evaluated and the best one is chosen and used in the
next iteration. This process can very easily lead to cyclic moves around a local optimum. In
order to avoid this problem a number of previous moves are stored in a memory like data-
structure, the so-called tabu list, which is used to reject repeating moves that could lead back
to a recently visited solution. Usually, a tabu status can be ignored only in the case that the
proposed move would lead to a new overall best solution, based on the so called aspiration
rule (Nonobe and Ibaraki, 2002b). In Algorithm 9 is outlined a generic tabu search algorithm
for RCPSP.

Algorithm 2.7: Pseudo-code for tabu search algorithm

Generate initial solution x( and calculate f(x);
Initialise Tabulist;
Xbest = X0, fbest = f(XO);
Xcurrent = X0 fc‘urrent = f (XO);
while stopping criteria not met do
Generate Moves(x) list of candidate moves ;
while move not effectuated do
Select best move M(x');
if M(x') ¢ TabuList OR M(x") meets AspirationCriteria then
Execute move M(x');
Xeurrent = X/, fcurrent = f(x,);
Update TabuList;
Update AspirationCriteria;
end

end
end

The usage of tabu search in the RCPSP is not as extended as the genetic algorithm and
simulated annealing but has often given very good results as in the case of the approached
proposed by Klein (2000), Nonobe and Ibaraki (2002a) and Thomas and Salhi (1998).

2.4.4.7 Particle Swarm Optimization

Particle Swarm Optimisation (PSO) simulates a social behaviour such as bird flocking to a
promising position for certain objectives in a multidimensional space (I. C. Trelea, 2003). In
PSO a population, called swarm, of individuals, called particles, is updated using information
from both the local and the global search. Each particle represents a solution, that for PSO is
a candidate position and it is treated as a point in an .# — dimension space. The particle is
characterised by its position and velocity. PSO, as GA, is initialised using random particles
to form the swarm and in each iteration improvement is obtained by adjusting the particle’s
position and velocity based on it’s overall best position (local best) and the best position ever
found by all particles (global best).

Let an N dimension space that has M particles. Let i be a particle, i = 1,...,M of N. Let
the positional vector of i to be defined as X; = {X;1,...,Xiv} and the velocity vector as
Vi = {Vi1,...,Vin}. For each particle i the individual experience is L; = {L;1,...,L;y} and



40 2 Literature Review

the global best experience is defined as G = {Gy,...,Gy}. The updating mechanism for
each component is described by Equations 2.53 and 2.54 (Chen et al., 2010).

Vi = le-‘j’-ld +ciri(Lij— Xl-o-ld) + e (Gij — Xl-ojld) (2.53)
Xir;ew — Xiojld + Vi;gew (254)

where w is a weighting parameter used to adjust the influence of the previous velocity to
the new velocity, ¢y, ¢, are learning factors used to define the effect of individual and global
experience to the velocity and ry, r; € [0, 1], are random variables also influencing the balance
between local and global search. In Algorithm 10 is shown the PSO algorithm’s generic
formulation.

Algorithm 2.8: Pseudo-code for PSO algorithm

Generate Swarm;
Initialise Local Best L and Global Best G;
setw, ¢, ¢, 1, 12}
while stopping criteria not met do
foreach particle i in Swarm do
Update Velocity;
Update Position;
Calculate Fitness of new particle;
Update L, G;
end
end

Although PSO, the last few years has been applied in scheduling problems (Zhang et al.,
2005, 2006; Deng et al., 2008; Jarboui et al., 2008; Li et al., 2009; Liu et al., 2009) only
a few efforts have been done to use it for the RCPSP problem Zhang et al. (2006), Chen
(2006).

2.5 Multi-Criteria Decision Making

“Decision aiding is the activity of the person who, through the use of explicit but not nec-
essarily completely formalised models, helps obtain elements of responses to the questions
posed by a stakeholder in a decision process” (Roy and Vanderpooten, 1997).
Multi-Criteria Decision Making is the most well known tool of decision aiding. It is a branch
of a general class of Operations Research models which deal with decision problems un-
der the presence of a number of decision criteria. This super class of models is divided into
Multi-Objective Decision Making (MODM) that studies decision problems in which the de-
cision space is continuous and Multi-Attribute Decision Making (MADM), that deals with
problems with discrete decision spaces, where the set of decision alternatives has been pre-
determined (Neumann and Zimmermann, 2000).
In broad terms, decision problems involving multiple axes of evaluation of the merits of
potential alternative solutions can be classified as:

Multi-objective optimization problems: alternatives are implicitly defined by a set of con-

straints defining a feasible region (search space) and the objective functions are optimised

in this region.
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Multi-attribute decision making problems: alternatives and their performance according
to the evaluation criteria are explicitly known before iniatilising the solution process.
In this case the decision maker’s partial preferences regarding each one of the multiple
evaluation criteria need to be aggregated, which implies some loss of information. There
are two main methodological approaches: Outranking and Multi Attribute Utility/Value
Theory (MAUT/MAVT). Multi-Attribute Value Theory (MAVT) is a rigorous framework
for computing an overall score for each alternative. The main difference of MAUT from
MAVT is that it works with utility functions that take into account the clients’ attitudes
towards risk.

2.5.1 Multi-Objective Decision Making

In the single objective case we have a single objective function while all the other properties
are defined through the constraints. In real-world projects it is very common to need to pursue
at the same degree more than one objectives. The aim is to find a vector of decision variables
which satisfies constraints and optimises a vector function whose elements represent the
objective functions. These functions form a mathematical description of performance criteria
which may be in conflict with each other. Hence, the term optimise means finding a solution
which would give values to all the objective functions that are acceptable to the decision
maker.

There is a number of differences between a single and a multi-objective optimisation prob-
lem. The latter usually has a) an optimal set with cardinality greater than one, b) two distinct
goals of optimisation, instead of one, convergence to the Pareto-optimal solutions and main-
tenance of a set of maximally-spread Pareto-optimal solutions and c) two different search
spaces, the multi-dimensional space that is formed by the objective functions, in addition to
the usual decision variable space, common to all optimisation problems.

An ideal multi-objective optimisation procedure consists of two discrete phases, first a mul-
tiple trade-off optimal solutions with a wide range of values for objectives, should be found
and in the second step one of the obtained solutions is chosen using higher level information
(Deb et al., 2002), as shown in Figure 2.9.
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Fig. 2.9 Multi-objective optimisation procedure

Each trade-off solution corresponds to a specific order of importance of the objectives. There-
fore, if a relative preference factor among the objectives is known for the problem being
solved, there is no need to follow the above process and solve the multi-objective prob-
lem. Instead, a composite objective function as the weighted sum of the objectives, where a
weight for an objective is proportional to the preference factor assigned to that particular ob-
jective can be formed. This method of scalarising an objective vector into a single composite



4

2 Literature Review

objective function converts the multi-objective optimisation problem into a single-objective
optimisation problem. This path can be followed as long as the objectives may be expressed
in the same metric.

The RCPS problems discussed above have a single objective function, usually the makespan
minimisation, while all other properties of the schedule are controlled by means of con-
straints. However, several authors have employed multiple performance measures into their
project scheduling problems. A widely used approach for such problems is to artificially con-
vert them into a single-objective problem by defining one overall objective as the weighted
sum of all the performance measures and solve it (Al-Fawzan and Haouari, 2005; Bomsdorf
and Derigs, 2008). Another equally popular way is the generation of Pareto-optimal sched-
ules (Hapke et al., 1998; Nabrzyski and Weglarz, 1999; Viana and Pinho de Sousa, 2000)
and letting to the decision maker the final decision about which is the most fitted solution.

2.5.1.1 Single Objective Function Aggregation

This category consists of approaches that combine all objective functions to a single one.
Scalarization is the traditional approach to solving multi-objective problems. It involves for-
mulating a multi objective problem as single objective by means of a real-valued scalarizing
function typically being a function of the objective functions of the initial problem, auxiliary
scalar or vector variables, and/or scalar or vector parameters. The feasible set of the multi-
objective problem can be additionally restricted by new constraint functions related either to
the objective functions of the initial problem and/or the newly introduced variables. There-
fore, all objective functions f;(x) corresponding to the objectives i = 1,...,k, are aggregated
into a single one (2.55) where the non negative weights used sum to 1 (2.56).

k
F(x) =Y wifi(x) (2.55)
i=1

wi=1, w; >0 (2.56)

N

i=1

If the weights are constant throughout the optimisation process, the method is called Conven-
tional Weighted Aggregation, otherwise when the weights are dynamically adjusted during
the optimisation, we have the Dynamic Weighted Aggregation. In this case the weights are
not user defined, but the way that the weights should change from one iteration to the next,
is defined.

The trade-off solution obtained by using the preference-based strategy is largely sensitive to
the relative preference vector used in forming the composite function. A change in this pref-
erence vector will result in a different trade-off solution. The process of finding the relative
preference vector is highly subjective and not straightforward as it requires an analysis of the
non-technical, qualitative and experience-driven information to find a quantitative relative
preference vector.
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2.5.1.2 Pareto Optimality

Multi-objective optimisation problems consist of several objectives that are necessary to be
handled simultaneously. Often the different objectives can be competing and/or incommen-
surable and need to be optimised concurrently.

Let S C R* be a k-dimensional search space, and f;(x), i = 1,...,k, be k objective func-
tions defined over S. Let f (2.57) be a vector consisting of all the objective functions and m
inequality constraints (2.58).

= [/i(), f2(x),- - il )] (2.57)
gi(x) <0 i=1,....m (2.58)
The goal is to calculate a solution, x* = (x7,x3,...,x), that optimises (minimise /maximise)

f(x). However, the objective functions f;(x) may be conflicting with each other, therefore
a unique global minimum cannot be found in the search space. Therefore, the definition of
optimal solution should be adapted, giving rise to the concept of Pareto optimality, that was
originally proposed by Francis Ysidro Edgeworth in 1881 and it was later generalized by

Vilfredo Pareto (1896).
To overcome this issue, optimality of a solution for multi-objective problems is redefined as
follows. Let w = (uy,...,ux) and v = (vy,...,v) be two vectors of the search space S. Then,

u dominates v, if and only if, u no worse than v (2.59) in all objectives, and it is better in at
least one objective (2.60). This property is known as Pareto dominance.

u <v; Vi=1,2,...k (2.59)
u; <v; foratleastone i=1,2,...k (2.60)

When Equations 2.59 and 2.60 stand, we equivalently say that v is dominated by u or u is non
dominated by v or u is non inferior of v. A solution, x, of the multi-objective problem is said
to be Pareto optimal, if and only if there is no other solution, y, in S such that f(y) dominates
f(x). The set of all Pareto optimal solutions of a problem is called the Pareto optimal set, and
it is denoted as P*. The set PF* = {f(c) : x € P*} is called the Pareto front.

Primary goal when solving a multi-objective optimisation problem is to find the Pareto front.
However, the Pareto optimal set can be infinite. Consequently, the goal is rendered as the
detection of as many Pareto optimal solutions as to form an adequately spread Pareto front
that is not distant from the actual Pareto front. The need for multiple trade-off optimal solu-
tions (Pareto-optimal solutions), is based on the fact that any two Pareto solutions constitute
a trade-off among the objectives and decision makers would be in a better position to make
a choice when many such trade-off solutions are unveiled.

2.5.1.3 Evolutionary algorithms

Evolutionary algorithms such as evolution strategies and genetic algorithms have become
the method of choice for optimization problems that are too complex to be solved using
deterministic techniques (exact methods) such as linear programming. The large number of
applications (Beasley, 1997) are due to several advantages of this kind of algorithms when
compared to the deterministic techniques especially in cases of complex and/or large sized
problems. These advantages can be summarised as: a) need of very restricted amount of
information about the problem being solved, it is enough to have a way to represent the
solutions and a measure to compare the different solutions and select the most fitted, b) ease
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of implementation, no complex encoding is needed, c) robustness, and d) fitness for parallel

optimisation (Sbalzarini, 2001).

Evolutionary algorithms seem to be particularly suited to multi-objective problems due to

their ability to synchronously search for multiple Pareto optimal solutions and perform better

global exploration of the search space ( Lamont, 2002, Deb, 1999 and Schaffer, 1984). More
specifically, the population approach of evolutionary algorithms allows an efficient way to
find multiple Pareto-optimal solutions simultaneously in a single simulation run.

This aspect has made the research and application in evolutionary multi-objective optimisa-

tion (EMO) popular in the past decade (Deb, 2001, Coello, 2002; Bagchi, 1999, Fonseca et

al., 2003). Of special interest are approaches, implementing concepts such as fitness sharing
and niching (Fonseca and Fleming, 1993, Goldberg, 1994 and Deb, 1994), and elitism (Deb,

2002, Erickson 2001; Zitzler 1999).

Following, the Strength Pareto Evolutionary Algorithm (SPEA) is presented, as it is a repre-

sentative example of this class of algorithms (Zitzler and Thiele (1999), Zitzler and Thiele

(2000)). The algorithm consists of the following steps:

Step 1:  Generate random initial population P and create an initially empty set of non dom-
inated individuals P’.

Step 2:  Evaluate objective function for each individual in P.

Step 3:  Select the non dominated members of P and copy them to P’

Step 4: Examine solutions within P’ and remove all those that are covered by an other
member of the same set.

Step 5:  If the number of non dominated solutions exceeds a given maximum size, remove
the exceeding by means of clustering in order to have equally distributed non dominated
members of P’ along the Pareto-front.

Step 6:  Calculate the fitness of each individual, both in P and in P'.

- Each solution i € P’ is assigned a real value s; € [0,1), called strength that is pro-
portional to the number of population members j € P for which i dominates j. The
strenght gives the fittness of the corresponding individual, as shown in Equation 2.61,
where 7 is the number of individuals in P that are covered by i and N the size of P.
The fitness of each individual j € P is calculated by summing the strengths of all
external non dominated solutions i € P’ that cover j. This sum is augmented by 1 to
guarantee that members of P’ always have better fitness than members of P (2.62).

n
fP,i =S85 = m € [O, 1) (261)

fe=1+Y s, fie[l,N) 2.62)

Lizj

Step 7:  Select individuals from PUP’ to create the predefined number of pairs for off spring
generation.

Step 8:  Apply crossover and mutation operators in order to create a new population P,

Step 9:  If maximum number of generations is reached, then stop, else set P = P,,,, and go
to Step 2.

2.5.2 Multi-Attribute Decision Making

Multi-Attribute Decision Making (MADM) deals with the problem of choosing an option
from a set of alternatives which are characterized in terms of their attributes. It is a mainly
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qualitative approach that requires inputs from the decision maker about the preferences
among the alternative solutions based on their performance on the selected criteria. Final
goal is to obtain the optimum alternative that has the highest degree of satisfaction for all of
the relevant attributes (Ribeiro, 1996)
In MADM, three concepts play a fundamental role for analysing and structuring the decision
aiding process: a) alternatives, b) criteria and c) problem types.
Potential action, is the object of the decision, or the goal of the decision making process. An
action is qualified as potential when it is feasible or seems possible to implement it and thus,
deserves to be taken into consideration during the decision making process. The subset of
actions that are mutually exclusive and therefore cannot be implemented conjointly, defines
the alternatives of the decision making problem under question. (Roy and Mousseau, 1996).
A criterion is a measure of effectiveness, which provides the basis for the analysis. It is con-
structed for evaluating and comparing potential actions according to a point of view which
must be well-defined and consistent throughout the decision making process. It is necessary
to define explicitly the set [U+FFFC] of all the possible values that can be given when
evaluating each criterion. To enable comparability, it should be possible to define a complete
order of the evaluations, which is called the scale of the criterion. The impact matrix displays
the performance of each of the alternatives according to the criteria in an appropriate scale
(Roy, 1994). According to Baker et al. (2001), criteria should be able to discriminate among
the alternatives and to support the comparison of the performance of the alternatives, com-
plete to include all goals, operational and meaningful, non-redundant and as few in number as
possible. An attribute is a performance parameter. Attributes may be quantitative and/or qual-
itative. In some approaches, qualitative attributes must be transformed into quantitative ones
by means of some operation. If that is strictly required by the method, transforming qualita-
tive into quantitative measurements can be done using a bipolar scale (e.g 0-100) although it
is an arbitrary process. Also, even quantitative attributes can be expressed in different mea-
surement units. However, if needed the different measurement scales can be transformed into
a common (artificial) scale by e.g. rescaling or Euclidean normalisation (C. Bana e Costa,
1990).
In order to compare two actions according to a criterion the two degrees of preference used
for evaluating their respective performances need to be compared. This leads to distinguish-
mg various types of scales: (Roy, 1990)
Ordinal: alternatives can be ordered but no information exists about the distances between
the different levels. Consequently, the gap between two degrees does not have a clear
meaning in terms of difference preferences, as in the case of verbal scales where having
pairs of consecutive degrees doesn’t lead to invariant preference difference all along the
scale.This type of scale is often called a qualitative scale.
Numerical: a scale whose degrees are defined by referring to a clear, concrete defined
quantity. Furthermore, the total absence is clearly defined and each degree of the scale can
be calculated as the sum of some kind of units. This scale substantially gives information
about the difference of each alternative to a non-arbitrary origin. In this case, as opposed
to the ordinal scale, the ratio between two degrees can receive a meaning which does
not depend on the two particular degrees considered. This type of scale is also called
quantitative, cardinal or ratio scale.
The problem’s formulation, is used to define the way that the problem should be posed,
the expected results and often the most appropriate solution process. Usually the MADM
problems are classified in three groups (Roy, 1996):
Choice: select the best alternative or a reduced set of good alternatives.The idea is to select
a small number of good actions in such a way that a single alternative can be chosen.
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However, it is not implied tha the selection will lead to the optimum solution. In this
category, also fall problems that concern the elimination of as many actions as possible so
as to have as result a very restricted set of alternative solutions.

Ranking: order the alternatives from the best one to the worst one, even if there are in-
comparable alternatives.

Sorting: assign the alternatives to predefined ordered classes (categories) of merit. Each
action should be assigned to only one category that is judged the most appropriate among
those that were initially defined as categories.

The decision making process can be summarised in the following steps:

Step 1:  Identification of the stakeholders, decision makers and main actors in the decision.

Step 2:  Problem definition. At this step system and organizational boundaries and inter-
faces, assumptions and overall goal are identified. The expected output consists in the
problem’s statement, including initial conditions and expected results.

Step 3:  Requirements specification. The requirements are expressed as the problem’s con-
straints. They are used to describe the set of the feasible/acceptable solutions of the deci-
sion problem.

Step 4:  Goals definition. Goals are the objectives set by the decision makers for the specific
problem under consideration. There can be one or more, often conflicting, objectives.

Step 5:  Alternatives identification. Alternatives are the actions that can be taken in order
to achieve the goals. Alternatives should be mutually exclusive, the actions that can be
executed conjointly, usually are grouped together to form a single alternative. In the math-
ematical formulation of the decision problem, correspond to the solutions.

Step 6:  Criteria definition. Criteria related to the problem and its context, and are used
to evaluate the alternatives. Each criterion shows how well each alternative achieves the
goals from the point of view defined by the criterion. It is expected to have at least one
criterion per goal/objective.

Step 7:  Alternatives evaluation. At this step the evaluation of the alternatives against the
criteria takes place and depending on the criterion, the assessment may be objective using
some kind of measurement scale or can be judgmental, reflecting the subjective assess-
ment of the evaluator.

Step 8:  Solutions validation. The final solutions should be validated against the initial prob-
lem statement and their feasibility should be confirmed.

2.5.2.1 Outranking

Outranking Methods (OMs) were first developed in France in the late sixties following diffi-
culties experienced with the value function approach in dealing with practical problems. The
outranking decision aid methods compare all couples of actions. Instead of building complex
utility functions, they determine which actions are being preferred to the others by system-
atically comparing them on each criterion. An outranking relation is developed to model
the “non-controversial” component of the decision maker’s preferences. This relation should
allow incomparability of alternatives and intransitivity. The outranking relation is exploited
according to the problem type (choice, ranking, sorting) to be solved.

The outranking methods are based on the idea of building a preference relation that is called
outranking relation, among alternatives evaluated on several attributes. An outranking rela-
tion is defined as a binary relation § on the set X of alternatives such that xSy stands if there
are enough arguments to declare that x is at least as good as y, and there is no essential reason
to refute the statement. This definition assumes that the existing data about the preferences of
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the decision-maker are satisfactory, the quality of the evaluations of the alternatives is good
and the nature of the problem complies to the selected decision making method. In most
cases the outranking relation is built through a series of pairwise comparisons of the alterna-
tives. Pairwise comparisons usually are made using the concordance-discordance principle:
”an alternative x is at least as good as an alternative y(xSy) if: a majority of the attributes sup-
ports this assertion (concordance condition) and if the opposition of the other attributes—the
minority—is not “too strong” (non-discordance condition)” (Roy and Vanderpooten, 1997).
The concordance-discordance principle is based on a “voting” analogy and can be applied
without having to do a detailed analysis of trade-offs between attributes (Bouyssou, 1986).
The application of this principle gives rise to binary relations which are neither complete
(NOT (xSy) different from NOT (ySx)) nor transitive, therefore, it is not a simple process
to go from the outranking relation to the final alternative recommendation, thus the appli-
cation of specific techniques is needed (Roy and Vanderpooten, 1997). The most popular
families of methods under this category are ELECTRE (Roy and Vanderpooten, 1997)and
PROMETHEE (Brans, 1992) that represent “the European school” of multi-criteria decision
making.

2.5.2.2 Multi Attribute Utility Theory (MAUT)

Multiple attribute utility theory (MAUT) is an Multi Attribute Decision Making approach
that tries to assign a utility value to each action. This utility is a real number representing
the preferability of the considered action. Very often the utility is the sum of the marginal
utilities that each criterion assigns to the considered action.

More specifically, in MAUT the preferences according to each criterion are aggregated into a
function, which measures the global preference of each alternative. This preference relation
should be complete and transitive.There is an underlying compensation effect, therefore bad
performances in some criteria may be compensated by good performances in other criteria.
MAUT methods are based on the use of utility functions which quantify the preferences of
a decision-maker by assigning a numerical index to each level of satisfaction of a particular
criterion. For a single criterion, the utility of satisfaction of a consequence x is denoted by
(u(x)). Utility functions are constructed such that (u(x)) is less preferred to (u(x’)) if and
only if x is less preferred to x’. Therefore, utility functions are used to transform the raw per-
formance values of the alternatives against diverse criteria, both quantitative and qualitative,
to a common scale in such a way that a more preferred performance obtains a higher utility
value. The methods of this class are differentiated based on the technique used to derive the
function and its mathematical properties.

Ui =V;,Uij, Vi (2.63)
Uj=u(X;), n<i<1l, m<j<l (2.64)

The most common formulation of a utility function is the additive model (2.63), where U; is
the overall utility value of alternative i, U;; is the utility value of j criterion for i alternative
(2.64), n is the number of criteria, m is the number of alternatives and W; is the relative weight
of j criterion. Depending on the decision maker’s attitudes toward risk, utility functions can
be concave, which describe risk-averse situations, convex for risk-seeking situations or linear,
in cases of risk-neutral situations.
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Analytic Network Process (ANP)

Thomas Saaty (Saaty,1980) has presented a methodology to build utility functions, the AHP
(Analytic Hierarchy Process) and its more recent generalisation, the ANP (Analytic Network
Process). ANP is a theory of measurement that uses pairwise comparisons along with expert
judgments to deal with the measurement of qualitative or intangible criteria. ANP is based on
four axioms: (1) reciprocal judgments, (2) homogeneous elements, (3) hierarchic or feedback
dependent structure, and (4) rank order expectations (Wiecek et al., 2008).

It is a multi-criteria decision making method where a graph structure is created using the
problem’s components and the decision maker is asked to pairwise compare the components,
in order to determine their priorities. The method is based on relative measurements used
to derive composite priority ratio scales from individual ratio scales that represent relative
measurements of the influence of elements that interact with respect to control criteria (Saaty,
1996). Paired comparisons are made with judgments using numerical values taken from the
AHP absolute fundamental scale of 1-9 (Saaty, 1996) to capture the outcome of dependence
and feedback within and between clusters of elements. A scale of relative values is derived
from all these paired comparisons and it also belongs to an absolute scale that is invariant
under the identity transformation.

The elicitation of pairwise comparison judgements and the possibility of expressing them
verbally are cornerstones of the popularity of AHP/ANP. However, a key problem in the
applicability of the method is the fact that the priority vector derived from the principal
eigenvalue method used in AHP/ANP can violate the order of the respective preference in-
tensities, causing semantical inconsistencies between the decision maker’s preferences and
their representation in the model (Bana e Costa et al., 1999).

Summarising, the idea is to analyse the problem and extract the critical factors that affect
the decision along with the most viable alternative solutions. These factors, called criteria
in ANP, are grouped, based on some common property, in clusters, to make easier the deci-
sion process. Each model should have a cluster containing all the alternative solutions of the
problem and one or more clusters containing the elements/decision criteria. Then the rela-
tionships among all the objects of the model, both clusters and elements, should be defined.
These relationships can be either internal among elements of the same cluster or external
from an element of a cluster to an element of another cluster. The decision maker is asked to
compare couplets of elements with respect to some common property that they share. From
that point begins the computational part of the method, which should be automated through
software tools (Saaty and Sagir, 2009; Onut et al., 2011; Rokou and Kirytopoulos, 2012).
Following, the conceptual model of the ANP method is analysed and a brief description of
the process of applying the ANP is provided (Saaty and Sagir, 2009):

Step 1: Based on the decision goal, a network structure including clusters, criteria and alter-
natives should be configured. The decision problem should be described in detail including
its objectives, criteria, actors and their objectives and the possible outcomes of that decision.
At this point the details of influences that determine how that decision may come out, are
defined. Therefore, the decision maker selects which components influence the decision and
how they are grouped together. Hence, the network of clusters and their elements is deter-
mined.

Let C be the set of clusters composing the ANP model, and let &V; be the set of nodes (criteria)
belonging to cluster C;. These sets fully describe the ANP network’s clusters and criteria. The
alternatives are not handled in any special way; they are just another cluster throughout the
process.
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Step 2: The dependences among all components of the previous structure should be identified
and listed, in order to define the impacts among all the elements. For each control criterion or
sub-criterion, the clusters of the general feedback system with their elements are determined
and connected according to their outer and inner dependence influences. A relationship is
defined from the source cluster to any cluster whose elements influence it. The approach to
be followed in the analysis of each cluster or element, influencing other clusters and elements
with respect to a criterion, or being influenced by other clusters and elements, is selected and
should be kept consistent throughout the entire project.

Let R be the criteria relationship matrix. R is a kxk matrix, having k = Y~ | n; where r;; = 1
if and only if n; node influences n; node, otherwise r;; = 0. Let Q be a nxn matrix, holding
the cluster relationships. Matrix Q is calculated from R based on the assumption that if one
or more criteria of a cluster are connected to one or more criteria of another cluster, then
the first cluster influences the second. Consequently inner and outer dependences among the
components of the ANP model are described using R and Q matrices. In other words, the
decision maker decides which criterion or group of criteria is influenced by other criteria or
even whole groups of criteria and this way creates the graph describing the decision space of
the problem currently being solved.

Step 3: Pairwise comparison matrices of the components with interval judgments have to be
constructed.

For each control criterion, the Supermatrix is constructed by laying out the clusters in a pre-
defined order and all the elements in each cluster both vertically on the left and horizontally
at the top. The priorities derived from the paired comparisons are entered as sub-columns
of the corresponding column of the Supermatrix. Then paired comparisons on the elements
within the clusters themselves according to their influence on each element in another cluster
they are connected to (outer dependence) or on elements in their own cluster (inner depen-
dence), are performed. Comparisons of elements according to which element influences a
given element more and how strongly more than another element it is compared with are
made with a control criterion or sub-criterion in mind.

Let Ac, be the cluster’s pairwise comparison matrix containing all judgments done by the
decision maker and having as control element cluster C;. Let Be; be the node’s pairwise
comparison matrix, containing all judgments done by the decision maker and having as con-
trol elements: cluster C; and node N;. For each ay; (or by), if k = [ then a;; = 1 that represents
the comparison of an item with itself and if the matrix is reciprocal then ay; = ﬁ These com-
parison matrices are filled in by asking the decision maker to compare pairs of elements in
relation to a control element (i.e. is criterion “Price” more important than criterion ”Cost of
Repairs” in relation to criterion”Budget” or the opposite? How much?).

Step 4: For each comparison matrix consistency should be checked and judgments should
be adjusted till the maximum inconsistency is less than 10% of the order of magnitude of
the actual measurement. Having an A, (clusters) or Bc,y, (criteria - nodes) matrix, that is
positive due to the scale used to represent decision makers judgments and it is reciprocal due
to the way it was created, we need to determine if the contained judgments are consistent or
in the opposite case, if the inconsistency is within acceptable levels. As measure of deviation
from consistency, we use the introduced by Saaty (Saaty, 1996) consistency index (C.1.):

c1 = tma=n (2.65)

n—1

where A, is the Perron eigenvalue of the positive reciprocal matrix being examined. The
consistency ratio (C.R.), of the pairwise comparison matrix is the ratio of its inconsistency
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index C.I. to the corresponding random index value, C.R. = 1‘;—; Random index (R.I.) val-
ues are computed using multiple simulations of randomly created comparison matrices and
calculating the average of the consistency index. If the C.R. of a pairwise comparison matrix
is larger than 10% then it is necessary to find which are the most inconsistent judgments in
that matrix and ask the decision maker to consider changing his judgment to a value that will
lead to an acceptable value of C.R. The most inconsistent judgment can be computed using
the formula:

Max(aij*%Vi,jEO,l,..,n) (2.66)

Step 5: The relative importance weights (local priorities) from each matrix can be calculated.
Some optimization methods, used for priority elicitations are the eigenvalue method, the
least squares, the weighted least squares and the logarithmic least squares. Another way
to compute a priority vector is to use the sum of the rows of each power of the matrix
in combination with Cesaro summability and Perron’s theorem (Tarazaga, 2001).The last
one is used in the herein discussed algorithm. Step 6. Supermatrix and Cluster Matrix have
to be filled with the weights elicitated during Step 3 and then the Supermatrix should be
transformed to column stochastic. This way all the results from questioning the decision
maker are summarised and used as a basis for the following calculation steps.

Step 7: Weighed Supermatrix calculation. This step uses the results from the paired compar-
isons that were performed on the clusters to weight the element’s priorities, as they influence
each cluster to which they are connected with respect to the given control criterion. The de-
rived weights are used to weight the elements of the corresponding column blocks of the
Supermatrix. When there is no influence, a zero value should be assigned.

To compute the Weighted Supermatrix, the Supermatrix is transformed to column stochastic,
and then the Hadamard product (Cheng, 2007; Li, 2007) of the updated Supermatrix with
Cluster Matrix, is calculated. If needed the columns are again normalized to keep summing
to 1. Attention should be given to columns that are from the beginning stochastic and thus
should not take part in the transformations. Furthermore, in the case where an entire vector
but not all vectors in that component are zero then the weighted column must be renormal-
ized. Last issue are sink components that need not to be included in Supermatrix, instead its
priorities will be used in the process of synthesis after the calculation of the limited priorities.
Step 8: The Weighted Supermatrix should be limited by raising it to a sufficiently large power
until it converges into a stable limit matrix. In the end, the weights of criteria and alternatives
are aggregated into final priorities. The process starts having a stochastic matrix W. First of
all, being W stochastic, we know that A,,,, = 1, because the principal eigenvalue of a matrix
lies between its largest and smallest column sums, and all columns of a column stochastic
matrix sum to 1.

Primary goal is to compute the limit matrix by calculating powers of this matrix till the limit
is reached, that is when W"*! = W". In this case all the columns of the matrix are identical
and priorities can be easily computed for the elements of each cluster. However, this is not
always a straightforward calculation of matrix powers. In order to select the computational
method for getting the limit matrix from the Weighted Supermatrix we need to know if it is
reducible or not. A matrix is reducible if it can be placed into block upper-triangular form
by simultaneous row/column permutations. Thus, a matrix is reducible (Muoneke, 1987;
Mesnard and Dietzenbacher, 1995) when its associated digraph is not strongly connected.
An easy way to control if a square matrix is irreducible is based on the Perron-Frobenius
theory of nonnegative matrices where is proved that a square matrix is irreducible, if and
only if for each i and j, there exists some k such that (I +W)"~! > 0. The corresponding
model cannot have source or sink nodes.
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Knowing that the matrix in question is irreducible, the next step is to define if it is primitive
or cyclic. A sufficient condition for a matrix to be primitive is to be a nonnegative, irreducible
matrix with a positive element on the main diagonal. In that case the limit matrix calculation
is given by raising the Weighted Supermatrix to large powers. On the other hand, a square
matrix A such that the matrix power AK*" = A” for a positive integer k is called a cyclic matrix
(Tam, 1999). If k is the least such integer, then the matrix is said to have period k. If the matrix
is reducible and cyclic then the result is calculated by averaging all matrices belonging to a
cycle and normalising the results by blocks. In the other case, when the matrix in question is
reducible we have to determine if A,,,, = 1, is simple or multiple root and if there are other
roots of unity or not. If there are other unitary roots then it is a cyclic matrix and limit can
be computed in the same way used for irreducible cyclic matrix. If A,,,, = 1, is a simple
root and the matrix is reducible the same computational steps with those used for irreducible
primitive matrix will give the desired result. If A,,,, = 1, is a multiple root and the matrix is
reducible then we are talking about hierarchies and the limit matrix can be computed as the
average of all powers of the matrix till the point that W* = 0,k < n.

Two kinds of outcomes are possible. In the first all the columns of the matrix are identical and
each gives the relative priorities of the elements from which the priorities of the elements in
each cluster are normalised to one. In the second the limit cycles in blocks and the different
limits are summed and averaged and again normalised to one for each cluster.

Step 9: Perform sensitivity analysis on the final outcome. Sensitivity analysis is concerned
with ”what if” kind of question to investigate whether the final results are stable to changes
in the inputs whether judgments or priorities. Of great importance is control if these changes
affect the order of the alternatives or not. The Compatibility Index of the original outcome
and each new outcome can be used to measure how significant the change is.






Chapter 3
Research Method

3.1 General Research Methods

Undertaking a research study aims at finding answers to a problem or more generally a
question and it is implied that the process is being undertaken within a framework of a
set of approaches, uses procedures, methods and techniques that have been tested for their
validity and reliability and it is designed to be unbiased and objective. Therefore a process to
qualify as research, it must, as far as possible, be controlled, rigorous, systematic, valid and
verifiable, empirical and critical (Ball et al., 1995).

There are various ways of classifying the research methods based on the application of the
research study (pure or applied), the objectives in undertaking the research (descriptive, cor-
relational, explanatory, exploratory), the inquiry mode employed (quantitative or qualitative).
The current research followed the quantitative approach. Following are presented the main
differences between the quantitative and qualitative research methods to show the rationale
behind this choice.

Qualitative research methods are more appropriate for exploring the nature of a problem,
issue or phenomenon without quantifying it. Focal point of this type of research is to de-
scribe the variation in a phenomenon, situation or attitude, the reasons that generate the
phenomenon, the factors that affect it and how it is affected, leading this way to new hypoth-
esis or explanations of the why and when something happens. On the other hand quantitative
research methods focus on the generalisation of experimental results, quantification of data
and are more appropriate when a very structured approach that will give specific results is
needed.

Furthermore, there are several technical differences between qualitative and quantitative re-
search methods, for example the former usually needs small samples for the research as op-
posed to the latter that usually needs large and random samples to be valid. Additionally, the
data collection methods are usually unstructured or loosely structured methods as opposed
to quantitative data collection methods that give less freedom and focus on reproducibility.

3.2 Mathematical Modelling

Having in mind that one of the major aspect of this Thesis is the generation of a holistic
conceptual and mathematical modelling of the project scheduling problem, following the
basic notions of mathematical modelling and the relevant process are described.

53
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A mathematical model is a description of a system using mathematical concepts and lan-
guage. Mathematical models are often classified according to how much a priori information
is available for the system or from having all the needed information at hand to not having
any. However, in practice all systems are somewhere between these two states.
Mathematical modelling is defined as the implementation of mathematics in solving unstruc-
tured problems in real-life situations. In other words, mathematical approaches are used in
finding solutions related to real-life problems. The goal is to transform a real-life problem
into a mathematical problem and solve it using mathematical techniques (Jin et al., 2001).
The process of developing a mathematical model usually begins with the statement of a
problem which has come to light in some practical situation. The first task is to create a
mathematical representation of the physical process, that is a first ’draft” of the model being
created which defines the basic variables and incorporates all the needed assumptions and
constraints. From this model, information is extracted which must then be compared with
physical evidence typically gained through experimentation. This comparison is designed to
determine the worth of the mathematical model and potentially lead to adjustments based
on the results. If the model appears to be inadequate it must be altered and new quantitative
information gathered. Fidelity to the original problem and inclusion of all the needed details
is of great importance if the modelling process is to be effective (Spanier, 1980). The basic
steps of this procedure are depicted in Figure 3.1.

Actual System

Simplify oy

Math Procedures +— - — —: —: —: —: v

Mathematical
Model

Solution Algorithm — -—: — —.—.—: <

System Response

Fig. 3.1 Mathematical modelling process and its validation

Noble (1982) summarises the major activities in mathematical modelling:

- understanding the actual practical problem to be modelled and defining the aspects to be
modelled or the specific instance types that are of interest and then try to simplify the
representation,
manipulating the problem and developing a mathematical model by identifying the vari-
ables and the relationships among them and constructing hypotheses, evaluating contex-
tual information and in the end developing models,
interpreting the provided solution and evaluating its validity and completeness
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Therefore, mathematical modelling could be described as a loop between the real life prob-
lem to be modelled and the mathematics used to describe it until a satisfactory model is
generated. The modelling process begins with a complicated real-life situation. A problem
representation is obtained from that situation. Then, a mathematical model is obtained via a
mathematical study performed on the actual model. The proposed initial model is applied to
the real problem and if it conforms with the reality then the goal has been reached, otherwise
certain stages or the entire modelling process is repeated.

A crucial step of the modelling process is the evaluation of whether or not a given mathemat-
ical model describes a system accurately (Noble, 1982). The validation of a mathematical
model can be a difficult task. The easiest part of model evaluation is checking whether the
generated model fits experimental measurements or other empirical data. Assessing the scope
of the generated model by determining what situations the model is applicable to, can be less
straightforward especially if no initial instantiation of the problem at hand has ever been
done.

Summarising, mathematical modelling aims at describing in a precise and quantifiable mode
a practical problem in such a way that it will be close to the practical cases, enough generic
to cover multiple if not all the instances of the targeted problem and as simple as possible to
be easily applicable.

3.3 Algorithm Design

An algorithm is a procedure to accomplish a specific task, composed of a finite number of

steps handling a well-specified set of inputs characterising the problem at hand and resulting

in a predefined output. When defining an algorithmic problem, the complete set of instances
it must work on, should be specified.

There are several general approaches to the construction of efficient solution algorithms to

problems, usually called algorithm design paradigms, providing templates suited to solving

a broad range of diverse problems. Each algorithm design paradigm is expressed in such a

way to be easily translated into clear execution steps using one or more common data struc-

tures (provided by most high level programming languages). The resulting algorithms have
specific temporal and spatial requirements that characterise the algorithm (e.g. number of
fundament instructions to be executed on worst case scenario). Each problem can be solved
using more than one algorithmic design techniques and lead to correct results. However, often

a design pattern (paradigm) can lead to clearly superior algorithms than the other alternatives

(e.g. to more efficient algorithms). Following some of the most popular design paradigms are

presented:

- Brute force is a straightforward approach to solve a problem based on the problem’s state-
ment and definitions of the concepts involved. It is considered as one of the easiest ap-
proaches to apply and is useful for solving small — size instances of a problem. In optimi-
sation problems, brute force methods exhaustively explore the solution space until finding
the best solution.

In greedy algorithms the solution is constructed through a sequence of steps, each ex-
panding a partially constructed solution obtained during the previous steps. The core of
this method is that at each step the choice must be locally optimal.

Divide-and-conquer is a top-down method where the given instance of the problem is split
into several smaller sub-instances (of the same problem) and the process is repeated until
having a number of smaller and usually simpler problems that are independently solved
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and then the sub-instance solutions are combined so as to yield a solution for the original
instance, usually by means of recursion.
Dynamic Programming improves the divide-and-conquer logic by maintaining a table of
the sub-instances results to avoid recalculations of the same sub-problems. It is a bottom-
up method as the smallest sub-instances are solved first and are used to solve progressively
larger sub-instances.
Backtracking and branch-and-bound methods are used for state-space search problems,
where the problem representation consists of an initial state, one or more goal states and a
set of operators to pass from one state to another. Optionally a cost function for evaluating
the cost of each operation and a utility function for evaluating the closeness of the current
state to the goal state, can be used. The solving process is based on the construction of a
state-space tree, whose nodes represent states, the root represents the initial state, and one
or more leaves are goal states. Each edge is labeled with some operator. The solution is
obtained by searching the tree until a goal state is found. Rules for branching, bounding
and backtracking are defined based on the specific problem.
Meta-heuristics are computational methods that optimise a problem by iteratively trying to
improve a candidate solution with regard to a given measure of quality. These algorithms
have very little or no information about the problem being solved. Their great advantage
is that they can search very large spaces of candidate solutions. Even so, these methods do
not guarantee that an optimal solution is ever found.
Evolutionary algorithms are population based meta-heuristics which are used mainly for
optimisation problems for which the exact algorithms are of very low efficiency. These
methods search for good solutions to a problem from among a (usually very large) num-
ber of possible solutions. The current set of possible solutions is used to generate a new
set of possible solution. These algorithms are inspired by biological evolution and use
mechanisms like reproduction, mutation, fitness and selection.

The proposed solution algorithm is an adaptive evolutionary algorithm that based on the

instance being solved selects the best fitted solution algorithm among different available

meta-heuristics.

3.4 Research Process

The process followed during this research is shown in Figure 3.2. Starting from the project
scheduling literature review and preliminary field study, a first conceptual model of the prob-
lem has been defined and then mathematically formulated. Following a set of algorithms of
proven efficiency for this kind of problems where implemented and based on the experimen-
tal data an innovative adaptive algorithm was designed and added to the implementation in
order to moderate the single and multi-objective optimisation process.
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Fig. 3.2 Research Process

This evolutionary algorithm, based on the instance being solved selects through evolution the
most proper algorithm and uses it to find a near-optimal solution. After the implementation
of the model and the solution algorithm a large set of data available in the literature were used
to initially fine tune the algorithms used and then prove its validity and efficiency. The set of
model plus algorithm was used for the actual scheduling of a real life medium sized project
and feedback gathered from the modelling stage was used to update the model. Finally, the
numerical results were compared to those given by commercial scheduling tools.






Chapter 4
Problem Definition

4.1 Systems approach to project scheduling

The traditional analysis of projects and project scheduling is based solely on the project
characteristics (duration of activities, resource availability, costs, etc.) and takes as granted
that all the information is available at the start of the project and will remain unchanged
during its execution, allowing the design of an optimal schedule and leaving to the project
manager the task to keep the project on track.
In practice, management needs to be dynamic, responding to new information, easily adapt-
able to disruptions rather than sticking to the original and able to make decisions based on the
actual project state instead of the perceived one which often is quite different to the reality
(Rodrigues and Bowers, 1996). This does not mean that the traditional operational research
methods for project scheduling should be rejected but that they should be properly adapted so
as to endorse the dynamic environment and the effect of contextual parameters. Traditional
methods are still the best way to set the initial schedule and budget-related goals, though
they can only be achieved if all goes strictly according to plan. The effort is to enhance these
methods so as to endorse environmental parameters related to the organisation and the spe-
cific situation being faced, without loosing their generality and the ability to give specific
results.
Systems approach, or systems thinking, which has been connected with the development
of operational research and management science from its beginning especially through the
work of Churchman (1963) and Ackoff (1962), may well advance project scheduling. The
systems approach is being steadily adopted in management thinking especially for the last
two decades (McMaster, 1996; Battram, 1998). Systems theory is about studying the prop-
erties of entities in relation both to their components and the ways that they interact with
each other and with their environment. The fundamental systems thinking ideas can be sum-
marised as follows:

studying each situation holistically as a set of interacting elements within an environment,

recognising that the relationships and interactions between elements are more important

than the elements themselves in determining the behaviour of the system,

recognising the hierarchy of system’s levels and the consequent ideas of properties emerg-

ing at different levels, and mutual causality both within and between levels,

accepting that different people act differently, in accordance with their specific purposes

and syllogisms.
Therefore, in project scheduling, when having in mind a systems approach, it is important
to make a detailed analysis not only of the specific project data and components, such as the
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activities and the resources needed, but also of the ways these elements interact with each
other and how the overall organisation’s strategies, priorities and other projects or external
environmental parameters affect the initial optimisation problem formulation and the choices
that should be done during the scheduling and the monitoring phase.

4.1.1 Problem Structuring

Problems often are classified as ”hard” and soft” problems. A problem is defined as "hard”
when all its components are fully observable, closed to the environment and have sub-
systems fully aligned to the main system. On the other hand, ”soft” problems usually arise
when not all parts of the system in question are observable, contain epistemic uncertainty,
evolve over time, interact with the environment and/or involve political, cultural and ethical
aspects (Daniel, 1990).
Project management’s definition as a “hard” problem is based on the assumption that the
decision to initiate a project is based on a well thought-out strategy, against which the out-
come of the project can be objectively evaluated, having all the important components de-
scribed in detail and closed to the environment. Similarly, project scheduling is thought as
a “hard” problem assuming that all the needed information are initially available, remain
unchanged during the process and the only relations are the internal ones that are clearly
stated through the activities relationships. At the start of the twenty first century, the view
of project scheduling, as a "hard” problem has come under criticism (Costello et al., 2002;
Checkland and Winter, 2005; Winter, 2006). In practice, projects can be sometimes initiated
as an outcome of non-rational decision, undertaken with the process in mind rather than the
outcomes, and pursued despite environmental changes which eventually leave the project
objectives obsolete or even undesirable (Checkland and Winter, 2005). Project scheduling is
not immune to changes and interactions caused by its components as well as external factors
and contains probabilistic elements like the activities durations, the resource requirement and
availabilities. Therefore it can be defined as a “’soft” problem.
When dealing with project scheduling as a ”soft” problem it is very important to use a well
fitted problem structuring method, that is a modelling approach very useful for framing and
defining the issues constituting the problem. One very popular method for problem structur-
ing is the Soft Systems Methodology (SSM) that is a methodology and a learning system
(Rosenhead and Mingers, 2001) which can be used both for general problem solving and
management of change.
SSM uses the notion of ”system” as a dialectical tool, through developing rich pictures and
root definitions to enable debate amongst concerned parties. In its initial form the method-
ology consists of seven steps, starting with an initial appreciation of the problem situation
leading to the modelling of several human activity systems that are relevant to the problem
situation. By discussions and exploration of these, the decision makers will arrive at accom-
modations on what is the problem being solved and what are its parameters. The seven stages
of SSM can be summarised as:
1. setinitial description of the problem to be tackled with, giving focus to the area of interest
and not the exact problem,
2. express the problem, in all its “richness” (Checkland, 2000) usually using a rich picture,
3. extract root definitions of relevant systems. In this step the passage from the “real” world
to the systems,is effectuated and relevant perspectives are defined (Customer - Actor -
Transformations - World view - Owner - Environment)



4.1 Systems approach to project scheduling 61

4. develop the conceptual model using systems conventions,

5. compare the models with the real world,

6. define which changes are desirable and feasible under the specific circumstances,

7. implement the selected changes.

SSM uses a schematic model in the sense that it uses rich pictures to identify and represent
the problem. Rich picture diagram is an early draft of the structure of the processes with the
individual actors and their relation to each other. It can be used as a means of communication
between the analyst and the users of the system and therefore uses the terminology of the
environment in order to be self explanatory and easy to understand.

The drawing of the rich picture is subjective and the process of drawing it,is in itself useful,
by forcing decisions, illustrating and discussing the roles in the organisation and identifying
possible conflicts. Based on the guidelines provided by Checkland a rich picture should in-
clude: structures, processes, climate, people, issues expressed by people and conflicts. A rich
picture describing the project scheduling problem is presented in Figure 4.1. All people in-
volved in the process of project scheduling and partly in its execution are depicted. We focus
on the project manager that is responsible for the generation of an optimal project schedule
given the task to be completed, the organisation policies and priorities, the identified risks
and the customer’s needs and the financial manager, that could be also a role covered by the
project manager, who is concerned with the top level financial issues that are related to the
project. Project and financial managers are usually in conflict with each other, as the for-
mer tries to make a robust schedule with minimal risks and the other to force lower usage
of resources, minimal cost and balanced cash flows. These conflicting objectives when are
handled by the same person, as in cases that the project manager also covers the position of
the financial manager, are even more difficult to balance.
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Furthermore, there is the customer aiming at getting the best possible result at the lowest
possible price and with high quality. The executive management of the organisation where
along with relevant legal and international standardisation authorities monitor from a dis-
tance the project and ensure that both legal and related standards restrictions are obeyed and
a satisfactory profit is earned fulfilling at the same time the expectations of the customer.
The resources used to implement the project, the human resources - internal and external
work teams- have different views and expectations from the project schedule. Workers need
a balanced work load, possibility to leave work when there is the need to do so (e.g. time
off, sickness), an unobstructed flow of work with no delays caused by erroneous synchroni-
sation either caused by external contractors or belated deliveries of materials and of course
they need motivation and clear guidelines to know what should be done, when and how
and avoiding errors that cause frustration and extra work. Resources are also the machinery
needed for the specific project that might break down and need replacement or maintenance
during the project execution.

4.1.2 System Dynamics view of project scheduling

System dynamics was introduced by (Forrester, 1961) as a method for modelling and
analysing the behaviour of complex social systems, particularly in an industrial context and
it has been used to examine various social, economic and environmental systems, where a
holistic view is important and feedback loops are critical to catch the interrelationships. The
focus is on the results of the interaction of positive loops that lead to continual growth or
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decline and negative loops that lead to stability (Forrester, 1961, 1968, 1980). There are two
stages in the process: a) identifying and mapping the causal loops and b) quantifying the
causal loops and building a computer model. Often only the first stage is implemented and
the process is stopped with the production of a causal-loop (influence) diagram, especially
in cases that the aim is to get a good understanding of the situation at hand (Wolstenholme,
1999).

The idea of using system dynamics to project scheduling rises from the need to consider
the project as a whole and not solely as the sum of its individual elements, activities and
resources, recognising the difference among these two aspects (Daniel, 1990). An easy way
for experimenting with management’s options and possible effects to the whole organisation
and not only the undergoing project, is offered to the project manager before deciding which
route to follow by comparing the different possible routes. In this case, the emphasis is given
to the influences of the different elements, on the identification of what might go wrong and
the generation of realistic estimates that can result in an overall more realistic project model.
In other words, a system dynamics analysis offers a distinctly different view of a project with
the main output being a better understanding of the important underlying influences and the
ways that they can affect the project under different circumstances.

The proposed approach includes the use of both traditional methods and system dynamics.
For each discrete organisation, an initial influence diagram should be generated and used for
highlighting the situations that cause the greatest actual-planned difference and the alterna-
tive paths for accommodating activities disruptions or wrong estimation of their duration.
The results obtained from system dynamics studies can also be used to generate guidelines
for use in estimating activity durations, resource requirements, costs and risks to reflect the
underlying influences and identify typical behaviours. Then traditional OR methods are used
to give results representing a desirable optimal schedule. Always keeping in mind that this
initial project schedule is unlikely to be achieved unless there is no difference between actual
and planned performance, but it is useful to have it as goal.

Toward this direction is the following project monitoring cycle inspired by (Rodrigues and
Bowers, 1996), that is shown in Figure 4.2, where the alternative paths that can be followed in
case of a perceived delay in the project schedule are presented. Moreover, Figure 4.2shows
how the environmental parameters influence each possible action and the associated chain
of possible events. The management responds to a perceived delay in the project schedule
by either deploying more resources or usage of schedule pressure, in order to increase the
progress rate and bring forward the completion date or simply adjusting the schedule in order
to accommodate the delay. However, there are disruptive factors that could cause problems
in the implementation of any of the above responses.

Analytically, adding resources, equipment and/or staff, can be hindered by low availability of
the needed resource type, restricted budget and low willingness of the management to change
workforce due to organisation’s policies or even legislation (hiring/firing). Increasing the
number of resources should lead to increased progress rate, however, this not always the case,
due to changes in the balance of the work team, augmented overheads for training the newly
hired staff (if not equipment) and communication between the members of the enlarged team
and possible higher rate of errors causing rework of activities and additional delays. On the
other hand, using the schedule pressure as a mean to increase the existing staff’s productivity
instead of adding new personnel, can increase the amount of work done but it is very likely to
lead to low motivation and increase of the errors rate and thus the activities needing rework.
Rework is a very crucial point, as the number of errors and the time taken over their detection
is very significant for having high, actual and not only perceived, progress rate, as the later
the errors are discovered the more activities are likely to be affected.



64

4 Problem Definition
Increased progress rate is expected to lead to more work done in less time, however, the
perceived work done can not accurately reflect the actual work done, due to defective moni-
toring process for example not accounting for quality errors of the completed activities and
limited information on the progress or inability to objectively account the progress (e.g. in
some cases of code development).
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Fig. 4.2 Project monitoring cycle

Note, that in practical situations it is not improbable that during efforts to recover from a
delay in schedule, new requests by the customer arise, which if accepted will lead to changes
in scope, possibly increasing the project size and additionally setting back the schedule.
Finally, the second option of adjusting the schedule to overcome the delay, although is quite
straightforward, it can require great effort in order to re-calculate an optimal schedule taking
into consideration the work done, the rework needed and possible deadlines on the project
and/or on specific project activities. It is also very probable to be hindered by existing ar-
rangements made with sub-contractors and other external collaborators, material deliveries
and arising need for storage or synchronisation points involving environmental parameters
(e.g. weather related activities).

The above analysis, shows that both traditional approaches and system dynamics examine
the same basic issues but from different perspectives. In system dynamics the focus is on
feedback loops and the whole project instead of looking into details in restricted areas and
ignoring others, giving great importance to those factors that are subjective and to the hu-
man’s behaviour, aiming at the simulation of reality including human and system weaknesses
in order to indicate likely outcome.

Consequently, the two approaches provide valuable complementary information, the tradi-
tional techniques supply the detailed output necessary for project monitoring, whereas sys-
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tem dynamics offer a holistic view of the problem itself and useful general strategic lessons
which should be considered when planning projects and producing the estimates for the tra-
ditional analysis. There are undeniable benefits in formally incorporating the two models
(Rodrigues and Bowers, 1996) both for the success of the undergoing project and the ongo-
ing learning process of the organisation itself.

4.2 Problem Description

Project scheduling is a quite complex problem that every project manager faces in the begin-
ning of each project. The consequences of an ill designed schedule can seriously endanger
the successful project execution and completion.
This problem, as analysed in section 4.1, although initially was faced as a “hard” problem
assuming that it is fully observable, governed by well-defined laws of behaviour and closed
to the environment, in practice has been proven that this is not the case. Still, when trying to
take into consideration all the parameters defining and affecting a good project schedule, a
very complex system emerges. Therefore, it is essential to balance the hard and soft aspect
the project and try to define the project scheduling problem taking into consideration both
but in a level of abstraction that will keep it general and permit its modelling and solution.
The idea is to provide a way to define the desired characteristics and provide a solution pro-
cess that will generate project schedules adaptable to different project settings, organisational
sizes and strategies and be scalable according to the size and criticality of the undergoing
project. Furthermore, the process should be simple and quick enough to permit immediate
re-runs for the generation of alternative scenarios giving the opportunity to the project man-
ager and/or the group of decision makers responsible for the definition and final selection of
the baseline schedule to have a satisfactory number of alternatives to discuss on and choose
from.
First of all, the desired schedule characteristics should be defined and related to the envi-
ronmental parameters that affect them either directly or indirectly. Prevailing organisation’s
strategic goals include customer satisfaction, profit and risk minimisation. Different contri-
bution, of each factor for each organisation and time period, is assumed. Therefore a ”good”
project schedule should enable the organisation to:
(a) satisfy the customer, leading to the expected product, as expressed in terms of quality and
project’s scope, in the predefined time frame, deadline, and with the agreed cost,
(b) optimally use the available budget and minimise the cost without overruling (a) ,
(c) manage human resources so as to conform with work hours, contracts and related legisla-
tion and make a balanced use of materials and equipment,
(d) be as much insensitive to changes as possible and be robust. That is, meaning that small
changes in scope, perturbations in activity’s duration, due to internal or external parame-
ters, or resource availibility must not escalate but have limited effect to the total schedule.

4.2.1 Goals

The generated project schedule should lead to a product of the agreed quality, on time and
on budget and this should be achieved with the lowest cost, balanced usage of resources
and minimal sensitivity to unpredictable factors. The objectives to be pursued during project
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scheduling are defined by translating these schedule characteristics, to actual objectives to be
optimised during project scheduling.

In all projects there is a finish date, that is a deadline, either imposed by the customer or
internally set. Hence, the project’s duration is a natural measure of performance and as ex-
pected it is the objective which is most often found in the literature (Boctor, 1990; Icmeli
and Erenguc, 1996b; Hartmann and Drexl, 1998) and used in practice. In some situations
due dates for individual activities play an important role and the explicit consideration of the
lateness or tardiness of the different activities is needed. Often the project’s deadline and or
interim deadlines are associated with costs as in penalties, bonuses for quick execution or
planned cash inflows, giving to the time objective a connection to the cost dimension.

The project scope, defined as the work that needs to be accomplished to deliver a product,
service, or result with the specified features and functions” (PMI, 2012) does not lead to a
specific objective for the schedule as it marks out the boundaries of a completed project as
opposed to a failed (not resulting in the desired outcome) or incomplete one. Therefore it
is mandatory to have in the project schedule all the activities, as they arise from the scope
declaration and are outlined in the work breakdown structure. In other words the project’s
schedule activities are a specification of the project’s scope.

Quality is defined as “the total of features and characteristics of a product or service that
bears on its ability to satisfy stated or implied needs” (Standardization, 1994). Although the
quality of the project is monitored through the quality management process, it can affect the
project’s schedule as analysed by (Icmeli and Erenguc, 1996a). Activities may be performed
at a poor quality, below the desired level. These activities will require additional rework time,
resulting in delaying the project completion time or if left as they are, lead to poor quality of
the project’s outcome. It should be noted here that rework is considered by several authors
as the primary cause of project schedule disruptions (Lewis, 1998; Cooper, 1993). However
the quality of the activities cannot be appraised before the actual execution of the activity so
cannot be used as a direct requirement of the schedule. A project schedule that can handle
the distress caused by the need to rework activities as to reach the desired level of quality
is a realistic way of accommodating the need for specific quality levels of the end product
with respect to the duration aspect of the project. Therefore to have the ability to address the
needed quality leads to the objective of robustness maximisation and possible constraints on
the quality of a subset of activities.

Cost and budget are facets of a complex requirement referring to the project in general and
strongly related with the project schedule itself. The cost refers to resource usage, resource
availability cost, earliness/tardiness penalties. When the maximum cost is predefined there
is a clear budget constraint. Otherwise the need of minimal cost can be expressed as an
objective. The majority of activities encountered in practice can be performed in shorter or
longer durations by increasing or decreasing the amount of resources available to them or
the quality of the used resources (Fulkerson, 1961). However, usually, this acceleration in
the execution of activities comes at a cost and at the same time accomplishing activities in
longer durations often gives reduced cost but can lead to increase in project duration which
can result in additional cost in form of time related penalties (Kelley Jr and Fort Washington,
1963).

Furthermore, there are cases where penalties or other cost raising factors are attached to spe-
cific activities deadlines and not only to the project’s makespan (Vanhoucke et al., 2001). For
example, costs of earliness can reflect extra storage requirements and idle time like tardiness
leads to customer complaints, loss of reputation and profits, monetary penalties or goodwill
damages. The resource related costs can origin not only from the resource usage itself but
also from the need to keep resources available for the project duration even when they are
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not being used (Mahring, 1984; Demeulemeester and Herroelen, 1996) as in the case of time
based contracts. This leads to the need of minimisation of the maximum number of needed
resources per type, usually weighted by a factor related to their individual cost.

Therefore, the need of minimal cost is reflected in a variety of project scheduling objectives,
like the project’s makespan, earliness/tardiness of activities, minimal maximal usage of re-
source units made available throughout the project besides the cost itself. In most cases when
scheduling a project aiming at the cost minimisation the only costs that are taken into consid-
eration are the resource related costs and the time related penalties, as those are the directly
connected costs. The precise determination of these gains and penalties often poses a tough
problem to management that needs to prioritise these conflicting objectives.

The scheduling problem turns even more complicated by the need to manage human re-
sources and materials. Human resources either staff or external contractors, based on the
legislation and their individual contracts should work specific hours per day augmented by
specific overtimes constraining the amount of daily work per person, have vacation and sick-
ness leaves causing usually small variations in resource demands that not always are known
in advance and variable performance affected by a variety of parameters, like motivation,
work environment, etc. Furthermore, it is not easy and it is not very efficient to hire staff for
small periods to handle peak of work and fire them after that or even move team members
from one project to another too often as it can lower the project team’s productivity by re-
quiring time both from the existing members and the newcomers to teach/learn the way that
the work should be done, learning curve, and also become acquainted to each other. There-
fore, a smooth resource profile, for human resources is essential and strongly related to the
complexity and specialisation needed to execute the task, as the more complex is the task the
less changes in resources used is desired.

Materials as resources are less complex than human resources to handle but there are also
some points that attention is needed, especially when deliveries are connected to tasks initia-
tion as usually it is the case and storing the material is needed till its usage, as storing comes
at a cost, leading to dilemmas on how earlier should the delivery be scheduled as to lower
the risk of delaying the task in case of belated delivery but without creating a large additional
cost for storage.

Uncertainty lies at the very heart of any project leading to very low probability to have
a precomputed baseline schedule being executed exactly as planned. Activities may take
more or less time than originally estimated, resources may become unavailable, material
may arrive behind schedule, new activities may have to be incorporated or activities may
have to be dropped due to changes in the project scope, etc. An apparently optimal baseline
schedule may well be based on an unreasonable set of expectations about the real world and
therefore may be significantly less optimal when executed. Similarly, a baseline schedule
which appears less optimal before execution but which contains some built-in flexibility
for dealing with unexpected events, may turn out to be a good schedule upon execution
(Davenport et al., 2004). A safe route, when working in a deterministic environment, to
absorb uncertainties is the development of robust schedules that are schedules in which a
delay has only a limited effect due to the usage of techniques for absorbing the delays so as
to cause minimal effect to the rest of the project schedule.

Summarising, the project schedule generation problem seeks a baseline schedule for an up-
coming project where time, cost, smooth resource profile, minimal maximum usage per re-
source type and robustness are the core objectives. Project managers always reason in terms
of a mix of the above objectives, therefore, a multidimensional approach is implicitly or ex-
plicitly taken in practice (Viana and Pinho de Sousa, 2000). These different aspects, are often
conflicting and all of them need to be taken into consideration and will play different role in
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the schedule generation process based on the specific organisation and its priorities, the size
and the budget of the project, the customer and other environmental parameters.

4.2.2 Available Inputs and Constraints

A project schedule is a plan that defines which activity should be executed, when should
its execution start and what amount of resources per resource type will be used. The major
components of a schedule are the activities and the resources.

An activity can have one or more execution modes, meaning that it can be executed using
various resource types and amounts of resources, resulting in different durations. Each mode
reflects a feasible way to combine a duration and resource requests that allow accomplishing
the underlying activity. Multiple modes of execution assume that either more resources of
the same type or more efficient types of resources are used to get a shorter execution time. In
all cases, the values of both duration and resource requirements, are estimates based on the
past project’s experience and the current situation characteristics.

The activities can be splittable or not based on the specifics of the task. Splits can happen in
predefined points of time or in any time period, for example, a task like a software module’s
development could be split at definite time instances corresponding to the sub-modules com-
pletion but it wouldn’t be wise to split it in the middle of a complex function. An obvious
way to avoid using splittable activities is to split the activity itself in sub-activities and add
constraints to keep the chain of events intact. This actually, is the way that splittable activities
are handled when their number is limited. However, by using splittable activities the size of
the project remains the same, helping the project manager during the monitoring and in case
of activities that can be splittable at virtually any time, the manual process would be rather
copious while it is straightforward its automation and gives to the scheduling mechanism a
much needed grade of freedom letting the essence of the schedule intact.

The activities can either require constant amounts of renewable resources, that is, the per-
period request for a resource remains unchanged until the activity has been completed or
the resource requests can vary with time. However, it is not very probable that all activities
will have variable demands so a subset of activities with variable demands should be defined.
Again splitting the activities in sub-activities would do the trick but would cost in complexity
and readability of the schedule along with increase of the probability of errors during the
setting up of the schedule, as a number of new activities and constraints should be manually
added and never removed or relaxed by mistake.

To start executing an activity all its immediate predecessors should have been finished. This
precedence concept in practical situations is extended by allowing start-start, finish-start,
start-finish and finish-finish precedence constraints with both minimal and maximal time
lags. Obviously, finish-start constraints are more often used but the scheduler should not be
limited by the model. It is the other way round, the model should try to accommodate as
many facets of the problem as possible and let the scheduler decide what level of abstraction
is needed in each case.

Three different kinds of resources are considered: renewable, non-renewable and doubly con-
strained. Renewable are limited on a per period basis, non-renewable have a limited capacity
for the entire project and doubly constrained are limited both for each period and for the
whole project. In special cases we can have dedicated resources that refer to resources that
can be assigned to one activity at a time and can be represented by renewable resources with
one unit of per period availability. Each resource type comes with a cost either per time pe-
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riod of work (e.g. daily cost) or in form of salary. There are two basic types of contractual
agreements that can lead to great difference on the way that the resources should be handled.
In case of resource types having a contract for the whole period of the project or more gen-
erally get a monthly salary then there is the need to make the most of their availability and
the issue is the smoothness of the resource profile, as they already have a contract and will
be available for the project duration so its no point in limiting their usage. On the contrary,
the number of resources on time contracts, should be minimised as the contracts can fit the
project needs so that the resource profile is not as important as the number of the needed
contractors.

Resource availabilities usually are assumed to be constant over time. This assumption is
not very close to what actually happens in practical cases where changing availability of
workers due to vacations, maternity leaves, sickness or varying equipment capacities due to
maintenance or damage are on the everyday schedule.

The constraints posed by the problem can be roughly grouped in two categories, those in-
duced by the problem’s logic and those induced by requirements that constitute the prob-
lem’s definition. In the former are the precedence constraints either explicit like those set to
define the sequence of the activities or generated when handling splits and variable resource
requests. In the latter are the project cost/budget, resource availabilities and deadlines of ac-
tivities that although should be obeyed under extreme circumstances the project manager can
decide to allow their relaxation in order to be able to solve the problem or even simply get a
better solution under some aspects.

Concluding, the organisation’s stakeholders, represented by the group of decision makers
(i.e. project manager or project team members), are responsible for the initialisation of the
process by setting the criteria and the priorities of the objectives to be pursued during the
scheduling process. This way the conflicting opinions can be expressed during the initial
decision making process, including both qualitative and quantitative factors related to the
specific project and thus giving a way of custom tailoring the project scheduling process
to the specific needs and circumstances. It should be noted here that it is crucial to be able
to have a general decision model that can be easily modified to reflect the changes in the
organisation’s strategic priorities but also can be repeatedly used in similar cases without the
need of continuous redesign.

Following, based on estimations of the needed input data a calculation process is followed
to generate one or more schedules. The input data, as defined in section 4.2.2, like activities
duration, resource requirements and resource availabilities in real cases it is highly probable
that will not be deterministic but we assume them deterministic. However, multiple execu-
tions using upper and lower bounds of estimations or even using multiple scenarios and fast
execution of the schedule generation process, are suggested to overcome the issue and get
more realistic results. Finally, the generated schedules are presented to the decision mak-
ers/project manager and the most proper baseline schedule will be selected and used as a
tool for monitoring the project’s execution.






Chapter 5
Proposed Holistic Mathematical Model

5.1 Proposed Problem Formulation

The proposed process is initialised by a group of decision makers in charge of the project.
This group based on estimations of the needed input data selects the type or mix of types
of solution scenarios among single objective, weighted and simple Pareto optimal schedules
that they would like to get as a result. Then a calculation process is followed to generate the
requested number of schedules. Although in real cases the input data, like activities duration,
resource requirements and resource availabilities, will not, most of the times, be deterministic
it is assumed that multiple executions using upper and lower bounds of estimations can cover
satisfactorily the issue. Finally, the generated schedules are presented to the decision makers
and the most proper baseline schedule is selected and used as a tool for monitoring the
project’s execution.

5.1.1 Definitions

The proposed variation of the resource constrained project scheduling problem may be con-
ceptually formulated as follows.
All data is assumed to be deterministic and known in advance.
There is a single project consisting of » activities plus a dummy source activity O represent-
ing the “project start” and a dummy sink activity n+ 1 representing the “project end” both
with zero duration and resource requirements. We will denote by V = {0,1,...,n,n+ 1}
the set of all activities.
T is the planning horizon, calculated as the sum of maximal durations of all activities.
The set of renewable resources will be denoted by R”. For each renewable resource k € RP
the per period availability is variable and is denoted by Ot ,t=0,1,...,T —1.
The set of non-renewable resources will be denoted by Rv With each non-renewable
resource [ € R¥ we associate a subset {f;,|Jx=0,...,X;} of {0,1,...,T} with

0:t10<'~-<l‘1x<tl(x+1)<-'~<l‘1X1:T.

Obviously this subset defines a partition of the inteval [0, 7T') consisting of the subintervals
I = [t, tl(x+1)), x=0,...,X;— 1. The overall consumption of the non-renewable resource
[ for the period [;, of the project is limited by O‘l‘;,x'
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Each activity i is associated with a set M; of modes which are alternatives ways of execut-
mg the activity.
Each activity i has to be performed in exactly one mode m € M; in each discrete
schedule.
Each mode m has a duration of d;,, time units.
Activity i in mode m requires rﬁnkr’_m renewable resources of type k € RP in the T;,-th

period of its execution, T;, = 0,...,d;, — 1. The required resources are not consumed
but used for the time period of the activities duration and then returned to the resource
pool.

Activity i in mode m requires the consumption of rlmlT non-renewable resources of
type [ € RY in the 1;,,-th period of its execution, T;, = O0,... ,d;, — 1.
Each mode m of an activity i defines the activity either as preemptive, i.e. its execution
can be stopped once it has been started, or not.

The set of non-preemptive modes of an activity i is denoted by M? " and the set of its
preemptive modes by M?.

An activity in a preemptive mode can be splitted either at any point, which gives splits
of unitary duration, or at specific, user defined, points. The definition of the split points
can be done either directly or using duration windows.

The duration d;,, of an activity i may be split in z;,, + 1 duration units of unitary or
greater integer size. Each segment is denoted by pj.g, ¢ =0, ..., 2, and has duration
dimq- Each segment is assigned a start time s;,,, and a finish time f,,.

To simplify the formulation all modes of all activities are considered to be preemptive.
Activity modes that are not preemptive, e.g. the dummy start activitity, will not have

any split points, i.e. Zj = 0. If i, ¢ =0, ..., zim, are known, then we can transfom
the periods of the execution of activity i in mode m, T;,,, to periods ¢ of the project as
follows

Tim + Sim0 > Tim = 0,...,dimo — 1
Tim + Siml > Tim = dim0, - - -, dim1 — 1
=< . . 5.1

Tim & Simzi > Tim = dim(z,'m—1)7 s ’dimZim -1

Based on the above:
simo 1s the start time of activity i € V in mode m and its first segment pj;0. fimz,, 1S the
finish/completion time of activity i € V in mode m and its last segment pjy,.,. .
The dummy source activity has one mode m = 0, duration of 0 time units and is not
preemptive. Therefore zop = 0 and spo;, = soo0. Consequently, setting the project to
begin at time zero gives sgop = O.
The dummy sink activity has one mode m = 0, duration of O time units and is not pre-
emptive. Therefore z,1 = 0and f(,11)0;,., = f(n+1)00 represents the project’s duration
or makespan.
Four different types of precedence relations are defined: the start-to-start SS;,,,, the finish-
to-finish F'Fj, j,, the finish-to-start F'S;;, j, and the start-to-finish SFj, j,, with minimal and
maximal time lags between the activities i and j executed in modes m and n respectively.
More specifically:
SS;’,Z"H denotes that activity j in mode n cannot begin earlier than SS;’,%’n time units
after the start of activity i in mode m,
SSin denotes that activity j in mode n cannot start later than SS3%, time units after
the start of activity i in mode m,
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SFI%?; denotes that activity j in mode n cannot finish earlier than SFZ.%.’; time units

after the start of activity i in mode m,

SF;,j, denotes that activity j in mode n cannot finish later than SF;;% time units after

the start of activity i in mode m,

F S:’,’,Z’n denotes that activity j in mode »n cannot begin earlier than F'S

after the finish of activity i in mode m,

FSG,5, denotes that activity j in mode n cannot start later than F'S;% time units after

the finish of activity i in mode m,
F Flﬁ’]” denotes that activity j in mode n cannot finish earlier than F Flﬁ’]';l time units
after the finish of activity i in mode m,
FF;,, denotes that activity j in mode n cannot finish later than FF;)% time units after
the finish of activity i in mode m.

After fixing the activities’ durations and time lags, all the relations are represented using

just one type, the SS which is arbitrarily selected, using the following transformation rules:

min

imjn M€ uNIts

Start to Start:

min
Simo + SSl‘n;jn < Sjn0 = Sim0 + 6imjn < S jn0

with 8y ju = SSiut
Sim0 + SSimin = $jn0 = Sjn0 + Sjnim < Simo ,
with 8 = —SSI

Start to Finish:

Simo + SF,%',Z < finzjn = Sim0 + Oimjn < Sjno0 5
with 8y jn = SFymt, = djn,

Sim0 + SFipjn = Finzjn = Sjn0 + Sjnim < Simo ,
with 8 = — (S — d) .

Finish to Start:

Simzg +F S?,Z';n < Sjn0 = Sim0 + Oimjn < Sjno
with 8 jn = FSput, + dim »

Simzin + FSinin = $jn0 = 8 jn0 + Sjnim < Simo ,
with &jpim = —(FS?fnaj-Cn +dim) -

Finish to Finish:

Simzn + FEt < finzy = Sim0 + Gimjn < Sjno
with 8 jn = FFpmrt + dim — djn

Simzin + F Fgpin = Finzju = Sjn0 + Sjnim < Simo ,
With 8jnim = — (FEM + diyy — ).

imjn

(5.2)

When the structure of the project is represented by an activity-on-node network G =
(V,A), then the vertex set V = {0, 1,...,n,n+ 1} contains all activities and the set of arcs
A ={(i,j)|i,j € V;i — j} represents the generalised precedence constraints. More pre-
cisely, there will be an arc from node i to node j if and only if there are one or more prece-
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dence relations between the two nodes. If (i, j) € A, then, for each pair (m,n) € M; x M,
the maximum value of &;,j, in (5.2) is assigned as weight to the edge (i, /).

The vector S =

(Simq)i=0.1,...n.n+1 g=0,...zin defines a schedule of the project. A schedule S

is called feasible if all resource and generalised precedence constraints are fulfilled.
Act (1) will denote all the activities of which a time unit is in progress at¢,r =0,1,...,7.
The goal is to determine execution modes m and starting times s;,,, for all the act1v1t1es

i=1,...,nandallg=0,...

,Zim 10 such a way that the objectives are optimised while all the

given constraints are obeyed.
Table 5.1 summarises the notation introduced in this section.

Table 5.1 Basic Notation

Symbol
V={0,1,...,n,n+1}
n

G(V,A)

T

t

[r,t+1)

Act (1)

RP

o
RV
Iy

I

dim

7 imk Ty,

r ;;/nl'q-m

Zim

Pimg

dimq

Simg

fimq

Sim0

fimzm

5000
Snt1y00
S'= (Simq)
Sgmin g gmax

mmjn mjn

SFWlln /SFWICLX

imjn imjn

S”‘ll"l /FS!H(LX

imjn imjn

len |F Fmax

imjn imjn

im jn

Definition

the set of activities i

number of real activities

directed graph of precedence or temporal constraints

the planning horizon, sum of maximal durations of all activities

periods, index of T

time interval corresponding to period t

set of all the activities of which a time unit is in progress at ¢, =0,1,...,T
set of renewable resources

variable amount of available units of renewable resource k, t =0,...,7 — 1
set of non-renewable resources

each non renewable resource [ € R” is associated to a subset {f;;|x =0,...,X;} of
{0,1,...,T}withO =170 < ... <t <fyepy <...<tix, =T

subintervals I, = [trx,t(v41)]s

x=0,...,X; — 1 composing a partition of [0,7)

variable amount of available units of non-renewable resource /

set of modes (alternative ways of execution) of activity i

set of non-preemptive modes of activity i

set of preemptive modes of activity i

duration of activity i in mode m

per period usage of activity i of renewable resource k in mode m

per period consumption of activity i of non-renewable resource / in mode m
number of splits on activity 7 in mode m, zj,, =0, ...,dj — 1

segment of the preempted activity i with g =0, 1,2, s Zim

duration of segment g of activity i in mode m

start time of segment ¢ of activity i in mode m

finish time of segment ¢ of activity i in mode m

start time of activity i

finish time of activity i

start time of project

finish time of project

schedule, vector of start times of all segments of all activities
minimum/maximum time lag between start of activities i and j in modes m and n
minimum/maximum time lag between start of activity i in mode m and finish of j
in mode n

minimum/maximum time lag between finish of activity i in mode m and start of j
in mode n

minimum/maximum time lag between finish of activities i and jin modes m and n
minimum/maximum time lag between start of activities i and j in modes m and n

We will now illustrate the above definitions using the project example displayed in Figures
5.1 - 5.3, where a project with 6 activities plus the dummy source, activity 0 and the dummy
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Fig. 5.1 (a) Project activities, modes, resource requirements and preemption status, (b) minimal and maximal lag of activities

per mode
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Fig. 5.2 (a) R1 renewable resource availability in relation to time, (b) R2 renewable resource availability in relation to time
and (c) NR1 non-renewable resource availability in relation to periods ljg = [0,%41), Ij = [ta1,t22) and Ijp = [t2,T)

sink, activity 7, is defined. Each activity, in this example project, has a maximum of 3 al-
ternative modes of execution. For each mode the duration, preemption status and resource
requirements are defined.

The duration refers to the total of the activity even when preemption is allowed. The pre-
emption status determines whether the activity in the specific mode of execution is splittable
and, if yes, what kind of split should be effectuated, as it can be either auto split in segments
with 1 time period of duration e.g. activity 6 in mode 1 or at specific points as in activity
2, mode 2. The resource requirements per activity mode can vary over time and therefore
the resource requirements of both renewable and non-renewable resources are defined for
each time period. However the time instances where there is a change in requirements can
vary from activity to activity or even among the different modes of the same activity, but for
reasons of simplicity in this example we use the same time instants.
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Fig. 5.3 (a)Project network for mode set M;(0,0,0,0,0,0,0,0) and (b) Project network for mode set M»(0,0,2,1,1,2,1,0)

Furthermore, each resource type, either renewable or not, can also have variable availabil-
ity, as shown in Figure 5.2. This feature can be used in practice to define the renewable
resources calendar by denoting for each resource type, the time periods that availability
changes due to scheduled vacations, weather related impossibility to use specific types of
equipment/machines, etc. In the case of non-renewable resources attention should be given
in defining the availability of each resource type. For example, at ,, there would be 15 units
of NR1 if no unit would have been used by that time.

Finally, in Figure 5.3, the project networks for two different, random, combinations of modes
are presented: M; (0,0,0, 0,0,0,0,0) and M, (0,0,2,1,1,2,1,0). It can be deduced that the
project network itself and not only the durations and resource requirements are affected by
each mode selection. This way alternative project scenarios and not only activities execution
modes are defined. Each of the resulting combinations of modes gives a more or less com-
plex project scheduling problem that represents a different aspect of the project and how it
should be implemented.

5.1.2 Objectives

In the project schedule generation problem we seek a baseline schedule for an upcoming
project where time, cost, smooth resource profile, minimal maximum usage per resource
type and robustness are the core objectives.
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The project duration is a regular measure of the performance measure and can be expressed
as the start of the dummy end activity of the project:

Min (10 - (5.3)

Furthermore, a penalty factor can be used in case that there are specific deadlines attached to
activities (e.g. milestones) of the project:

min S(n+1)0 + Tover ’ (54)

where T,,., is the sum of the time periods that the completion of each activity is overdue.
The penalty factor can be weighted by the criticality of the corresponding activity (e.g. costs
related to the delay of specific milestones):

Wl(’I; *fimz,‘,,,) ) (55)

Tover =

-

I
—

1

where 7; is the due date (deadline) of activity i.

The resource related objectives concern the reduction of extraordinary demands and exces-
sive fluctuations in the usage of resources. When the goal is to use the required resources as
even as possible over time, the deviations of the resource usages from a given resource profile
are calculated. A measure of variability for this case is the resource levelling index (RLI),
where the request for a smooth resource profile of one or more resource types is expressed
as the total deviation of the consumption of that resource type from a target value, as it is the
average resource utilisation:

Jor1o N

S0 | / N ;) ;rﬁﬂkfim
min Z Z ngnkr,-m == | (5.6)

kerRe =0 | \i=1 Jnt1)00

Note that, both in the above equation and in what follows, by 7;,, we mean the corresponding
value of ¢ given by (5.1).

If ¢ is the unitary cost related to renewable resource type k and cg is the sum of the non
resource related costs then the project cost can be expressed as the sum of these two cost

types:
T N
min co+ Z Ck ZZrﬁnk% . 5.7)

kERP t=0i=1

In case of specific budget, it can be set either as constraint or as a penalty in the objective
function, as in the case of the deadlines.

The reduction of extraordinary demands of one or more resource types, the so-called resource
investment problem, is used for those resources that are very expensive and even one unit of
difference has a consistent impact on the project’s cost. Therefore for these resource types
the maximal usage should be minimised:

N
min maxq Y rh o \t=0,1,....T—1¢. (5.8)

i=1
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The slack-based method is usually used to generate robust schedules. Two types of slack are
widely used in the scheduling literature: total slack (also referred to as float time) that is the
difference between the earliest start time and latest start time of an activity and free slack that
is the amount of time that an activity can be delayed without delaying the start of the very
next activity. In the current approach the total slack is set as objective:

max Y (LSim — ESim) , (5.9)
i=1

where ES;,, is the earliest start time and LS;,, is the latest start time of activity i when executed
in mode m—in the case of splitting the start time of the first segment is taken into consider-
ation. It should be noted here that ES;,,, LS;,, calculations are not trivial in the multi-mode
preemptive with generalised precedence constraints case.

All the above different aspects are often conflicting. On the other hand all of them need to
be taken into consideration and will play different roles in the schedule generation process
based on the specific organisation and its priorities, the size and the budget of the project, the
customer and other environmental parameters.

5.1.3 Constraints

The activities should be processed in a specific order given by the generalised precedence
constraints, which can be represented in standardised form, by transforming all of them to
the same, arbitrarily selected, form using the transformation rules in Equations (5.2), leading
to the general constraint:

5imjn < 8jn0 — Sim0 » (5.10)
V(i,j) €A, Vme M; ,YneM;. '
All activities when executed in preemptive mode should have the start time for every segment
g of the preempted activity 7, at least dj,, 1) time units later than the start time for the
previous segment g — 1:

Sim(q—1)+dim(q—l) Ssimqa (5.11)
Vi=1,....n,.VmeM; Ng=1,...,zin. '
This constraint also addresses the need to relate each segment to the previous one with a
finish to start type of precedence constraint with zero minimal and no maximal time lag.
Furthermore, the dummy source activity should always be the first to be scheduled at time
t=0:
5000 =0, (5.12)

and the dummy sink activity should always be the last one:

S(n+1)00 Z ﬁmzim Y

) (5.13)
Vi=0,1,...,n,Vme M,.

The renewable and non-renewable resource usage at each time instant ¢ should be less or
equal than the available amount:
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P p
Y - ikt < Y s
icAa(1) (5.14)
Vke RP ¥t =0,1,..., T —1,Vm e M;,

er)—1
\ v
Z Z rimlrin S a”/ ?
=0 icAct(r) l ' (5.15)

\V/lGRV,\V/)C:O,...,XI—I,\V/WLEM,'.

In the case that milestones with specific deadlines are introduced, then each of the milestones
should have its start time constrained by its due date or a penalty factor can be used in the
objective function. In the proposed approach penalties are used to give more flexibility during
the solution search.

5.2 Mathematical Formulation

The proposed variation of the resource constrained project scheduling problem can be math-
ematically formulated introducing the binary decision variables x;,,,, which are defined as
follows:
B { 1, if the segment pju, of i in mode m starts at ¢
Ximgt = .

0, otherwise (5.16)

The mathematical formulation, shown in Equations (5.17)-(5.25), is an extension of the
model first presented by Pritsker et al. (1969) to include preemption, multimode activities
and generalised constraints. It is also based on the formulations provided by De Reyck (1999)
and Hartmann (2013) for the MRCPSP-GPR and the RCPSP/t respectively.

minf(ximqt) ) (5.17)
subject to:
T—1 zZim
Y Y Y g =1,
meM; t=0 g=0 (518)

Vi=0,1,....n+1,

T-1 =1
( 2 ) fximOz) +8min < Y, Y Xjnor (5.19)

meM; t=0 nEM_,- =0
v(i,j) €A,
n Zim o o
Z Z Z T Ximar < O
imk Ty, Mgt = Py
i=1meM; q=0 (520)

VkeRP V1 =0,1,....,T—1,
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)=l 0 mp Zim
; lelqz it < (5.21)

VieR Vx=0,....X,— 1,
X0000 = 1, (5.22)
i Wimzgt < i IX(n+1)00 5 (5.23)

Vl 0,1,..
Z Xim(g— —i—d,mq < Z Ximgt » (5.24)
szO,l,...,n,VmeMi,Vq: L,...,Zim,
Ximgr € {0, 1}, (5.25)
Vi=0,1,...,n+1,Vme M; Vt=0,1,...,T —1.

The objective function (5.17) minimises the selected objective; for example the objective of
minimising the makespan can be written as

T-1

min Y £ 1)00; -
t=0

Constraints (5.18) ensure that each activity is assigned exactly one mode and exactly one
start time.

Constraints (5.19) denote the generalised precedence relations with minimal and maximal
time lags, where the actual values for each time lag, whether they originate from a minimal
time lag or a maximal time lag are given by dim jn.

The resource constraints are given in Equations (5.20) and (5.21) for renewable and non-
renewable resources, respectively.

Equations (5.22) and (5.23) ensure that the first activity of the schedule is the dummy source
and the last the dummy sink.

Constraints (5.24) ensure that the splitted activities will be executed in the correct order.
Equation (5.25) forces the decision variables to assume binary values.



Chapter 6
Solution Process

6.1 Overview

The proposed solution approach consists of three stages, as shown in Figure 6.1. Initially,
the problem is analysed to decide which are its activities and how they are related in terms
of execution precedences. Then, for each activity the different execution modes and whether
it can be split and at which points, are identified and the duration and resource requirements
are estimated. The estimations usually are based on the project’s manager experience on sim-
ilar projects and the specific’s project’s characteristics. Finally, the resources calendars and
availabilities are roughly outlined. The above information composes the solution’s process
input.

The second stage concerns the objectives. It is decided which objectives from the given set:
makespan, resource level index, max resource usage and robustness, should be pursued and
whether the objectives should be ranked or used to compose a vector and go for a Pareto
solution, as shown in Figure 6.2. The first option leads to the generation or usage, if a well-
fitted model already exists, of an ANP model and the calculation of the ranking through
an iterative process where the project manager or a whole group of decision makers give
judgments by answering simple pairwise comparison questions. The ANP model is formed
by the alternative solutions, that are the selected objectives, and the criteria needed to rank
them. Therefore the choice of ANP as a decision support tool requires additional inputs.

81
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Adaptive GA
to choose
solution
algorithm
and solve

Solve the specific instance

Prioritize the objectives
using ANP

Define the problem or Pareto vector
parameters

Fig. 6.1 Phases of the proposed approach

The last stage includes all the transformations needed to convert the given input to the form
required by the solution algorithm and the execution of the solution algorithm in order to get
the final result set.

The flow of events, from the definition of the project to be scheduled till the actual generation
of the solution set, is summarised in Figure 6.2. Initially, the project to be scheduled along
with its context is analysed in order to generate not only the actual input data for the solution
algorithm but also the data needed to make the related decisions, like whether an ANP or
Pareto approach should be followed and which are the criteria that should be used to prioritise
the objectives and how they are related.

Following, input data are transformed as needed and fed to the actual solution algorithm
that is a genetic algorithm that adapts the solution method to the specific project that is
being scheduled. Each chromosome is composed of the encoded solution (the schedule),
the decoding procedure (serial or parallel extended SGS) and the corresponding solution
algorithm (SA, TS, PSO, GA). The generation of the initial and children populations through
crossover and mutation and the final selection of the chromosomes to be passed to the next
generation are handled by this algorithm. However, the fitness calculation depends on how
the project manager decided to solve the problem (ANP, Pareto, single objective).
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In the case of ANP, the optimisation process is based on splitting the given population in sub-
populations, using different objective functions for each one and then selecting the solutions
by comparing subpopulations corresponding to the same objective using the ANP weights
to define the percentage of the population that is represented by each objective. The second
option, the Pareto vector, is based on the ranking of the population according to a predefined
dominance rule and the fitness value assigned to each chromosome derives from its rank in
the population, not its actual objective function value. Finally, the single objective option
consists on using the given objective function to calculate the fitness of each chromosome.
In all the cases, attention should be given on the fact that the fitness calculation of a chromo-
some is not a straightforward process, as it implies the execution of the solution algorithm
on part of the chromosome, before calculating the value of the encoded solution, therefore it
can cause update of the chromosome.

The iterative process continues until either the optimum is found or the given number of
iterations (generations) is reached. The result set consists of one or more solutions that are
the best found solutions in relation to the given objectives. The maximum number of different
solutions in the result set is given by the project manager.

6.2 Decision Making using the Analytic Network Process

The second stage of the proposed approach consists in defining the desired optimisation
objectives, namely time, resource profile, robustness and cost and either generate a weight
vector reflecting the decision makers preferences on the objectives or handling all of them as
a single vector. To weight the objectives, the Analytic Network Process (ANP) (Saaty, 1996),
which is a generalisation of the Analytic Hierarchy Process (AHP), was used.

The reasons behind the selection of the specific method instead of other MCDA methods
reside on its basic characteristics: simplicity, handling of mixed qualitative and quantitative
inputs versus exclusively quantitative methods, no need of an analyst to support the process
and focus on the subjective perspective of the decision maker to the problem.

In this section the ANP method is described and a generic model for weighting project
scheduling objectives is provided. The result of this process is the definition of relative pref-
erences among the optimisation objectives, in the form of a normalised weight vector that
will be given as input to the next stage of the solution process. This a priori definition of the
preferences has been proven more efficient than the popular process of solving the problem,
computing the objective functions and then limiting the solution space based on the decision
maker’s preferences.

In this multi-criteria decision analysis method, the first step is the identification of the cri-
teria and the alternative solutions of the problem to be solved. Then, a graph structure, the
so-called network, is created and the decision maker is asked to pairwise compare the com-
ponents, in order to determine their priorities.

The decision about whether AHP or ANP should be used is based on the problem being
solved and the corresponding network structure. The network is a logical conceptualisation
of the problem that reduces it, to its essentials. When the elements and their connections are
easily located in levels of dominance with connections that transmit influence downwards,
a hierarchical structure is best fitted for the decision problem. On the other hand, if the
elements and their connections are complicated and can only be grouped in clusters that do
not fit well in defined levels, a network structure is more appropriate.
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The process that was followed for structuring the under consideration system, described in

chapter 4, as a network consists of four phases:

1) Identification of the decision alternatives, goals and elements, where as elements are de-
fined the criteria used to rank the different alternatives based on the preferences of one
or more decision makers that constitute the decision making group. These criteria derive
from the purpose of each functional unit of the system in question.

The project scheduling problem has as alternative solutions the optimisation objectives
that have been chosen in the previous stage, therefore the elements:
Duration that refers to the makespan of the schedule and respect of deadlines set for
certain activities or phases of the project
Cost as the sum of resource and non resource related costs generated by a specific
schedule,
Resource Profile, which refers to the smoothness of one or more renewable resource
types profiles as they are utilised in the schedule,
Robustness that is about the total free slack in the generated schedule and it is used
to enhance the stability of the schedule in case of alterations: in the duration of one or
more tasks, the resource availabilities and/or requirements.
Max Resource Usage, which is used to limit the maximum usage of expensive or rare
resource types.
Beside the alternative solutions of the problem, in the network are included all the criteria
that will be used to rank the objectives which are also defined as elements. The identifi-
cation of the criteria is an iterative process where all the decision makers related to this
problem need to discuss which are the factors that affect the definition of an objective
as more important than another taking into consideration the organisational strategy, the
current situation and characteristics related to the project itself and the customer related
to it. Therefore the criteria are subject to change from project to project and time to time.
However, here a generic set of criteria that can be widely used are provided. The selection
of the criteria is based on interviews with experts of the project management field. The
proposed set of criteria can be summarised in the following elements:
Budget: the budget available for the project is a good indicator of how important will
be the cost factor in the decisions to be taken, as a tight budget will let small margins
for those makespan minimisations that require high level of resource availability and
usage, or expensive resource types. On the other hand it complies with the minimisa-
tion of the maximum resource usage and the smoothness of resource profiles however,
it is not strogly related to the objective of robustness.
Cash Flows: timing of the inflows can affect the overall strategic decisions about
the project, for example when the inflows are attached to specific milestones, then
the deadlines, therefore the time objective, is critical for the whole project’s viabil-
ity. Similarly, the outflows affect the ranking of the objectives, as for example large
payments connected to specific activities can lead to right shifting those activities and
thus slowing down their execution.
Resource Types- Cost, Contact type: the cost of the resource types to be used and
the type of contractual relation that they have with the company that is executing the
project affect a variety of decisions about the way that the project should be executed
and how the objectives should be ranked. Permanent contractual relations, ask for
very smooth resource profiles and enforce the need to be within the given resource
requirements as the need for new resources will call for hiring of probably, temporary
personnel, with unsure impact on the efficiency of the work team. Low daily rates
and extended usage of external contractors lead to flexibility of the resource related
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constraints and low ranking of the resource profile objective. The existence of different
resource types and associated needs for their profile is handled using different weights
for each resource type within the resource profile objective.
Penalties/Bonuses: in case of penalties and/or bonuses related to the completion time
of the project or specific milestones, the time objective is expected to be prioritised
and the cost objective needs to be balanced in relation to the time related loss or gain
of money.
Project’s Contract: is related to specific clauses of the contract signed between the
organization and the customer which might affect the ranking of the objectives. For
example in case that there are clauses specifying quality levels of the generated project
outcome/product then the robustness objective’s value is elevated due to the need to
have extra time available to anticipate the need to rework part of some activities to
meet the required quality levels.
Legislation: related to work hours, hiring and firing of personell, subcontracting,
defining wages, specialised personnel needed to execute specific activities, environ-
mentall issues, etc. affects the way that the project should be scheduled and thus the
ranking of the objectives.
Synergies: existing projects, on going or already executed, can be combined to the
under examination project in terms of budget, human resource pool, equipment, etc.,
affecting this way the priorities set for the specific project, especially, the aspects of
cost and resource usage.
Resource Availabilities: refers to the effort needed to find extra resources if needed,
the corresponding cost of using extra units of some resource type and when referring
to work force, the expected efficiency of the new resources when combined to the
existing ones. This data are always related to circumstantial factors as the specific
time period, the social and political situation, etc. Having low resource availabilities
makes the resource constraints less flexible and the possibility to use execution modes
of activities requiring large numbers of resources very expensive, thus unlikely.
Risk: refer to scope risks, like ill defined scope, integration issues, scope creep, etc.
, schedule risks as delayed decisions, wrong estimations of duration and effort needs,
ommision of dependencies, etc. and resource related risks as delays caused by out-
sourcing, lack of cash flow, low quality and/or attrition of resources, loss of work
team balance by people joining the team late, scarcity of skills. The types and levels
of risk are strongly related to all the objectives and based on the probability of appear-
ance and the expected impact of each one, different objectives can be prioritised for
the mitigation of one or more risks.
Expected Benefits: are related to factors like the project’s expected outcomes and the
customer’s importance for the organization. The expected benefits can balance high
costs and prioritize objectives like time and robustness.
2) Categorisation of the elements in suitable clusters, that is based on the similarity of the
previously identified element’s characteristics.
The criteria and alternative solutions composing the model for ranking the project schedul-
ing objectives, are grouped in three clusters: Organisational containing the criteria that are
strongly related to the specific organisation, its strategy and profile, Financial, containing
the cost and budget related factors and Other, containing the factors that could not fit in
the previous two categories. Finally, there is also the Alternatives cluster containing the
objectives to be ranked.
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3) Definition of the influences: inner dependecies reffer to influences (social, political, tech-

nical, economic, etc.) between two elements of the same cluster and outter dependencies
between two different clusters.
In this model, the Alternatives cluster depends on all the other clusters and viceversa.
The Financial cluster influences and is influenced by the Organisational, as the resource
availability influences the rates, the budget is affected by the risk factors, the synergies
and the expected benefits, and there are risks related to the flows and the budget.The
Organisational cluster is influenced by the Others cluster and it has inner dependecies
among its components, as the legislative rules and the contract affect the risk factors, for
example having high penalties for exceeding the deadline or getting products below the
expected quality level raise the impact of the corresponding risks. The penalties along
with the specific project contract influence the expected benefits. As concerned to the
inner influence for the Organisational cluster, the synergies and the risks influence the
expected benefits, the more synergies that can be generated through the project and the
less risk the higher are the expected benefits. The final model is shown in Figure 6.3.

Financial

Budget

Cash Flows
Resource Types: Cost,
Contract type
Alternatives Organisational >
> A\
Duration b > -

Cost Synergies
Resource Profile Resource Availability
Robustness LS .
Max Resource Usage Expected Benefits

Other

Penalties/Bonuses
Project’s Contract
Legislation

Fig. 6.3 ANP model

4) Forward and backward examination of the network by cluster, in order to make sure that
the generated network structure is complete and consistent. The decision makers check
that the network reflects the real problem to be solved, that the relationships among the
elements have the correct direction and no important aspects of the problem have been
ommited.

This process, for the generic model herein analysed, was effectuated by the same group of
project management experts, as to ensure its completeness and consistency. The goal was
to design a generic model that could fit in a variety of project scheduling cases and would
give a way to express those qualitative factors that affect the way that the project should



88

6 Solution Process

be scheduled without ommiting the quantitative data needed for the prioritisation of the

objectives.
After the generation of the network describing the problem, the decision makers are asked to
enter their judgments. The network is used as a starting point for the formulation of all the
pairwise comparisons and their conversion to meaningful questions. These questions have the
form: ”Which element A or B is more important in the context of cluster C?”, where A and B
are elements of the same cluster D and C is a cluster that influences the cluster D containing
the elements A and B. This step leads to filling a matrix having as lines and columns the
elements of cluster D, the so called comparison matrix. The same is done for the clusters
themselves. A comparison matrix is generated for each relationship between two clusters.
Then for each comparison matrix the consistency ratio is computed and in case that it exceeds
the predefined limit, the judgments responsible for this excess are located and corresponding
questions are redirected to the decision maker for reassessment until the desired level of
consistency is reached. As measure of deviation from consistency, the introduced by Saaty
1996 consistency index (C.1.) is used:

c1 = tmax=n 6.1)

n—1

where A, is the Perron eigenvalue of the positive reciprocal matrix being examined. The
consistency ratio (C.R.), of the pairwise comparison matrix is the ratio of its inconsistency
index C.I. to the corresponding random index value, C.R. = 1‘;—; Random index (R.1.) val-
ues are computed using multiple simulations of randomly created comparison matrices and
calculating the average of the consistency index (Saaty and Sagir, 2009). If the C.R. of a
pairwise comparison matrix is larger than 10% then it is necessary to find which are the
most inconsistent judgments in that matrix and ask the decision maker to consider changing
his judgment to a value that will lead to an acceptable value of C.R. The most inconsistent

judgment can be computed using the formula:
Wi ..
Max(a;jx—=Vi,j€0,1,..,n) (6.2)
wi

where a;; is the (i, j) item of the comparison matrix and w;, w; are the corresponding weight
values.

The next step consists in the computation of the weight vector that corresponds to each
comparison matrix and the combination of the vectors to create the initial Cluster Matrix and
Supermatrix. To generate the Cluster Matrix from the pairwise comparison of the clusters
we calculate the limit priorities of the corresponding matrices. To do so, starting from the
matrices that were formed from the pairwise cluster comparisons, we compute the weight
vector, raise the matrix to n+ 1 where n gets values [1,2,...] and then compare the new
weight vector to the old one. When the old and new weight vectors are equal, we have
reached the goal of computing the weights for the specific cluster. Beforehand, is known
that in some point the weight vector will be stabilised because the initial weight vector was
column stochastic. This operation is repeated for all the clusters contained in the model. The
weight vectors are then put together to formulate the Cluster Matrix. The algorithm (O(n))
for this process is shown in Algorithm 6.11.
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Algorithm 6.1: Cluster Matrix Calculation

foreach cluster C do

repeat

A[,] = Get (pairwise comparison results that have C as context cluster);
WI[] =RowSum (A[,]);

TotalSum = Sum (A[,]);

WI[] = W[]/TotalSum;

Wora =W;

Anew = A*Aga;

Calculate (Wyew);

if Wnew = Wold then

| Stop();
else

‘ Apid = Anews
end

until Wnew = Wold
end

When the weight vectors for all the clusters are computed, the Cluster Matrix can be formed
by setting as Cluster Matrix column the weight vector that corresponds to the column’s clus-
ter. In case of Group Decision, on this step before computing the limit priorities all group
members’ pairwise comparisons per context cluster are combined, using the geometric mean
and then the above process can be initiated.

The Supermatrix consists of the normalised pairwise comparisons on a node level. This ma-
trix is used to represent the flow of influence from each element of the network on all other
elements in the same network. It is composed of principal eigenvectors of all the model’s
elements. To compute the Supermatrix the same process used for computing Cluster Matrix
is used. The only point that needs attention is the handling of blocks, a block, consists of the
weight vectors of its child nodes. Elements that have zero value correspond to elements that
have no influence on the element in question.

The Weighted Supermatrix is nothing more than a stochastic Supermatrix. Indeed, from
the initial Supermatrix to get the Weighted Supermatrix, first the Supermatrix is trans-
formed to column stochastic and then the Hadamard product of the updated Supermatrix
with Cluster Matrix, is calculated. If needed the columns are again normalised to keep
summing to 1. Attention should be given to columns that are from the beginning stochas-
tic and thus should not take part in the transformations. Furthermore, in the case where
an entire vector but not all vectors in that component are zero then the weighted col-
umn must be renormalized. Last issue are sink components that need not to be included
in the above calculations and whose priorities will be used during the final synthesis of
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the results. In Algorithm 6.12, a more formalised way of describing this process, is shown.

Algorithm 6.2: Weighted Supermatrix Calculation

foreach column of the Supermatrix S[,] do
if SumOfCol (S/,]) /=1 then
foreach item a in Col(S/[,]) do
| a=a* W[OwnerCluster];
end
end
end
oreach column of the Supermatrix S[,] do
if SumOfCol (S/,])!=1 then
foreach item a in Col(S/[,]) do
| a=a/SumOfCol (S[]);
end
end

p—ry

end

In the end, the Weighted Supermatrix is limited by raising it to a sufficiently large power
until it converges into a stable limit matrix and the weights of criteria and alternatives are
used to get the final priorities. Input is the stochastic matrix W, therefore, A,,,, = 1, because
the principal eigenvalue of a matrix lies between its largest and smallest column sums, and
all columns of a column stochastic matrix sum to 1. The idea is again to compute the limit
matrix by calculating powers of this matrix till the limit is reached, that is when W"+! = w”,
At that point, all the columns of the matrix will be identical and priorities can be easily
computed for the elements of each cluster.

This is not always a straightforward calculation of matrix powers. The computational steps
differ based on the initial matrix’s morphology. There are three different computational paths:
the first one deals with irreducible and primitive matrices or reducible with no other unitary
roots besides the simple A, = 1, root, the second deals with cyclic matrices and the third
one with hierarchies.

A matrix is reducible if it can be placed into block upper-triangular form by simultaneous
row/column permutations. Thus, a matrix is reducible(Muoneke, 1987; Mesnard and Diet-
zenbacher, 1995) when its associated digraph is not strongly connected. An easy way to
control if a square matrix is irreducible is based on the Perron—Frobenius theory of nonneg-
ative matrices where is proved that a square matrix is irreducible, if and only if for each i
and j, there exists some k such that (I+W)"~! > 0. The corresponding model cannot have
source or sink nodes. Knowing that the matrix in question is irreducible, the next step is to
define if it is primitive or cyclic. A sufficient condition for a matrix to be primitive is to be a
nonnegative, irreducible matrix with a positive element on the main diagonal. In that case the
limit matrix calculation is given by raising the Weighted Supermatrix to large powers. On the
other hand, a square matrix A such that the matrix power A“™ = A" for a positive integer k is
called a cyclic matrix (Tan, 2013). If & is the least such integer, then the matrix is said to have
period k. If the matrix is reducible and cyclic then the result is calculated by averaging all
matrices belonging to a cycle and normalising the results by blocks. In the other case, when
the matrix in question is reducible we have to determine if A, = 1, is simple or multiple
root and if there are other roots of unity or not. If there are other unitary roots then it is a
cyclic matrix and limit can be computed in the same way used for irreducible cyclic matrix.
If Ao = 1, is a simple root and the matrix is reducible the same computational steps with
those used for irreducible primitive matrix will give the desired result. If A, = 1, is a multi-
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ple root and the matrix is reducible then we are talking about hierarchies and the limit matrix
can be computed as the average of all powers of the matrix till the point that WX =0, k < n.
The idea behind the above calculations is simple, we initially have a graph, the ANP network,
which describes the one step transitions among the nodes and we need to calculate the overall
influence of all the transitions from any node of the graph to any other connected node, no
matter the path length. Each transition length is represented by the corresponding power of
the Weighted Supermatrix and the goal is to find that power of the Weighted Supermatrix
for which all columns are identical and next powers don’t add detail to the result. The fact
that the initial matrix is column stochastic guarantees the existence of such steady state. In
the proposed algorithm instead of having the conditions and then the path selection a unified
process (O(n*)) is proposed to avoid repetition of steps, as shown in Algorithm 6.13.
Summarising, the proposed multi-objective approach requires from the decision maker to se-
lect the desired optimisation objectives and the criteria and relationships among them, to be
able to prioritise the objectives. The ANP is used to generate the weight vector that reflects
the preferences of the decision makers. This weight vector, gives an a priori knowledge of the
decision makers preferences about the optimisation objectives. However, it is not a manda-
tory step, as the multi-objective optimisation process can be executed either using weights
generated through any other external method or the unweighted vector of the objectives.
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Algorithm 6.3: Limit Matrix Calculation

A[,] = Weighted Supermatrix;
Ainit[,] = Weighted Supermatrix;
WI[] = SumOfLines (A);
TotalSum = Sum (A[]);
W[] = W[]/TotalSum;
// Calculate the first two powers of A
ALl = ALI*Ajni[L];
powerOfA++;
Add MemoryOfMatrices(A,1);
countOfMem++;
Add MemoryOfMatrices(A2,2);
countOfMem-++;
repeat
// Check if A is cyclic
foreach matrix A’[,] in MemoryOfMatrices do
if A = A’ then
‘ k = IndexOf(A");
return (W(Average (A1,...Anodes—k));

else
countOfMem-++;
MemoryOfMatrices = Add (A,powerOfA);
end
end
if countOfMem = Count (MemoryOfMatrices) then
Woia = W;

Anew= Ainit * Aold;

powerOfA++; Calculate Wepy;
// Simple ANP model

if W, = W,;; then Stop;

// Hierarchy
else if W,,.,, = O then return (Average (Wi,....W,));

// Repeat the loop

else
Aotd = Anews
A=A en;
end
end

until W,,e,, = W45




6.3 Proposed Solution Algorithm 93

6.3 Proposed Solution Algorithm

6.3.1 Basic Scheme

The proposed solution algorithm is a flexible way of solving a variety of RCPSP problems. It
can be used both for the multi-objective and the single objective versions of project schedul-
ing. It is also adaptable to any combination of the existing RCPSP variations, therefore, it can
effectively and efficiently solve the simple RCPSP, the multi mode RCPSP, with or without
generalised precedence constraints, having or not variable renewable and/or non renewable
resource demands and requirements.

The backbone, of the whole process, is a Genetic Algorithm (GA) that acts as a moderator of
the solution process. The proposed process essentially lets the GA decide which algorithm
and decoding procedure is promising and work with it. This is achieved using additional
genes to enable the evolutionary process to decide which combination of solution algorithm
and decoding process is the best for the under examination problem. In other words, the
evolution is used not only to find a good solution for the problem but also a good algorithm
to solve the problem. The genetic algorithm adapts itself to the problem instance actually
solved. This way not only the list of activities to be scheduled but also the algorithm itself
and the decoding algorithm are subject to genetic optimisation.

Initially, the input data are analysed and transformed to a predefined form for ease of usage
and preprocessing is done to eliminate redundant data, like resource types that are abundant
and cannot affect the scheduling process, and ineffective or non executable modes. Then
an initial solution set is randomly generated and crossover and mutation operators are used
to generate the offspring population. At this point, the process is diversified based on the
problem type being solved: a) single objective, b) multi-objective with a priori preferences
(from the ANP) or c¢) multi-objective with a posteriori preferences (on the result set), as
shown in Figure 6.4.

Individuals (chromosomes) are composed of four parts: the ALGOgene representing the so-
lution algorithms that compete for survival, which are the best in class algorithms for project
scheduling (Kolisch and Hartmann, 2006): tabu search (TS), simulated annealing (SA), par-
ticle swarm optimisation (PSO) and genetic algorithm(GA), these algorithms herein will be
called auxiliary algorithms, the SGSgene denoting the usage of either the serial or the parallel
adapted SGS, to generate the schedule corresponding to the chromosme, the ActivityList that
is a permutation of the activities to be scheduled and the ModeList representing the selected
execution modes for each activity. The last pair of lists represents the initial solution or, when
grouped, the initial population that is fed to a solution algorithm defined by the ALGOgene
of the chromosome.

The proposed adaptive GA described in Algorithm 6.14, in order to generate the offspring
uses a two point crossover operator for the main body of the chromosome and a swap operator
for the auxiliary algorithm and the SGS genes. It also mutates the two genes and the activity
and mode lists with user defined probabilities (P, ;o » Pmutss s Pmut)-

Therefore, the moderator GA is responsible for mutation, crossover and selection of the next
generation and the auxiliary algorithms are responsible for the search of a sub-space of the
solution space, based on the individuals that were given as input, the update of the given
individuals in relation to the results found and the calculation of the fitness. As a result, the
auxiliary algorithms effectuate a parallel, local or global search, depending on the algorithm,
in the solution space of a chromosome or a group of chromosomes belonging to the current
generation and exchange the given chromosomes with better ones, having better fitness value,
as shown in Figure 6.5.
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The selection strategy and the fitness calculation is differentiated based on the specific prob-
lem type. In the case of single objective, fitness is calculated straightforward using the cor-
responding objective function on each decoded chromosome. If there are multiple objectives
and a priori preferences, then the population is split in sub-populations, each one corre-
sponding to one objective and the fitness is computed using the corresponding objective per
population, then the sorted chromosomes of both the initial and the offspring sub-populations



6.3 Proposed Solution Algorithm 95

Algorithm 6.4: Moderator GA

set populationSize= POP;

set problemType= Ulnput;

set crossoverType, probMutationALGO, probMutationSGS, probMutation;
set generation counter g = 0;

set AlgoNum= 4;

set emptySlots= POP;

set ObjNum= Ulnput;

// generate initial population Py
fori=0...POP do

Py = P)UGenerateRandomActList;
Pyli].Algo = imodAlgoNum;

end

fori=0,...,POP/2 do

Py[i].SGS =serialSGS;

Po[i +POP/2].SGS =parallelSGS;

end

Py =h;

while stopping criteria not met do

// generate offspring population Py,,,..

= Crossover Pg ;

Beitaren = Mutate Pe i,

// combine current and offspring population
Ry = Pe U Peopiiren

// choose selection strategy based on input
switch problemType do

case singleObjective

fori=0...POP do

if Rg[i].Algo = SA then SA (R,[i], out Fit (Rg[i]));

Pg children

if Rg[i].Algo =TS then TS (R,[i], out Fit (R,[i]));

forall the R,[i].Algo = GA do

| GA (R,|i], out Fit (R,i]))
end
forall the R,[i].Algo = PSO do
PSO (Rg[i], out Fit (Rg[i]))

end

end
P, =TwoTournamentSelection (Ry);

end
case ANPmultiObjective ANPMOGA ();

case ParetoOptimality ParetoGA ();

endsw
g=g+1

end

are used to fill the next generation in proportion to the given weights. In the third case, the
Pareto optimality concept is explicitly utilised and each chromosome is assigned a fitness
value based on its rank in the population and not on its actual objective function value. For
those solutions that belong to the same Pareto front, if sorting is needed, then the Chebycheff
metric, is used.
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6.3.2 Preprocessing

In the herein modelled problem, generalised precedence constraints, preemptive activities,
variable resource requirements and availabilities co-exist in the same instance and therefore
a complex situation emerges when trying to generate a feasible schedule. To handle the com-
plexity a preprocessing procedure is applied over the project data to lower the complexity of
the process, by transforming the inputs in a more manageable form, prepare for the solution
process and limit the search space.

Preemption is internally handled by generating sub-activities. If the user has defined specific
split points, for example, as percentage of completion of the task, then these points are used
to split the task and for each split point finish to start relations with zero lag are added to
the list of constraints. In the second case, that splits can be randomly made over the duration
of the activity, unitary splits are set by generating subtasks with one time unit of duration
and connecting each part with the next one with start to finish relations with zero lag. After
these transformations the problem can be handled as non preemptable, as preemption has
been handled through splitting of the related tasks and the generation of additional finish to
start relationships between the consecutive parts.

The given set of non renewable resources may contain resources that their availability is
greater than the maximum demand, called redundant.These resource types do not constraint
the scheduling of the activities as they are abundant, therefore cannot affect the scheduling
process and can be omitted during the computational phase. A non renewable resource type
is defined as redundant when the sum of the maximum usage of this resource type for all the
activities, that is given by taking the mode that has the maximum resource usage, is less or
equal to the available amount, as shown in Algorithm 6.15. However, resource requirements
and availabilities are not constant over time, thus each time period should be examined sep-
arately and if the resource type is redundant in all the time periods then it can be eliminated.

Algorithm 6.5: Redundant Modes

input : Activities, ResourceRequirements, ResourceAvailabilities,
NonRenewableResources, Modes
output: RedundantNonRewableResources
forall the i € Activities do
forall the m € Modes|i] do
forall the k € NonRenewableResources do
| sum[k,m] = sum[k,m] + ResourceRequirements[i, k, m];
end
end
end
forall the m € Modes[i] do
forall the k € NonRenewableResources do
if sum[k,m] > ResourceAvailabilitiesk,m] then add (k,redundantRes);

B

end

end
return (redundantRes);

Given modes, can be non executable, however, we do not imply that the project manager
has entered a mode that cannot be executed, which is an easy to handle mistake, but that
the requirements set by a mode when combined to the rest of the activities and given spe-
cific resource availabilities cannot be satisfied by any combination of modes of all the other
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activities. A mode is defined as non executable when its resource demand for one or more re-
source types, when added to the minimal resource demands (per type) of all the other project
activities, exceeds the availability for at least one time period, as shown in Algorithm 6.16.

Algorithm 6.6: Non executable Modes

input : Activities, ResourceRequirements, ResourceAvailabilities,
NonRenewableResources, NonRenewableResources, Modes
output: NonExecutableModes
forall the k € NonRenewableResources do
set minResUsage[k]=minResUsage (k,Modes,ResourceRequirements);
forall the i € Activities do
forall the m € Modes|i] do
if ResourceRequirements[i,k,m| + minResU sage[k| > ResourceAvailabilities|k]
then
| add (Modesli],nonExecutableModes);
end
end

end
end
forall the k € RenewableResources do
set minResUsage[k]=minResUsage (k,Modes,ResourceRequirements);
forall the i € Activities do
forall the m € Modes|i] do
if ResourceRequirements[i,k,m] > ResourceAvailabilities[k| then
| add (Modesli],nonExecutableModes);
end
end
end

end
return (nonExecutableModes);

A mode beside not being possible to be executed can also be inefficient. A mode is called
inefficient, when duration, renewable and non renewable demands are higher than those of
all the other modes of the same activity, as shown in Algorithm 6.17. All inefficient modes
should be omitted from the scheduling process as they cannot lead to a good solution.
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Algorithm 6.7: Inefficient Modes

input : Activities, ResourceRequirements, ResourceAvailabilities,Resources

output: Inefficient Modes

forall the i € Activities do

forall the m; € Modesli],m; € Modes|i],m; # m; do

if d[m,] > d[mj] then

forall the k € Resources do
if ResourceRequirements|i,k,m;] < ResourceRequirements[i,k,m;| then
count + —+;

end

if count=ResourceRequirements.length then add (m;,i,inefficientModes);

2

end

end
end
return (inefficientModes);

6.3.3 Proposed Schedule Generation Schemes for the extended RCPSP

The majority of heuristics for project scheduling problems are based on the schedule gen-
eration scheme (SGS) that is an algorithm which schedules one activity in each step until
a complete schedule is constructed. In this process, the set of activities that are eligible for
scheduling are calculated for each step and a start time for the selected activity is computed
in such a way that all resource and precedence constraints are fulfilled. The activity selection
itself is not part of the SGS and it can be done for example by a priority rule or a genetic
representation.
Two types of schedule generation schemes are available for the standard RCPSP, namely the
parallel SGS and the serial SGS (Kolisch and Hartmann, 1999). The parallel SGS is based
on activity incrementation, operates on the set of non-delay schedules and its search space
might not contain the optimal solution. In each step, it schedules all those activities whose
predecessors have already been scheduled and can be resource feasibly scheduled at that
time instant. The serial SGS is based on activity incrementation, constructs active schedules,
where no activity can be left shifted without delaying some other activity and its search space
will always contain the optimal solution (Sprecher, 1994). In each step, it selects an eligible
activity, whose predecessors have already been scheduled, and schedules it at the earliest
resource feasible time.

The behaviour of both serial and parallel SGS can be differentiated when the standard

RCPSP’s assumptions about preemption, execution mode, activities precedence and resource

types, requirements and availability, do not hold. Below, the most common schedule genera-

tion approaches for each case are summarised:

a) splittable activities: when the split points are known in advance an easy way to handle
splittable activities is by creating the corresponding sub-tasks and adding finish to start re-
lationships between each couple of parts. In case of random splits each random set of split
points would lead to a slightly different activity network and based on the optimisation
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objectives the most fitted would be selected through an iterative process. In any case, the
standard series/parallel SGS can be used in the generated network with no other changes.

b) multiple execution modes: usually the mode selection process is handled separately. After
fixing the activities modes the standard SGS can be used.

c) generalised temporal constraints: in this case even the process of finding a feasible sched-
ule is NP hard. Having to handle generalised precedence constraints elevates the complex-
ity of usually simple calculations as the ES and LS of the activities composing the project.
The existence of both maximal and minimal time lags leads in networks with cycles,
where at least one arc in each cycle corresponds to a maximal time lag. Cycles of positive
length do not make any sense as they correspond to constraints like: s; > s;+1, [ > 0. Cy-
cles, having all of their arcs zero weighted, correspond to a set of activities that should be
started at the same time. Early and Late Start of activities are calculated using the Floyd
Warshall algorithm (Neumann and Morlock, 1993), as shown in Algorithm6.18.

The goal is to find the longest path /;; between all pair of activities (i, j) with i, j € V. In
this algorithm, we start from the given generalised constraints and we convert all of them
to start-to-start precedence constraints with lags, using the formulas introduced in section
5.5.1. The resulting data are used to form the initial distance matrix, as shown in equation

6.3.
lij=lagij, V(i,j)€G
distMatrix; j = < 0, i=j (6.3)
—o0, otherwise

The initial distance matrix shows the direct paths from node i to node j. Following an
iterative process takes place, where at each iteration k + 1, the longest path from i to j
such that any intermediate vertices on the path are chosen from the set {1,2,3..k}, is
calculated. There are two possibilities either & is not a vertex on the path and the longest
path has length li(;f) or k is a vertex on the path and the longest path has length li(,f) + ZIEI;)
The last iteration, k = (|V|+ 1) will give the longest path between each pair of activities
(i, /). In the final distance matrix, the first line, which corresponds to the dummy start
activity, gives the ES of all the activities in the network. Similarly, the LS of the activities
is calculated as LS,, — LS;, where LS, is the latest start time of the dummy end activity and
can be equal either to ES,, or an upper bound T of project total duration and LS; is the
length of the longest path from node i to node n, as it is given by the last column of the
final distance matrix, as shown in the example of Figure 6.6.

A precedence graph can be generated by creating edges for all /;; >0or/;;=0and /;; <0
and eliminating redundant arcs (Neumann et al., 2002; Neumann and Zimmermann, 2002;
Neumann and Schwindt, 2002).
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Fig. 6.6 (a) Example of graph with generalised precedence constraints, (b) initial distance matrix and (c) final distance matrix

Algorithm 6.8: Floyd Warshall Calculations

input : Activities, actNum, GeneralisedPrecedenceRelations, Durations
output: ES[], LS[]
distMatrix[]=Calculate (GeneralisedPrecedenceRelations, dist[i, j]);
for k=1 to actNum do
for i=1 to actNum do
for j=1 to actNum do
distMatrix[i, j] =
max(distMatrixOld|i, j],distMatrixOld([i, k] + distMatrixOld|k, j]);
end
end
distMatrixOld = distMatrix;

end
// set ES as the 1y line’s wvalues
for i=1 to actNum do ES[i]=distMatrix[0,i];

// set LS using the ny column’s values
LS[actNum]=ES[actNum];
for i=1 to actNum do LS[i]=LS[actNum]-distMatrix[i, actNum];

B

The corresponding SGS is an extension of the standard SGS where an unscheduling step
is added to handle the case when in some step the selected activity cannot be scheduled
without breaking either some precedence or resource constraint.

d) time dependent resource demands and availabilities: although the standard SGS might
ommit some active schedules and therefore the optimal solution, it has been used with
very good results with no modifications (Hartmann, 2013)

In order to accommodate the requirements slight variations of serial and parallel Schedule

Generation Scheme with unscheduling steps (Neumann et al., 2003) are used, as shown in

Algorithms 6.19-6.21.

In the serial SGS with unscheduling step (Algorithm 6.19), the inputs are: a specific activity

list, a fixed mode list, both defined by the chromosome, along with the precedence constraints

and the resource requirements for each activity and resource type. It is an iterative process
where at each step from all the activities that are not already scheduled, it is selected one,
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using the priority given by the activity list and it is scheduled at the earliest resource feasible
time. If the earliest resource feasible time is later than the latest start time of the selected
activity then we perform an unscheduling step, otherwise the activity is scheduled and the
ES and LS of the unscheduled activities are updated accordingly. To avoid infinite repetitions
a maximum number of unscheduling steps is defined.

Algorithm 6.9: serial SGS with unscheduling

input : Activities, GeneralisedPrecedenceRelations, ResourceRequirements,
ResourceAvailabilities, ModeList

output: FeasibleSchedule

set V = {Activities};

set C = {i € Activities|i completed};

set E = {i € Activities|i eligible};

set §; = start time of activity i ;

set A={ieC|S;<t<S;+di};

set dj; = longest path from i* to i;

S() =0;

C={0};

u=0;

while C #V do

Select (j* € E);

t* = min{r > {ES.

if 1 > LS ;- then

u=u+l;

Unschedule (j*, t* —LSj+);

rk(SC,T)+rik SRk}, Vi<t<t+d;, VkER};

else
// schedule j* at time t*
Sj* =1t
C=CcuU{j*};
// update ES; LS,
forall the j €V —C do
ESS. = max(ESS, Sj +dj j);
LSS. = min(LSS, Sj —d,j);
end

end

end
S =5
return Schedule S;

The unscheduling step (Algorithm 6.20) consists in unscheduling all the already scheduled
activities that are related to the under consideration activity j* and affect the value of LSf.
and right shift these activities for an amount of time equal to the difference of LS+ from the
tested time instance ¢*. If there are no activities to be unscheduled then no feasible schedule
can be found and the algorithm exits otherwise, all the activities that due to the right shift
could be now scheduled earlier, S; > minjcy Sy, are also unscheduled. Finally, the ES and LS
of all the activities are re-calculated.
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Algorithm 6.10: Unscheduling

input : j* A

output: Schedule, ES, LS

set U = {i € C’ LSj* :Sl‘—dj*i};

// no fs schedule is found
if0 €U || u> uy, then exit (0);

// right shift of activities i€eU
forall the i € U do
ES; =84+ A;
C=C—{i};
// no fs schedule is found
if ES; > —d;o then exit (0);
end
// unschedule all activities i with S;>mingcySy
forall the j € V — {C} do
ES; = max[dy;, max,cydyjl;
LSj = —dj();
forall the i € C do
ESj = max(ESj, S,‘—Fd,‘j);
LSj :min(LSj, Si—dj,');
end

end

The parallel SGS (Algorithm 6.21) uses the same input data as the serial SGS and again
it generates a feasible schedule if there is one for the given data. However, this time the
iterations are time based and during each iteration all activities that can be resource and
time feasibly scheduled will be scheduled instead of having one activity being scheduled per
iteration as it was the case in the serial SGS.

First, the eligible activities are defined as those whose all their ’predecessors” have already
been completed. A tentative time ¢ is calculated as the minimum early start of the set of el-
igible activities. For all the eligible activities, the activity with the highest priority is selected
based on the given selection rule and a time, ¢*, that it can be resource feasibly scheduled is
computed. If * is greater than the LS of the selected activity, an unschedule step takes place
otherwise t* is compared to the tentative time ¢, if it greater then the ES of all the activities
are updated otherwise, the activity is scheduled and ES, LS are updated accordingly.



6.3 Proposed Solution Algorithm 103

Algorithm 6.11: parallel SGS with unscheduling

input : Activities, GeneralisedPrecedenceRelations, ResourceRequirements,
ResourceAvailabilities, ModeList

output: FeasibleSchedule

set V = {Activities};

set C = {i € Activities|i completed};

set S; = start time of activity i ;

So =0;
C={0}
u=20;

while C #V do
set G={i eV —{C}|GenPred(i) C C};
set tT = min;cgES;;
set E={i€GIES;=1t"};
while E # {0} do
// try to schedule activities at t* <r*
j =select{j€E};
t* = min{t > ESj*|rk(SC,T) + 7k <R, t<1< t—l—dj,k S R};
if7* > LS ;- then
Unschedule (j*,t* —LS;‘.);
E ={0};
else
if7* > 1" then
forall the j € V —{C} do
‘ ESj = max(ESj,t* +dj*j)
end
else
// schedule j* at time t*
Sj* =r*;
C=Ccu{j':;
forall the j € V —{C} do
// update ES, LS of all the activities
ESj = max(ESﬁSj* —‘rdj*j);
LS]' = min(LSj,Sj* —djj*)
end

end

end
end

end
S=35
return Schedule S ;

6.3.4 Chromosomes

The moderator GA is used to adapt the solution method and schedule generation scheme to
the specific instance being solved. This is achieved by adding two new genes to the activity
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list representation. The one is used for controlling the solution algorithm (Al/goGene) and
the other for the schedule generation scheme selection (SGSGene), as shown in Figure 6.7.
Furthermore, having multiple modes of execution per activity, an addition list containing the
corresponding modes (ModeList), is needed.

serial parallel
SGS SGS
L. « @ @ @ ]
06000060008k ooooeooeo d
ActNumber—»‘ Ct ActNumber—»‘
( J

Fig. 6.7 GA chromosome

Each individual (chromosome), is a composite class formed by:

the SGSGene, defining which decoding procedure should be used,

the AlgoGene, defining the solution algorithm that should be applied to the chromosome,

the ActivityList, consisting of the ID’s of the project activities, where ActNumber is the

total number of activities including the dummy start and end and

the ModeList containing the selected execution mode for each activity.
To obtain the schedule correspondlng to a chromosome, serial or parallel schedule generation
scheme (SGS) with unscheduling is used, as described in section 6.3.3. The selection of
the SGS algorithm is based on the value of the SGSGene, O for serial and 1 for parallel
SGS. In these SGSs, instead of using priority rules to select which eligible activity should
be scheduled next, the activities are taken in the order given by the ActivityList. Attention
should be given to the fact that the SGS is used after applying the solution algorithm defined
in the AlgoGene and not straightforward as it usually happens.
The ActivityList is a precedence feasible permutation of the activities, meaning that each
activity is positioned after all its immediate predecessors. In the proposed process, the
ActivityList is created by setting the dummy start and end to the first and last position of
the vector and then randomly choosing the remaining activities. Afterwards, a time feasi-
bility check is used to purge those permutations that do not satisfy the given generalised
precedence constraints.
The ModelList defines for each activity which execution mode will be used, therefore it de-
fines the duration and variable renewable and non renewable resource requirements of the
corresponding activity. The ModeList is a vector of modes. The position of a mode in the
list represents the activity ID to which it is related. Each mode in ModeList identifies the
execution mode of the activity placed in the corresponding position of the ActivityList.

6.3.5 Initial Population

In the initial population, the special genes (AlgoGene and SGSGene) are given equal num-
ber of chromosomes, for example if the population size (POP) is 100 and we use 4 pos-
sible solution algorithms (GA,TS,SA,PSO) then we will have 25 chromosomes having
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AlgoGene = GA with half of them having SGSGene = 0 and the rest SGSGene = 1, as shown
in Figure 6.8.
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Fig. 6.8 Example of initial population

Activity and mode lists are randomly generated. In the case of activity list, positions 0 and
ActNum-1 are set to activity id numbers 1 and ActNumber and the rest are randomly gen-
erated unique numbers in the span from 2 to ActNumber-1. Each generated list is checked
against the generalised precedence constraints and if successful, the list is an ActivityList and
it is used to form a chromosome.

The ModeList is formed similarly. For each activity, a mode is selected randomly in the span
[0,modesNum[ActID] — 1] and all of them form the list of modes. No constraints need to be
satisfied by the ModeList although a mode improvement process can be used to improve the
selected list.

6.3.6 Operators

6.3.6.1 Crossover

Based on the experimental results presented in Hartmann (1999), the two-point crossover
that is an extension of the one-point crossover, was selected for both the ActivityList and
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the ModeList. We randomly choose two chromosomes from the current population, let X
(mother) and Y (father) be the parent chromosomes, then we randomly draw two integers, g
and ¢» with 1 < g1 < g2 < ActNumber and we form two new chromosomes, XY (daughter)
and YX (son), as shown in Figure 6.9.
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Fig. 6.9 Crossover operator
The XY chromosome will get from chromosome X the activities for the positions 1,...,q1,

from Y the activities g1 + 1, ...,g> and again from X the remaining ¢ + 1, ..., ActNumber.

Note that for the second and third part of the chromosome each time we take the lowest
index from X(Y) that is not already included in the list. The YX chromosome is formed
analogously. This operator has been proven that in case of FS precedence constraints always
leads to precedence feasible lists (Hartmann, 1999). The additional genes (AlgoGene and
SGSGene) are inherited from X chromosome for the XY child and from Y for the Y X child.

6.3.6.2 Mutation

Mutation operators are used to diversify the population in ways that the crossover operator
cannot do. This usually is achieved by introducing new combinations in the population to
guarantee population diversity. There are three mutation operators, as shown in Figure 6.10.
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Fig. 6.10 Mutation operator

The first one is applied to the ActivityList and the ModeList and leads to the exchange of
positions between activities j,, and j,, with a probability of p,,,. The second one is applied
to the SGSGene where with a probability of p, ., the SGSGene will get its complementary
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value, therefore 0 changes to 1 and viceversa, this mutation operator is not very useful in the
initial iterations as the SGSGenes are quite balanced in the population but it is very effective
in latter stages where one of the two SGS algorithms has already dominated the population.
The last mutation operator is applied to the AlgoGene where with a probability of pyu,, .o
the AlgoGene will get a random value, another solution algorithm, different from its current
value. The overall mutation is accepted only when the output results in a chromosome that
leads to a generalised precedence feasible schedule.

6.3.7 Selection Strategy

After applying the crossover and mutation operators we have a total population size of
2 X POP and we want to keep only POP chromosomes. The selection of which chromo-
somes should pass to the next generation is done using the two tournament selection method.
It involves randomly choosing two candidates from the current population, comparing their
fitness values and removing from the population the less fit. Two randomly chosen individu-
als compete for survival. The one that has worse fitness value “dies” and it is removed from
the population. The process is repeated until POP individuals remain “alive”. A fixed pop-
ulation of size POP will require 2 x POP tournaments. This selection strategy is used as is,
in case of single objective optimisation, otherwise, this selection strategy is embedded in a
more complex optimisation process.

6.3.8 Multi-Objective Optimisation Process

Although, resource constrained scheduling is an inherently multi-objective problem, it has
traditionally been solved considering only one objective, due to the difficulty of defining
good heuristics that will handle this multi-objective combinatorial optimisation problem in a
flexible and efficient way, leading to good approximations of the optimal solutions.

When constructing the pay off table P, k x k, where k the number of objectives to be pursued
and p;; the value of the objective i for the best schedule from the viewpoint of objective
Jj, the diagonal defines an ideal schedule which is infeasible in general, but can be used to
to calculate the distance of the computed solutions from the ideal. Since, usually there is
not a single solution that minimises all the objectives simultaneously, we aim at finding a
set of solutions where at least one of the objectives is better that the others, the so called
non dominated (Pareto) set. One solution y, a vector consisting of the values of the selected
objectives, dominates a solution x if its corresponding vector is worse or equal to the x vector.
A solution x is non dominated if there is no other feasible solution that dominates x.

The aim of meta-heuristics used to solve this kind of problems, is to obtain good approxi-
mations of the non dominated set of solutions, spread all over the frontier of those solutions.
More specifically, the main goal of any multi-objective optimisation approach is the detection
of the highest possible number of Pareto optimal solutions that correspond to an adequately
spread Pareto front with the smallest possible deviation from the actual Pareto front. Ide-
ally, the Pareto set found should be a subset of the Pareto optimal set, solutions should be
uniformly distributed and diverse in order to provide the project manager a true picture of
trade-offs, and the whole spectrum of the Pareto front should be captured, by investigating
solutions at the extreme ends of the search space.
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In the proposed solution two different approaches are provided: a) a Pareto ranking method
where the solution set is ranked according to a predefined dominance rule that prioritises so-
lutions that are non dominated or dominated by a few other solutions and penalises solutions
located in regions of the objective functions space which are covered by densely populated
sections of the Pareto front, and b) an iterative vector evaluated approach where the objec-
tives are ranked using ANP and then the solution space is split in sub-spaces. Each sub-space
is evaluated with respect to a different objective and the weights are used to define the part of
each sub-space that will be used to form the aggregate solution space and move to the next
iteration.

6.3.8.1 Pareto Optimality

The proposed pareto-ranking approach is enfolded in the adaptive genetic algorithm that
moderates the solution process. It explicitly utilises the concept of Pareto dominance in eval-
uating the fitness of the solutions. The population is ranked according to a dominance rule,
and then each solution is assigned a fitness value based on its rank in the population, not its
actual objective function value. For those solutions that belong to the same Pareto front, if
sorting is needed, then the Chebycheff metric, is used. Therefore, the closeness of two solu-
tions x,x’ is calculated as || f(x) — f(y)|| = maxg|fi (x) — fi(x)|, where k are the optimisation
objectives and f} the objective function corresponding to objective k.

The proposed approach, takes from NSGA II (Non dominated Sorting Genetic Algorithm)
proposed by Deb et al. (2002) but instead of using the ’crowding distance” to sort solutions
belonging to the same Pareto front, the Chebycheff metric, is used. The initial population P,
as well as the offspring population are externally handled and the union of these populations,
R, is given by the moderator GA. This population is sorted according to non domination
level and the best solutions of the combined population are passed to the next generation, as
shown in Figure 6.11.
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Fig. 6.11 Pareto GA
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Each chromosome corresponds to a solution, which is assigned a fitness value based on its
non domination level F;, i = 1,2, ..., where F] is the best level. During the selection, solutions
are taken with the non domination level order and if there is place in the next generation for
the entire set of solutions corresponding to a non domination level then it is passed as it is
otherwise, the solutions of the non domination level that will be partially copied to the next
generation, are sorted based on their closeness, as it is given by the Chebycheff metric, and
the most disperse solutions are kept, as shown in Algorithms 6.22 and 6.23.

Algorithm 6.12: Multi-objective Pareto Selection Strategy

InputFinput set (input R,) set (output P;11) // calculate non dominated
sets for population R,
Non-Dominated-Sort (R,, out Fj, out rank( |);
// select chromosomes to pass to the next generation
foreach F; do
set sizeF = count(F);
if emptySiots > sizeF then
forall the solutions j € F; do
Copy (chromo(j), Pg+1);
emptySlots=emptySlots - sizeF;
end
else
SortClosenessDesc (F);
while emptySlots> 0 do
Take chromosome in desc order of closeness;
Copy (chromo(j), Pg+1);
emptySlots = emptySlots — 1;
j=Jj+1
end

end
set emptySlots=POP;

end
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Algorithm 6.13: Non dominated sorting of vector of solutions R

// Calculate non dominated sets F;
foreach chromo i € R do
// Dominated Solutions by chromosome i

set DS;=0;
// Domination Counter of chromosome i
set DC; =0;

foreach chromosome j € R do

if i dominates j then
| DS;=DS;Uj
else
‘ DCI':DC,'-FI;
end
end
if DC; = 0 then
// rank is the fittness of chromosome i
rank[i] = 1;
// F; is the i—th non dominated front
F=FUi;
end
set counter=1;
while F_,,er # 0 do
// define set Q to temporary store members of the next
front
set Q=0;

foreach chromosome i € F,pyp1er do
foreach chromosome j € DS; do
DC j= DC j— 1;
if DC; = 0 then
rank[j| = counter + 1;

0 =0uU{j}
end
end
end

end

counter = counter +1;
Feounter = 0;

end

6.3.8.2 ANP based Optimality

In the case that we have already calculated the weights corresponding to each objective, using
ANP or some other MCDA method, then a weight vector is formed and used during this pro-
cess. To approximate the Pareto optimal set by a set of non dominated solutions, a selection
algorithm inspired by the the vector evaluated genetic algorithm (VEGA) is used, as shown in
Algorithm 6.24. In this algorithm, the input is the union of parent and offspring populations
generated by the moderator GA. This population P,, with size 2 x POP is randomly divided
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into K equal sized, Ny = 2POP/K, sub-populations; Py, Ps,...,P,. Then, each solution in
subpopulation 7; is assigned a fitness value based on the corresponding objective function f;.

Algorithm 6.14: Multi-objective ANP weighted Selection Strategy

input : P,, ANPweights=[wy,... ,w], K = total number of objectives, Ny = 2POP/K
output: P
// for each objective k
fork=1...K do

// for each chromosome i

fori =1+ (k—1)N,...kN; do

| Fitness (i) =ObjectiveFunction (k);

end

Pyp,=FormSubPopulation (P, 14 (k— 1)N;...kNy);
end
Select from P, by subpopulations;
Py 1=Form (w; X s/ubl ye v e s Wi X Ps’ubk);

Crossover and mutation are performed by the moderator GA but the fitness and the final
formulation of the next generation are effectuated by this algorithm. The process of splitting
in subpopulations and using different objective functions for each one, is repeated to calculate
the fitness of all the given chromosomes. Solutions are selected by comparing subpopulations
corresponding to the same objective and keeping the best. The next generation’s population
is formed from the subpopulations, using proportional selection based on the given weight
vector, as sketched in Figure6.12.
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Fig. 6.12 ANP weighted multi-objective optimisation

6.3.9 Auxiliary Solution Algorithms

The proposed moderator GA uses chromosomes with embedded a solution algorithm, called
auxiliary solution algorithm. These auxiliary algorithms are used only during the fitness cal-
culation. More specifically, each time a fitness value is required instead of using the given
by the SGSGene schedule generation scheme to produce the schedule corresponding to the
chromosome, a more complex process is initialised. The given chromosome, or a group of



112

6 Solution Process

chromosomes that have the same AlgoGene, depending on the auxiliary algorithm’s type,
whether it needs a single initial solution or a group of them, is fed to the auxiliary algo-
rithm along with the objective function and after an evolutionary solution process an updated
chromosome or group of chromosomes along with their fitness is returned. However, in the
auxiliary’s algorithm body, the decoding process is effectuated using the SGS defined by the
SGSGene.

Following, a set of best in class evolutionary algorithms of proven efficiency and effective-
ness (Kolisch and Hartmann, 2006; Hartmann and Briskorn, 2010) in solving the single ob-
jective RCPSP, M-RCPSP and/or M-RCPSP/max are presented and used as auxiliary solu-
tion algorithms. The idea behind all these auxiliary algorithms concept is to use the modera-
tor GA to handle the evolution of which algorithm will be used and diversify the population
in a vast search space and use the auxiliary algorithms to try different meta-heuristic meth-
ods to search sub-sets of the search space, having a parallel search of different types done by
algorithms that are generally good but each type reacts better than the rest in some specific
instances.

6.3.9.1 Simulated Annealing

The Simulated Annealing (SA) approach proposed by Bouleiman and Lecocq (2003) as it
was adapted to the herein described chromosome type and auxiliary algorithms concept, is
shown in Algorithm 6.25.The moderator GA feeds this auxiliary algorithm with single chro-
mosomes. All the chromosomes of the current and offspring population of the moderator GA
having AlgoGene value equal to the SA’s ID are used as initial solutions. The chromosome
is the same as in the moderator GA but only the ActivityList and ModeList parts are handled
within this algorithm. Each one causes a separate execution of the SA algorithm having one
of the chromosomes as starting solution. This solution is used as basis to generate a so-called
neighbourhood by slightly perturbing it. The new solution will be accepted and used to pro-
ceed the search when it is better than the current one or with a parametrisable probability
(cooling temperature) even when it is worse. This parameter initially is set at such value to
allow the acceptance of a large proportion of the generated solutions and it is gradually de-
creased to reduce the acceptance rate of less promising solutions. This prevents the algorithm
from getting trapped in a local optimum at early stages. The algorithm is stopped as soon as
a stopping criterion reaches a predetermined value.

Neighbourhood generation begins with the current solution and a randomly selected activity.
The positions of this activity’s latest predecessor /p and earliest successor es are calculated.
Then the new position of the activity is randomly chosen within [/p, es]. The neighbour is
obtained by a cyclical (left/right) shift of all the activities placed between the old and the new
positions.
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Algorithm 6.15: Simulated Annealing

input : Activities, GeneralisedPrecedenceRelations, ResourceRequirements,
ResourceAvailabilities, Chromosome, ObjectiveFunction

output: Chromosome, Value

// define SA parameters

set No,h,Ty,,,.,steps,cycles;

// compute ES and LS times using Floyd-Warshall

Calculate-ES-LS (Activities, GeneralisedPrecedenceRelations);

// calculate initial solution’s value using SGS

set xo = Chromosome, f,, = SGS(Chromosome);

set Xcurrent = X0, fxwm,m = fxo;

set Xpest = X0, fxbm = fxo;

// cooling chain

for C Chains do

// set cooling temperature

T =To,, =20%fx:

// set number of moves for the 1lst step

N = No;

for S Steps do

// set cooling scheme

Ny = Ng x (14+h x steps);

for N, Neighborhoods do

X =Generate-Neighborhood (Xeurrent);

fv =8GS(¥);

A= f = Fecumen 5

if A <0 then

Xcurrent = xl’ fxwmm = fv;

if fx’ < fxbm then Xbest = x/’ fxbw = fx/;

if f,,,, = ValueOfCP then exit;

else
e —A/T o _ .
ife / > Yrandom then Xeyrrens = X', f, Xewrrent — S

’

end

end

// update cooling temperature
T=axT,

end

end
return (xbest s f xbest);

6.3.9.2 Genetic Algorithm

The Genetic Algorithms (GA) used is based on (Hartmann, 1998) genetic algorithm as shown
in Algorithm 6.26. In this GA, chromosomes are the same as in the moderator GA but only
the ActivityList and ModeList parts are handled within this algorithm. To obtain the cor-
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responding schedule a form of serial schedule generation scheme (SGS) is used as defined
by the (unchangeable within this GA) SGSGene. Two-point crossover and mutation on the
ActivityList and ModeList are performed as usual. To compute the fitness of a chromosome,
first, the related schedule is found and then the value of the objective function of that schedule
gives the fitness.

Algorithm 6.16: Simple Genetic Algorithm

input : Activities, GeneralisedPrecedenceRelations, ResourceRequirements,
ResourceAvailabilities, Chromosomes[], ObjectiveFunction, NumOfMoves,
populationSize,crossoverType,probMutation, maxGenerations
output: P,, Values|]
set generation counter g=0 ;
set POP=populationSize;
set P;=Chromosomes|];
while g < maxGenerations do
// two-point crossover operator
Py iiren =2P—Crossover Py ;
/ one-point random mutation with probMutation
Pq ivren =1p—Mutate P,
¢ = PeUPq iaren
// calculate fitness based on ObjectiveFunction
Values,=ObjectiveFunction (R,);
P;=TwoTournament (R, Valuesy);
g=g+1L
end

children®

6.3.9.3 Particle Swarm Optimisation

The PSO algorithm used as auxiliary solution algorithm is a new implementation as there
were very limited implementation for the RCPSP and all of them had not optimal results. In
the proposed approach the moderator GA, provides the initial population, called swarm, of
individuals, called particles, that will be iteratively updated using information from both the
local and the global search. This initial swarm is formed, as in the case of the GA, by all the
chromosomes with AlgoGene value equal to the PSO’s ID, in the current population of the
moderator GA along with its offspring. The particles are the same as in the moderator GA
but only the ActivityList and ModeList parts are handled within this algorithm. Each parti-
cle represents a solution, that for PSO is a candidate position. The particle is characterised
by its position and velocity. In PSO each iteration’s improvement is obtained by adjusting
the particle’s position and velocity based on it’s overall best position (local best) and the
best position ever found by all particles (global best). In Algorithm 6.27 is shown the PSO
algorithm’s formulation.
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Algorithm 6.17: Particle Swarm Optimisation

input : Activities, GeneralisedPrecedenceRelations, ResourceRequirements,
ResourceAvailabilities, Chromosomes[], ObjectiveFunction, NumOfMoves,
swarmSize, maxIterations

output: Swarmyg, Values[]

set generation counter g=0 ;

set Swarmg=Chromosomes|];

set weight=1 // inertia weight

set ¢;1=045// individual memory

set ¢2=045// global memory

EvaluateLocalBest (ObjectiveFunction (Swarmy)),

EvaluatGlobalBest (ObjectiveFunction (Swarmy)),

while ¢ < maxlterations do

forall the i € Swarm, do

set rj=random(0,1);

set rp=random(0,1);

// calculate velocity

velocity[i] =

c1U(0, 1)(LocalBest i) — Swarmyg[i]) + c2U (0, 1) (Global Best [i] — Swarmy|i]));

// calculate new positions

Swarmg.1[i] = Swarmy|i] + velocityg]il;

// calculate fitness based on ObjectiveFunction

Values,|i|=ObjectiveFunction (Swarmyli]);

end

EvaluateLocalBest (ObjectiveFunction (Swarmy));
EvaluatGlobalBest (ObjectiveFunction (Swarmy));
g=g+1

end

6.3.9.4 Tabu Search

Tabu Search (TS) starts with a single solution used to create a neighbourhood and then all the
generated solutions are evaluated and the best one is chosen and used in the next iteration.
This process can very easily lead to cyclic moves around a local optimum. In order to avoid
this problem a number of previous moves are stored in a memory like data-structure, the
so-called tabu list, which is used to reject repeating moves that could lead back to a recently
visited solution. Usually, a tabu status can be ignored only in the case that the proposed move
would lead to a new overall best solution, based on the so called aspiration rule (Nonobe and
Ibaraki, 2002b).
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Algorithm 6.18: Tabu Search

input : Activities, GeneralisedPrecedenceRelations, ResourceRequirements,
ResourceAvailabilities, Chromosome, ObjectiveFunction, NumOfMoves,
MaxTryAdmissible, MaxTryBetter
output: fxbm,xhest
// define TS parameters
set TabuListC = TabuListNC = 0 set TabuTenC = TabuTenNC = /N /2;
// calculate initial solution’s value using SGS
set xo = Chromosome, f,, = Value(SGS(Chromosome));
set Xcurrent = X0, fxwrml, = fxo; set Xpest = X0, thm = fxo;
// critical CPact and non critical nCPact activities
Calculate-ES-LS (Activities, GeneralisedPrecedenceRelations);
foreach i € Activities do
if ES(i) = LS(i) then CPact = CPact U{i};
else nCPact = nCPact U{i};
end
while NotFoundAdm<MaxTryAdmissible & NotFoundBetter< MaxTryBetter do
// create list of candidate moves
while cnt < NumO fMoves do
tempActList=ActList;
random Q1, 0s;
tempActList= MoveAct (ActList,Q1,0»);
if CheckFeasible (ActList)=TRUE then
SaveMove (Q1, 0>, CandidateList);
cnt = cnt + 1;
end

end
// choose the best admissible move
set FindAdmissable= FindBetter=FALSE;
foreach move(Q,,0,) € CandidateList do
tempActList=MoveAct (ActList,01,0»);
if value(SGS (tempActList)< f,,,., then
if CheckTabuStatus =TRUE then

| move(Q1,Q>) tabu-restricted
else

if CheckAspirationTest =TRUE then

set BestMove=move(Q1,0>);
FindAdmissable=TRUE;
NotFoundAdm=0;

end
end

end
end
// make the best admissable move
ActList= MoveAct (ActList, BestMove);
if value(SGS(ActList) < fy,,,) then
frpey = value(SGS(ActList);
FindBetter=TRUE;
end
if FindAdmissable=FALSE then NotFoundAdm=NotFoundAdm+1;

if FindBetter=FALSE then NotFoundBetter=NotFoundBetter+1;

UpdateTabulists();
end
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The Tabu Search algorithm implemented here takes from the algorithm proposed by Nonobe
and Ibaraki (2002b) with the difference that the moderator GA feeds this auxiliary algorithm
with single chromosomes representing initial solutions. All the chromosomes of the current
and offspring population of the moderator GA having AlgoGene value equal to the TS’s
ID are used for this purpose and each of them causes an independent execution of the TS
algorithm, which is presented in Algorithm 6.28






Chapter 7
Computational Results and Evaluation

7.1 Implementation

The proposed system, consisting of the model, the preprocessing algorithms and the mod-
erator algorithm along with the auxiliary solution algorithms described in chapter 6, was
implemented using the C#.NET programming language. C# is an object-oriented program-
ming language from Microsoft that aims to combine the computing power of C++ with the
programming ease of Visual Basic. C# is based on C++ and contains features similar to those
of Java.

The generated code provides a simple console application used for the experiments following
described. Furthermore, the same routines were used in a Microsoft Project Add-In that
provides the end-user with an easy to use interface from where project data in a predefined
format can be converted to MS-Project files, the proposed algorithms along with the best in
class algorithms from the literature can be applied to a specific data set and the results can
be visualised in the same environment, as shown in Figure 7.1.
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The Microsoft Project Add-In, called EMO-RCPSP, has been developed as an outcome of
this Thesis. The idea was to enhance an existing application, which is widely used by project
managers as MS Project, to provide a simple way to apply the proposed model and algo-
rithms in real cases. EMO-RCPSP’s functionality (in detail presented in Appendix C) can be
grouped in two categories of new features:

Input data handling features that provide the user ways to add information about the tasks,

like multiple modes of execution, variable usage of resources on each task, handling of

non renewable resources, etc.

Scheduling features, which include the proposed algorithms along with other best in class

algorithms for project scheduling, ways of handling multi-objective optimisation and vi-

sualising the resulting solution scenarios.
More specifically, the user can either import data from text files or create a project using the
well known environment of MS Project. The first option is usually used by researchers as it
supports all the common formats provided by PSP Lib (Kolisch et al., 1995). In the second
case the project manager creates a project in MS Project by adding tasks, phases, resources
and precedence relationships, in the usual way. Then the tasks that can have multiple modes
of execution are selected and the modes are either automatically generated using the formula
ef fort = work x duration and calculating all the possible integer combinations or the man-
ager manually enter specific modes. Similarly are defined which activities are splittable and
whether it is an automatic unitary split or splits can be done on specific user defined points (as
percentage of execution). In cases that maximal lags should be added, the tasks and amount
of lag in time units is manually entered as MS Project doesn’t support this feature. The non
renewable resources are added using a custom resource type and for each one a calendar
setting the available amounts per time period is defined. Finally, resource demands that vary
over time are also defined at a task level using a calendar like matrix to enter the resource
requirements per time period of execution.
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After having set up the project tasks, precedence relationships, resource requirements and
availabilities, it is the time of the optimisation objectives set up and optional definition of
weights for the selected objectives. Weights can either be entered directly or using ANP, that
is externally implemented. Finally, the optimisation algorithm to be used is selected along
with related options about the algorithm and the number of solution scenarios that should be
generated.

7.2 Experiments design

Two different experiments were designed and implemented: a) a comparison of the results
given by the proposed holistic model and algorithm to each specific problem that was inte-
grated in our model, as to prove that the proposed method leads to at least as good results as
the best known for each variation. In other words this experiment has as its goal to validate
that the proposed algorithm solves efficiently each of the problem variations that were in-
corporated in the model without loss in quality of results or execution time. b) a comparison
of the multi-objective approach to the single-objective results given on the above test cases
adapted for the multi-objective case to illustrate the differentiation of the results based on the
objectives that were set and which of the two multi-objective approaches was used.

As far as the algorithm parameters are concerned, we have defined their range of values
through some rough computational tests. However, it should be noted that a precise tuning
of these parameters would be needed to achieve the best performance of the algorithms, but
as the scope of both experiments is the validation this is not of major concern.

7.3 Experimental Comparison to best in class algorithms

Five different standard sets of benchmark instances from the literature have been used, one
for each RCPSP variation that was integrated in the proposed model. Therefore, bench-
mark instances for the RCPSP, PRCPSP, MRCPSP, RCPSP/max and RCPSP/t were used.
These instances are all available in the project scheduling problem library PSPLIB except the
RCPSP/t instances (for detailed information the reader is referred to Kolisch and Sprecher
1997 and were constructed by the project generator ProGen. In this study, for RCPSP, MR-
CPSPRCPSP/max and RCPSP-t, problem instances were used. For RCPSP, PRCPSP and
RCPSP/t the first set consists of 480 instances and the second set consists of 600 instances
that have been generated by varying three parameters: network complexity (NC), resource
factor (RF), and resource strength (RS). The network complexity reflects the average num-
ber of immediate successors of an activity or in other words the average of non-redundant
precedence relations per activity. The resource factor is a measure of the number of resources
requested per job. The resource strength describes the scarceness of the resource capacities
as the ratio of available amount of resources of a specific type minus the minimum demand
for this resource type to the difference of the minimum resource demand from the corre-
sponding max resource demand when activities are scheduled at their critical path earliest
start. For MRCPSP, the c135, ¢21 and j10 PSPLIB datasets were used. For MRCPSP/max the
test set MM?30 with 270 instances with 30 activities, 3, 4, or 5 execution modes, 3 renewable
resources, and 3 nonrenewable resources consisting of 270 instances with 100 activities, 3,
4, or 5 execution modes, 3 renewable resources, and 3 nonrenewable resources, were used.



122

7 Computational Results and Evaluation

Following, the average percentage deviation from the optimal makespan or from the best
lower and upper bounds (for instances for which only heuristic solutions are known) as stated
in the PSPLIB library at the time this research was performed, is reported and compared to
the best known results for each instance. The goal is to validate the proposed holistic model
by giving at least the same results with each problem type specific solution method and with
the same or better accuracy.

For each instance 100 repetitions of the experiment were performed to get the average values.
The experiments were executed using a computer with the following characteristics: Intel(R)
Core(TM) 2 Duo CPU P8600 at 2.40 GHz and RAM 8.00 GB. An excerpt of the results
obtained from this experiment for RCPSP, MRCPSP and MRCPSP/max are shown in Figures
A.l-A3.

An excerpt of the results of the experiment is shown in Figures A.1 - A.3. The results gained
from the execution of the proposed algorithm are compared to the optimum value, when it
is known or the best value reached by any other heuristic in all other cases. Furthermore, the
frequency of the optimum value is counted as to prove the effectiveness of the algorithm. In
some cases the values calculated by this algorithm are lower than the known best values.
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1301_1.RCP 43 45 43 0,0% | I 0%

1301_2.RCP 47 51 47 0,0% |INS0%
1301_3.RCP 47 47 47 0,0% |IINI00%
1301_4.RCP 62 62 62 0,0% (I 50%
J301_10.RCP 45 46 45 0,0% | IING0%
1303_1.RCP 72 72 72 0,0% | INI00%
1303_2.RCP 40 40 40 0,0% | INI00%
1303_3.RCP 57 57 57 0,0% |IINI00%
1303_4.RCP 98 98 98 0,0% |IINI00%
J303_5.RCP 53 53 53 0,0% | INI00%
1303_6.RCP 54 54 54 0,0% | INI00%
1303_7.RCP 48 43 48 0,0% | INI00%
1303_8.RCP 54 54 54 0,0% INI00%
1303_9.RCP 65 65 65 0,0% |INI00%
1303_10.RCP 59 59 59 0,0% | INI00%
1304_1.RCP 49 49 49 0,0% | IEIG0%
13033_1.RCP 65 65 65
13033_2.RCP 60 60 60
13033_3.RCP 55 56 55
13033_4.RCP 77 78 77
13033_5.RCP 53 53 53
13033_6.RCP 59 59 59
13033_7.RCP 58 58 58
13033_8.RCP 61 61 61
13033_9.RCP 65 68 65
13033_10.RCP 53 53 53
13034_1.RCP 68 68 68
13034_2.RCP a4 44 44
13034_3.RCP 69 69 69
13034_4.RCP 67 67 67
13034_5.RCP 63 63 63
13034_6.RCP 52 52 52
13034_7.RCP 58 58 58
13048_1.RCP 63 63 63
13048_2.RCP 54 54 54
13048_3.RCP 50 50 50
13048_4.RCP 57 57 57
13048_5.RCP 58 58 58
13048_6.RCP 58 58 58
13048_7.RCP 55 55 55
13048_8.RCP a4 44 44
13048_9.RCP 59 59 59
13048_10.RCP 54 54 54

Fig. 7.2 Single objective execution of j30 instances
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Filename Min Dur Max Dur Optimal Aver.Dev. Opti Frequency o
c154_3.mm 34 34 34 0,00%

c158_3.mm 25 25 25

c158_4.mm 32 32 32

€159_1.mm 18 21 18

c159_2.mm 25 26 29 -13,79%

c159_3.mm 22 24 22

c159_4.mm 17 21 17

c159_5.mm 21 22 21

c159_6.mm 20 22 20

c159_7.mm 24 28 24

c159_8.mm 34 40 34

c159_9.mm 28 29 28

c159_10.mm 32 32 32

€1510_1.mm 21 21 21

€1510_2.mm 17 18 17

¢c1510_3.mm 23 25 23

€1510_4.mm 39 42 39

€1510_5.mm 13 13 13

c1510_6.mm 32 32 32

c214_6.mm 36 36 36

c216_8.mm 36 36 36

€217_1.mm 40 41 40

€219_1.mm 28 30 30 0,00%

€219_2.mm 29 32 29 0,00%

€219_3.mm 26 28 26

€c219_4.mm 26 28 26

€219_5.mm 29 30 29

€219_6.mm 22 24 22

€219_7.mm 25 28 29

€219_8.mm 21 24 21

€219_9.mm 28 33 28

¢c219_10.mm 21 21 21

€2110_1.mm 21 23 21

j102_2.mm 18 21 20 0,00% | IINO8%
j102_4.mm 17 17 18 0,00% | INI00%
j102_5.mm 16 17 16 0,00% | INO9% |
j102_6.mm 16 16 16 0,00% | INI00%|
j102_7.mm 25 25 25 0,00% | INNI00%|
j102_9.mm 15 15 17 0,00% | INI00%|
j102_10.mm 33 33 33 0,00% | INNI00%|
j103_2.mm 13 13 13 0,00% | INNI00%|
j103_3.mm 19 19 19 0,00% | INI00%|
j103_4.mm 23 23 23 0,00% | INI00%|
j103_5.mm 19 21 21 0,00% | INNI00%

Fig. 7.3 Single objective execution of MRCPSP instances
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Frequency of Opt

Filename Min Dur Max Dur V]:] Aver.Dev. Optimum
pspl.sch 42 49 42
psp2.sch 33 38 33
psp3.sch 46 46 46
psp4.sch 33 36 33
psp5.sch 25 29 25
psp6.sch 33 33 33
psp8.sch 39 39 39
psp9.sch 33 33 33
pspl10.sch 32 32 32
pspll.sch 28 28 28
pspl2.sch 25 25 25
pspl3.sch 30 30 30
pspl4.sch 35 35 35
pspl5.sch 28 28 28
pspl6.sch 26 26 26
pspl7.sch 42 42 42
psp47.sch 26 26 26
psp48.sch 31 31 31
psp49.sch 18 18 18
psp50.sch 24 24 24
psp51.sch 26 26 26
psp52.sch 30 30 30
psp53.sch 28 28 28
psp54.sch 25 25 25
psp55.sch 38 38 38
psp56.sch 37 37 37
psp57.sch 30 30 30
psp58.sch 26 26 26
psp59.sch 24 24 24
psp60.sch 29 29 29
psp61.sch 40 40 40
psp62.sch 38 38 38
psp63.sch 30 30 30
psp64.sch 36 36 36
psp65.sch 25 25 25
psp66.sch 30 30 30
psp67.sch 38 38 38
psp68.sch 31 31 31
psp69.sch 32 32 32
psp70.sch 22 22 22
psp71.sch 33 33 33
psp72.sch 20 20 20
psp73.sch 34 34 34
psp74.sch 39 39 39
psp75.sch 33 33 33

Fig. 7.4 Single objective execution of MRCPSP/max instances
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In Table 7.1, a summary of the experimental results is shown (see Appendix B for the ana-
lytical results). More specifically, the first column is the instance name, the second column
shows the minimum duration calculated, the third the maximum duration calculated, the
given optimum value is shown in the fourth columna and then the average deviation from
optimum and the frequency of appearance of the optimum values are shown. These results
reveal that in all cases the proposed algorithm gives the same optimal or lower bound results
with those that are published in PSPLib and in most cases has a higher accuracy with a per-
centage of deviation from the best known value lower than 2% for each category of cases.
Therefore, the aim to be at least as good as the best known algorithm has been achieved.

Table 7.1 Comparative results for single-objective instance

Instances Average Deviation Max Deviation Optimal/UB)
RCPSP J30 0.25% 3% 96.7%
RCPSP J120 1.42% 8% 34.46%
PRCPSP J30 0.12% 2.5% 98.7%
PRCPSP J120 1.21% 5% 42.73%
MRCPSP C15 0.23% 1% 98.9%
MRCPSP C21 0.01% 1% 99.9%
MRCPSP J10 0.01% 0% 99.9%
RCPSP-t J30 0.05% 1% 99.7%
RCPSP-t J120 0.22% 1.5% 99.5%
RCPSPmax J30 0.12% 1.8% 90.12%

7.4 Experimental results for multi-objective optimisation

The problem instances used in this work for the multi-objective experiment were based on
some of the instance sets used for the previous experiment. All instances consider the ex-
istence of two renewable and two nonrenewable resources and a maximum of three direct
successors. The number of activities is 30 and 120 and each set consists of 10 instances.
Each activity has a maximum of three alternative modes and minimal and maximal lags as
well as generalised precedence constraints have been added based on the RCPSP-GPR in-
stances. Furthermore, variable resource demand and availability is taken from the RCPS/t
instances used in the previous experiment. The original instances have been modified due to
the introduction of multiple objectives. Due dates and penalty factors for overconsumption
of resources have been defined for each problem along with maximum resource related cost.
It should be noted that the definition of the extra parameters may change considerably the
difficulty of the initial problems. The resulting problems will be referred here as P30 and
P120, according to the number of activities in each group of instances.

For each instance 10 repetitions of the experiment were effectuated to get the best values. The
implementation of the algorithm was made in C# NET programming language. The experi-
ments were executed using a computer with the following characteristics: Intel(R) Core(TM)
2 Duo CPU P8600 at 2.40 GHz and RAM 8.00 GB.

In Table 8.1, an excerpt of the experimental results is shown, as the results cannot be com-
pared to any other data set of the literature due to differences both on input data and objectives
being pursued. More specifically, the results for the multi-objective cases are strongly related
to the selected objectives and the used weights, even more in our case that the problem itself
is also different as it is an extended version of the existing ones. Therefore, the comparison
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to similar approaches would not provide additional information about the proposed solution

approach.

Table 7.2 Comparative results for multi-objective instances

Instance  Algorithm Makespan

RLI Cost Robustness

J301.1_.1 Pareto 43 124.10 4900 30
J301.1.1 ANP 45 133.10 4500 32
J301.1_1 Single Obj. 43 124.10 4900 30
J30122 Pareto 47 176.18 5500 32
J3012.2 ANP 47 173.28 5600 30
J3012_2 Single Obj. 47 176.18 5500 32
J301.3.6 Pareto 47 153.02 5200 46
J301.3.6 ANP 47 158.65 5300 48
J301.3_.6 Single Obj. 47 161.65 5600 42
J301.4.7 Pareto 62 185.10 6600 35
J301.4.7 ANP 64 187.63 5800 28
J301.4.7 Single Obj. 62 185.09 6800 21
J3034.9_3 Pareto 60 207.33 5400 40
J3034.9_.3 ANP 60 208.32 5400 40
J3034.9_3 Single Ob;. 60 207.82 5300 37

The results show that the combined usage of the two multi-objective approaches showcases
more efficiently the available alternative schedules giving to the project manager more op-
tions to choose from. Furthermore, when comparing the results of the multi-objective ap-
proach to the single objective we see that often (57% of the cases) the multi-objective ap-
proach enhanced the solution given by the single-objective in relation to the other objec-
tives without great loss (more than 5%)on the primary objective. It would be proper to com-
pare the above results to other multi-objective approaches recently proposed, however shared

datasets, are not available.






Chapter 8
Case Study

8.1 Introduction

In this section we focus on the multi-objective solution processes. Main goal is to show that
the proposed model is usable, covers a great variety of different situations and returns a set
of schedules that cover the goals set by the project manager.

To illustrate the process we take the phase of preliminary design of an actual project for the
development of large scale spatial data infrastructure for terrestrial areas network, aiming at
an accurate marking-out of the outer limits of terrestrial sites, updating, describing and delin-
eating of terrestrial habitat types and complementing and correcting the existing databases.
This project from now on will be referred as GIS-project. The preliminary sketch of activ-
ities and their interrelations, along with resource availabilities, resource needs by task and
time period and types of relations among the activities are the initial inputs. Based on the
proposed model and after interviewing the project manager the constraints, objectives and
their weighting and degrees of freedom on the given constraints are decided. These degrees
of freedom represent those constraints that can be translated in penalty functions to simplify
the solution process and raise the possibilities to get feasible solutions and the hard limits on
them. For example, after the discussion we know that although the cost should be minimised
and there is a budget for the specific project, it is not a hard limit as it can vary between an
upper and lower bound and even if it is outside these limits the proposed schedule can still be
acceptable if it has very good resource profiles and makespan, as these two are the objectives
with primary importance. Having modelled the project and defined all the needed inputs, we
run the proposed algorithm with three different settings: a) as a single objective, b)using the
given weights for the requested objectives and c¢) looking for pareto-optimal schedules and
the three best schedules got by each method, are presented to the project manager. In case
that the results are not satisfactory, the number of returned results per type would be changed
and more scenarios with the same or even different priority settings would be generated until
a solution that would fit to the precise needs of the specific company and project would be
generated.

8.2 Initial data

The process begins with the definition of the activities, their precedence relationships, du-
ration and resource requirements. This step is executed using for example the MS Project
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software, as shown in Figure 8.1. However, this draft cannot give a complete picture of the
situation as it does not include information about the alternative ways that some of the tasks
can be executed, minimal and maximal lags have not been defined and resource availabilities
and demands are considered stable over time. Some of these issues can be handled within
the selected software tool, e.g. the definition of calendars for the definition of the resource
availabilities but others require the usage of EMO-RCPSP (the proposed add in), as in the
case of the multiple execution modes or the definition of maximal lags. The initial data show

1st Quarte 3rd Quarte!
WBS | Task Name ~ | Duration » | Predecessors v | Resource Names Now Jan Ma May Ju Sep
1.2.2.8 Technical Report 7 days 32 Surveyor Engineerl;GIS;IT 1;Civil Eng A/5/12 ‘iSIE."iZ
1228
1.2.2.9 Submission of deliverable 0days 33 % 5/6/12
12329
1.2.2.10 Receive corrections and update report 0 days 34 # 5/6/12
and gis data 12210
1.2.3 4 Creation of initial countrywide basemap 128 days 1
1.2.31 Update basemap with locality names, 29 days 26 Surveyor Engineer1[300%] BV Vi
rivers, lakes, etc.
1.2.32 Surface measurements of urban and rural 27 days 8;13 Surveyor Engineerl;Surveyor Engine 574
sections peaks
1.2.3.3 Mapping the road network and points of 27 days 813 Surveyor Engineer Junior1[300%] 5/4,
interest
1.2.34 Capture and edit existing cartographic 59 days 24;13 Surveyor Engineer Juniorl[300%];0T 5/4,
material (administrative acts, cadastral /
topographic basemap)
1.2.3.5 Define cadastral areas and unitsonthe 50 days 3855+3 Surveyor Engineerl;Surveyor Engine
basemap days;29;4055+]1
1.2.3.6 Draft land registration and digitization for 76 days 4155+3 days  Surveyor Engineer1[200%];Lawyerl[: /8/12
urban areas and tables of alleged owners Surveyor Engineer Junior1[400%]
1.2.3.7 Draft land registration and digitization for 76 days 4155+3 days  Surveyor Engineerl;Lawyerl;Survey /8/12
rural areas and tables of alleged owners
1.2.3.8 Pairing of temporary codes to land 76 days A4255+3 Surveyor Engineerl;Surveyor Engine 7/8f12
parcels and pairing of these numbers to days;4355+3
the related street days
|1.2.3.9 Control of topology polygons 10 days 44F5-9days  GIS;Surveyor Engineerl[200%];Surve I%’EHM 8/8/12

Fig. 8.1 Initial data of the GIS project

that even in the simplest approach there are issues related to the availability of the resources,
especially in the case of junior lawyers and surveyor engineers, as shown in Figure 8.2.
Therefore, the next step consists in discussing with the project manager in order to gather
more details about the project at hand, its characteristics and all those environment param-
eters that can affect the way that the tasks will be executed or even the goals of the project
itself. This discussion will lead to decisions about: a) the components of the project, b) the
goals to be pursued and c) existing constraints, soft and hard limits.

8.2.1 Execution modes

The majority of tasks can be executed in different modes that can be automatically defined
by keeping the total work unchanged and modifying the number of resource used and the
duration of the task. Furthermore, the existence of similar types of resources having different
performance rate and correspondingly different cost (e.g. Civil Engineer and junior Civil
Engineer) leads to another group of different execution modes. Additionaly, there are a few
tasks that can be executed using a different combination of resources e.g. administrative
work can be done by administrative staff but if needed can also be executed by a junior
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Fig. 8.2 Overallocated resources

lawyer or the digitilization process can be done by a resource and a low cost scanner or be
almost automated using a more efficient professional scanner and an IT person to monitor
the process, as shown in Figure 8.3

On the other hand, having a project consisting of almost 200 tasks makes the definition
of multiple modes for each and every task a tedious process. Therefore, the most effective
solution is to set automated multiple execution modes on all the tasks and then for tasks
that have substantially big duration when compared to the total project duration or tasks that
cause delays to the project due to their resource requirements, specific alternative execution
modes can be defined. The definition of multiple execution modes should be an iterative
process starting from the simplest cases and adding more alternatives as the resulting solution
scenarios don’t fit the specific situation.



132

8 Case Study

Task Name Duration Resource Names

Update basemap with

29 days Surveyor Engineer1[3]

locality names

29 days Surveyor Engineer Juniorl[6]
58 days Surveyor Engineer Juniori[3]
29 days Surveyor Engineer Juniorl[3], Other1[3]

Draft land registration and
digitization for urban areas 76 days Surveryor Engineer1[2], Lawyer1[2], Surveyor Engineer Junior [4]
and tables alleged

76 days Lawyer Juniorl[2], Surveyor Engineer Junior [8]
30 days Surveryor Engineeri[4], Lawyerli[4]
100 days | Lawyer Juniori[4], Surveyor Engineer Junior [2], Other1[8]

Fig. 8.3 Defining multiple execution modes

8.2.2 Preemption

Generally, preemption allows activities to be stopped and restarted later on at no additional
cost. Some activities can be preempted at any time without creating any problem in their
execution, other activities can be preempted only at specific time instances that define the
completion of a sub-task and a few other activities cannot be preempted at any stage of their
execution otherwise either the cost will be critically raised or the quality of the end product
will be raised. For example, in this GIS-project all tasks requiring external measurements on
specific locations would not be sensible to be preempted as this would lead to send at different
times at the same location, sometimes far away from the land offices, the same team, raising
the cost and multiplying the set up times for the needed equipment. Furthermore, there are
tasks that although can be split, it does not make sense to split them before the completion
of a specific sub-task, e.g. the “Installation of hardware and software” can be split on the
completion of each hardware part but not in the middle of the installation of a software
component, as shown in Figure 8.4

Preemption

Task Name Duration Preemption i
Points

Installations of equipment,

20days Y 2,5,5,5,1,1,1
hardware and software ¥
Installation of Fire and Security

15days N
systems
New hires training 25days Y 5,5,5,5,5
Preparation of hard copy material 20days Y unitary

Fig. 8.4 Defining task preemption
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8.2.3 Variability of resource availabilities and requirements

The variability of resource availabilities is defined using the resource calendars. In this GIS
project the definition of the non renewable resource availabilities e.g. equipment, hardware,
office supplies was more important than that of human resources, as at this stage, there are
not named resources but just generic resource types with unknown work schedules. The only
renewable resources that their availabilities could and were defined in detail, were the GIS
expert, that is only one for all the project and the senior IT staff, Civil Engineers, Topogra-
phers and Lawyers, due to their pre-existing commitments on other projects.

Furthermore, there were specific tasks that required different type of resources at different
stages of the task, e.g. the task to correct the data base entries based on the results of duplicate
entries check and then identify the correct entry and update the entries can be handled as a
three steps process that does not require all the resource types available from the begging of
the task to its completion, as shown in Figure 8.5. In this kind of situations the variability
of resource requirements comes at hand as it is quite is to define in which period of the task
each resource type is required and in what extend, e.g. the IT resource as soon as provides the
lists of the duplicate entries can be dismissed from that task, likewise the lawyer is minimally
needed during the phase of updating the entries.

Task Name Duration Sequence of actions by role

Correct and add notes to data entries
based on the results of legal control Validate entries (IT) --> Legal control (Lawyer) -->

20 days
and cross verification of data using ¥> correct entries (Surveyor Engineer)
automated validation algorithms
Cross check and validate duplicate 14 days Validate entries (IT) -->Identify owners (Lawyer,

entries referring to land owners Other)--> Correct entries (Surveyor Engineer)

Fig. 8.5 Defining task resource requirements per step

Another way of handling this type of situations would be to split each task in this category,
in subtasks and arrange accordingly the resource requirements. In small projects the latter
method would be preferred but on medium and large projects it would add unnecessary
complexity.

8.2.4 Constraints

The GIS Project is characterised by deadlines attached to the completion of each phase (there
are three phases in total) of the project. The deadlines are set by the Greek Registry Office
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and are considered hard limits. Furthermore, tasks related to the land offices operation and
the submission of statements by the landowners have very well defined start and end dates
related to the requirements set by the contracting authority. The set of deadlines are modelled
as time based soft constraints, therefore schedules missing the deadlines will not be omitted
but a penalty factor weighted by the criticality of the corresponding deadline will be added
to the value of the time objective (project duration).

The rest of the constraints originate from the precedence relations, the resource availabili-
ties and requirements and the additional relations generated by allowing the split of specific
activities.

8.2.5 Objectives

The project manager selected three optimisation objectives: the total project duration, the
cost and the smoothness of the resource profiles based on the company’s requirements and
the specifics of this GIS project. The reasoning behind this choice was based on the following
facts:
the project duration, although difficult to minimise due to the existence of inflexible dates
for the execution of specific tasks, e.g. the gathering of statements cannot be done earlier
than the required dates, is very important because it can be considered as a competitive
advantage for the customer,
the project cost which is related to the number of resources used, the type of contracts
signed by each resource type (salaries, work based contracts, temporary contracts), the
work time of each resource and its cost, should be minimised as to make the project
profitable for the company
smoothness of resource profile, to avoid unwanted hiring and firing of staff during the
project execution that could lead to lowering the performance of the project team.
These objectives were weighted by the project manager using the ANP method and the model
described in chapter 6 and using the ANP Solver software tool (http://kkiry.simor.mech.ntua.gr/Rokou/ANPWEB/),
shown in Figure 8.6.
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Welcome erokou
WEeB ANP SoLver
Group Decision Initialize Calculations
ANP CRITERIA
Add Criterion Model View

Select cluster to create new node.

¥ ANP
¥ Objectives

¥ [JANP P Duration

P [_)Objectives P Cost

P (JFinancial P RLI

P [_JOrganisational ¥ Financial

P ()Other P Budget
Criterion name to be added to the selected cluster: P Cash Flows

P Resource Types
¥ Organisational

P ynergies
Sai\ P Resource Availability

P Risks

P Expected Benefits
¥ Other

P Penalties/Bonuses

Select from the tree the criterion to be renamed:
New Criterion name :

P Project’s Contract
P Legislation

Rename |

Fig. 8.6 Weighting the objectives using the ANP Solver

The final weights of the objectives as were given by the limit matrix were: project duration
0.23, cost 0.45 and RLI 0.37.

8.3 Solution scenarions

Based on the above preferences and input data a set of 9 solution scenarios were generated
using the three proposed approaches: a) single objective optimisation of project duration,
b) pareto-optimal solutions taking into consideration the project managers preferences over
the objectives and c) classic pareto-optimal approach. In Table 8.1 the results got by each
approach are shown. Due to the existence of deadlines on basic activities there are very
limited differences on the project duration of the tasks related to the land offices receival of
statements. However, the other phases of the project can be executed in a variety of ways
giving a total project duration that ranges from 1024 days which was the initial duration
given by the MS Project tool to 589 days that is a high cost but very quick solution, that is
the best schedule based on the time objective and it is shown in Figure 8.7.
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Table 8.1 Comparative results for GIS project

Algorithm Makespan RLI  Cost

Pareto 598 3.221 32.000
ANP 780 2.930 29.000
Single Ob;. 598 3.221 32.000
Pareto 610 3.890 30.000
ANP 780 2.480 24.000
Single Ob;. 600 3.870 28.700
Pareto 600 3.760 29.000
ANP 1000 2.100 15.000
Single Ob;. 890 2.560 17.000
Task Name Duration Dtr 4, 2011 [atr 3, 2012 [atr2,2013 Qtr 1,2014
= v || ember  [January [May [ [January May [september  [January [May [<
M[B[E[M[B[E[M[BJE[M[B[E[M[BJ]E[M|[BJE[M][BIJ]E ]
~ Project: GIS database update 598 days € 2
Project Management 0 days
= 1st Stage: Creation of 30 days

initial countrywide
basemap - Establish GIS
land registry offices

Contracts 0 days

* Phase 1.1. Preparation 31 days
activitis

* Phase 1.2 Initial 69 days
countrywide basemap

* Phase 1.3 Preparation 76 days
of land offices &
operation

Completion of Stage1  0days

2nd Stage - Development 20 days
of GIS data base

Stage 2- Start 0days

* Phase 2.1: Operation of 20 days e
land offices

* Phase 2.2: Generate GIS 20 days e
¢

data base qp
Completion of Stage 2  0days

Fig. 8.7 Best schedule found by pareto optimal approach - 598 days

Summarising, the preliminary design of an actual project for the development of large scale
spatial data infrastructure for terrestrial areas network was presented to illustrate the pro-
posed approach. Based on the proposed model and after interviewing the project manager the
constraints, objectives and their weighting and degrees of freedom on the given constraints
were decided. Having modelled the project and defined all the needed inputs, the proposed
algorithm with three different settings: a) as a single objective, b)using the given weights for
the requested objectives and c¢) looking for pareto-optimal schedules was executed. The best
schedules got by each method, were presented to the project manager, in order to choose the
best fitting schedule for the situation at hand.



Chapter 9
General Discussion & Conclusions

Abstract In this chapter, potential impact and significance of the conducted study, impli-
cations for researchers and practitioners and possible directions for further research on this
subject, are discussed.

9.1 Summary of PhD Thesis contribution

Project scheduling involves the development of a project baseline schedule which specifies
for each activity the precedence and resource feasible start and completion dates, the amounts
of the various resource types that will be needed during each time period and as a result the
corresponding budget required for the execution of the project.

Scheduling problems are been investigated since the late fifties, stimulated by the need to
improve and facilitate project management. Project scheduling is a complex problem that
every project manager faces in the beginning of each project and the consequences of an ill
designed schedule can seriously endanger the successful project execution and completion.
Applications can be found in diverse industries such as construction, software development,
etc. In addition, project scheduling is very attractive for researchers, mainly those related to
operational re- search, because the models in this area are rich and, hence, difficult to solve.
In this Thesis, a new holistic conceptual and mathematical formulation integrating the stan-
dard RCPSP with its most common variations, namely preemption of activities, multiple
modes, generalised precedence constraints with minimal and maximal lags and variable re-
source needs and availabilities, was also proposed. Based on this model an adaptive algorithm
handling single objective and multi-objective cases either with prioritisation of the objectives
or pareto optimality, was proposed. The moderator algorithm has as main role to manage the
process and select the best auxiliary solution algorithm to be used based on the instance
currently being solved. It was experimentally proven that the usage of the moderator algo-
rithm raises the accuracy of the results without harming the execution time. Therefore we
can have a reliable way for solving any scheduling problem having features spanning from
the standard RCPSP to any of the above mentioned variations. This way project managers
have a way of modelling their project in a single step and transparent process. Therefore,
we have a unified model, that is reliable and accommodates the needs of project scheduling
in practice, keeping at the same time great flexibility on what kind of solutions and at what
degree each objective should be pursued. Summarising, this PhD Thesis has the following
innovative parts:

137



138

9 General Discussion & Conclusions

a holistic mathematic model integrating all the known extensions and variations of the
resource constrained project scheduling problem, namely, preemption, multiple modes
of execution, generalised precedence constraints, variable resources availabilities and re-
quests over time and its binary formulation,
an adaptive hybrid algorithm that handles the selection of the auxiliary algorithms that
will be used for the solution of each problem’s instance and the ways that the schedules
will be generated (s-GS or p-SGS) both for single and multi-objective cases,
achievement of good optimisation results as the proposed moderator algorithm always
gives results at least as good as the best known methods and in some cases best values
than those currently reported in the literature,
a ready to use Add In for MS Project including the proposed algorithm, tools for setting
up the project in a more flexible manner (i.e. adding details about the activities execution
modes, points of preemption, resource types and time dependent availabilities, objectives
and their priorities, etc.) and generating solution scenarios,
takes into consideration systemic factors that affect project scheduling for the model gen-
eration and Add In development.
The next step on this research is to enhance it by adding a mechanism for automatically
dealing with infeasibilities instead of interactively doing it. Further experimentation on the
multi-objective side of the problem focusing on the comparison with the existing approaches
is expected to give valuable insights.

9.2 Potential Impact and Significance

9.2.1 Implications for researchers

The proposed work consists of two parts, first a model that proposes a holistic view of the
project scheduling problem and second, an adaptive solution algorithm to solve it more effi-
ciently.

The holistic model is meant to cover the majority of cases encountered in practical situations
and give a central reference point for the resource constrained project scheduling problem.
This way researchers either trying to develop better exact or heuristics for the problem will
not need to refer or re-apply to each facet of the problem but can directly work on all the
facets.

Additionally, by using this holistic model the new solution methods will be ready to use
and easily comparable one to another instead of checking each method against the different
variations and often having very good methods for “’research-wise” interesting facets and
very few for those situations that are encountered more often in practice.

Furthermore, by generating of a conceptual and mathematical model of the problem having
as a basis the resource constrained project scheduling problem and including all the determin-
istic extensions and variations of this problem, a new more practical approach of the project
scheduling is proposed. Hopefully, this will lead to the development of solution methods that
can be easily applied in practice and correspond to a realistic problem instead of having very
good solutions for just a part of the problem.

In the end the idea is to have a generic model fitting more or less complex situations and
leading to a joint research effort for the development of better solution methods that will
actually cover the most significant aspects of the project scheduling problem.
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On the other hand, the solution method it is also inspired by the holistic approach, as it does
not provide single solutions with specific predefined objectives. Instead, it provides a set of
tools that can be used to generate a mix of different solution scenarios and lets the project
manager to make all the decisions. It is more of a support tool than a problem solver.
Furthermore, acknowledging the fact that a variety of good solution algorithms already exist
but no way to choose the best for each instance being solved, the logic of the evolutionary
algorithms is put on service to handle the algorithm selection. It is a simple but very effective
way of handling a complex problem whose solution mechanics are not well defined yet.
However, it would be interesting to gather usage data and create a knowledge data base
containing the best fitted algorithms and try to extract patterns relating the problem instance
characteristics to the optimal solution algorithm.

Additionally, the mixing of single and multi-objective approaches, with or without weights
of the objectives gives a less mathematical but more practical look at how a problem should
be solved. Maybe, having a good understanding of how to solve problems on well defined
situations, the next step is to respond to the demand of solving less well-defined and without
clear goals problems or even better propose solution scenarios without giving unique and
inflexible solutions, as problems actually are more than the sum of inputs and outputs.
Summarising, the proposed work is a first step toward flexible models of complicated sit-
uations, adaptable solution methods and results aiming at supporting the decision makers
without giving aphorisms about which solution is the best one and which is not.

9.2.2 Implications for practitioners

It is known that project scheduling is a multi-facet problem affected by a plethora of systemic
parameters that cannot be easily taken into consideration in a quantitative model. This study
aims at giving a tool to support the project manager on scheduling the project by providing
a number of alternative solution scenarios to select the one that best fits the situation and not
just a unique solution that can act as ”one size fits all”. It is expected that the inputs and ob-
jectives are set based on the current situation, taking into consideration all those uncountable
parameters that are not part of the model but play a role on how the schedule should be. Even
so, the provision of tools for ranking the objectives using quantitative and qualitative criteria
(through an ANP model) and the ability to have mixed solution scenarios are valuable tools
in handling the complexity of this problem.
In this Thesis, we proposed a solution process able to appropriately handle any situation
from small and every day projects to large scale problems with complex activity relations,
splittable activities, multiple execution modes, time windows and variability on the resource
requirements and availability. And a solution algorithm capable of adapting itself and pro-
viding different ways of handling the specific instance of the problem at hand, based on:
- the number of objectives to be pursued,
the type of the problem: simple, multi-mode, with generalised precedence constraints,
minimal and maximal time lags, preemption or any mix of these features and
the number and type of solution scenarios that are desired: from single objective optimi-
sation of a range of objectives to multi-objective optimisation using weighted sum and/or
pareto-optimal solutions, or a mix of the above,
The idea is to provide a model that works as a bunch of LEGO bricks, you can use it to model
from the simplest problem to the most complicated without need of deep mathematical or
other knowledge beside, the notions related to the project to be scheduled.
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The practitioner gets to use a simple interface to set up the problem by defining the various
inputs, like the tasks and their precedence relations, the different ways that some important
(under the specific circumstances) tasks can be executed and which are the objectives and
the role that should have in finding the optimal solutions. No decision is irreversible, on the
contrary the project manager has a great amount of freedom to experiment on the effect of
his/her changes on the final results and choose the solution that best fits the situation at hand.
Summarising, the proposed work provides a unified approach of the project scheduling prob-
lems and provides the practitioner with an easy to use and flexible decision support tool,
where the decision to take is how to schedule the project given specific circumstances. Mov-
ing a pass forward from existing partial approaches where the objective is to optimise the way
a specific aspect of the problem is solved, we show that it is possible without affecting the
quality of the results to have a holistic approach of the problem overcoming the raised com-
plexity through the flexibility on the constraints and the generation of several good solutions
that cover different needs and show off the trade offs between the selected objectives.

9.3 Future Work

Due to the complexity of the project scheduling problem and the difficulties encountered
when solving even simple instances and much more when handling its various extensions
and variations, even today, there is a lack of generic models that integrate all the different
facets of a project that should be scheduled and provide a solution process. However, in
practice projects often fail to fall precisely in one of the existing cases. For example a project
can have some tasks that are splittable but not all and at the same time some activities with
variable resource demands and a few tasks with hard deadlines. In such a case either some
of the features should be omitted to fall in one of the existing problem types or a multi-phase
approach, handling each situation separately, should be followed. Furthermore, there is the
issue of whether a single or multi-objective approach can be followed, that even if it seems
a straightforward decision, it is not, as managers are used to “what-if”” scenarios and would
prefer to have both options and evaluate the different results against the case at hand using
just one or two objectives.

To fill in this research gap, a holistic model was proposed in this Thesis in order to provide a
way to define all the desired characteristics, and provide a solution process that will generate
project schedules adaptable to different project settings, organisational sizes and strategies
and scalable according to the size and criticality of the undergoing project. Furthermore, a
solution process that is simple and quick enough to permit immediate re-runs for the gen-
eration of alternative scenarios, is proposed to give the opportunity to the project manager
(and/or the group of decision makers) responsible for the definition and final selection of
the baseline schedule to have a satisfactory number of alternatives to discuss on and choose
from.

The next step on this research is to enhance it by adding a mechanism for automatically
dealing with infeasibilities instead of interactively doing it. Further experimentation on the
multi-objective side of the problem focusing on the comparison with the existing approaches
it is expected to give valuable insight. Beside these very concise next steps, there are a few
short-term and long-term goals to be achieved. Starting from the specific proposed approach,
a less deterministic approach could greatly enhance the quality of the given inputs as they
could be more realistic, affecting the quality of the results.
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Furthermore, more objectives and not only quantitative but also qualitative could be incorpo-
rated as to embrace the environmental parameters that affect project scheduling in practice.
Although, qualitative objectives should be in some way, even approximatively, quantified, it
would be a step toward the right direction.

On the other hand, the are a lot of technical issues that would be interesting to work at.
For example, a multi-project approach to handle multiple project scheduling and gather data
from the withstanding IT system about the other ongoing projects and those that are being
planned to be executed on the same time span. An other interesting extension, would be to
provide a model that handles both reactive and proactive scheduling as to support the project
manager not only during scheduling but also when the schedule should be updated due to
internal or external changes.

Summarising, the proposed approach is a first step on handling optimisation problems in a
more practical and less mathematical manner without denying the need of quantification and
specific solution generation. However, there are a lot of issues that should be handled and
aspects of this and similar problems that should be examined before reaching a stable point
where the models and the solution methods provided by the researcher’s community match
the practical problems as they are without compromises, assumptions and simplifications.
This is the ultimate goal.
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Appendix A
Experimental Results

A.1 Exerpt of analytical results RCPSP

For each instance 100 repetitions of the experiment were effectuated to get the average val-
ues. The implementation of the algorithm was made in C#.NET programming language.
The experiments were executed using a computer with the following characteristics: Intel(R)
Core(TM) 2 Duo CPU P8600 at 2.40 GHz and RAM 8.00 GB.
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A.2 Exerpt of analytical results MRCPSP

Filename Min Dur Max Dur Optimal Aver.Dev. Opti Frequency o
c154_3.mm 34 34 34

c158_3.mm 25 25 25

c158_4.mm 32 32 32

c159_1.mm 18 21 18

c159_2.mm 25 26 29 -13,79%
c159_3.mm 22 24 22

c159_4.mm 17 21 17 0,00%
c159_5.mm 21 22 21 0,00%
c159_6.mm 20 22 20 0,00%
c159_7.mm 24 28 24

c159_8.mm 34 40 34

c159_9.mm 28 29 28

c159_10.mm 32 32 32

¢1510_1.mm 21 21 21

¢1510_2.mm 17 18 17

¢c1510_3.mm 23 25 23

¢1510_4.mm 39 42 39

¢1510_5.mm 13 13 13

¢1510_6.mm 32 32 32

c214_6.mm 36 36 36

c216_8.mm 36 36 36

c217_1.mm 40 41 40

c219_1.mm 28 30 30

€219_2.mm 29 32 29

c219_3.mm 26 28 26

c219_4.mm 26 28 26

€219_5.mm 29 30 29

€219_6.mm 22 24 22

c219_7.mm 25 28 29

c219_8.mm 21 24 21

c219_9.mm 28 33 28

c219_10.mm 21 21 21

€2110_1.mm 21 23 21

j102_2.mm 18 21 20 0,00%
j102_4.mm 17 17 18 0,00%
j102_5.mm 16 17 16 0,00%
j102_6.mm 16 16 16 0,00%
j102_7.mm 25 25 25 0,00%
j102_9.mm 15 15 17 0,00%
j102_10.mm 33 33 33 0,00%
j103_2.mm 13 13 13

j103_3.mm 19 19 19

j103_4.mm 23 23 23

j103_5.mm 19 21 21

Fig. A.6 Single objective execution of MRCPSP instances

A Experimental Results
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A.3 Exerpt of analytical results MRCPSP/max

Filename Min Dur Max Dur UB Aver.Dev. Optimum Frequency of Opt
pspl.sch 42 49 42
psp2.sch 33 38 33
psp3.sch 46 46 46
psp4.sch 33 36 33
psp5.sch 25 29 25
psp6.sch 33 33 33
psp8.sch 39 39 39
psp9.sch 33 33 33
psp10.sch 32 32 32
pspll.sch 28 28 28
pspl2.sch 25 25 25
psp13.sch 30 30 30
pspl4.sch 35 35 35
pspl5.sch 28 28 28
pspl6.sch 26 26 26
pspl7.sch 42 42 42
psp47.sch 26 26 26
psp48.sch 31 31 31
psp49.sch 18 18 18
psp50.sch 24 24 24
psp51.sch 26 26 26
psp52.sch 30 30 30
psp53.sch 28 28 28
psp54.sch 25 25 25
psp55.sch 38 38 38
psp56.sch 37 37 37
psp57.sch 30 30 30
psp58.sch 26 26 26
psp59.sch 24 24 24
psp60.sch 29 29 29
psp61.sch 40 40 40
psp62.sch 38 38 38
psp63.sch 30 30 30
psp64.sch 36 36 36
psp65.sch 25 25 25
psp66.sch 30 30 30
psp67.sch 38 38 38
psp68.sch 31 31 31
psp69.sch 32 32 32
psp70.sch 22 22 22
psp71.sch 33 33 33
psp72.sch 20 20 20
psp73.sch 34 34 34
psp74.sch 39 39 39
psp75.sch 33 33 33

Fig. A.7 Single objective execution of MRCPSP instances
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A.4 Case Study

A.4.1 Activities



WBS

1.0

1.1
111
1112
1.1.13
1114

11.2

1.1.21
1.1.22
1.1.23
1.1.24
113
1.13.1
1.13.2
1133
1.13.4
1135
1.1.36
12
1.2.1
1.2.1.1
1.2.1.2
1.2.2
1.2.21
1222
1.2.23
1.2.24
1.2.25
1.2.26
1.2.2.7
1.2.2.8
1.2.29
1.2.2.10
123
1231
1.23.2
1.233

1.23.4
1.235
1.23.6

1.23.7

1.23.8

Task Name
Project: GIS database update

0 Project Management

1st Stage: Creation of initial countrywide basemap - Establish GIS land
registry offices
Contracts
Phase 1.1. Preparation activitis
Project Initialisation
Project analysis
Kick-off meeting
Data receivals from Greek Land Registry
Preparation- Supply of equipment - Hardware and Software
installations - Quality control
Hardware and software supply
Installations of equipment, hardware and software
Hire additional personnal
Training of new hires
Quality Control Programme (Q.C.P)
Timeschedule activities
Quality Plan
Quality Plan Approval
Submission of Q.C.P.
Corrections (if required)
Resubmission (if required)
Phase 1.2 Initial countrywide basemap
Collection and evaluation of pre-existing material
Data collection
Data evaluation
City and country limits definitions
Representation of collected data in vlso and Iso
Corrections based on administrative and legal data
Compare results with existing from the Greek Land Registry
Add limits based on land use classification
Add limits of settlements
Add limits within the cities' Plan
Check polygonal topologies
Technical Report
Submission of deliverable
Receive corrections and update report and gis data
Creation of initial countrywide basemap
Update basemap with locality names, rivers, lakes, etc.
Surface measurements of urban and rural sections peaks
Mapping the road network and points of interest
Capture and edit existing cartographic material (administrative
acts, cadastral / topographic basemap)
Define cadastral areas and units on the basemap
Draft land registration and digitization for urban areas and tables
of alleged owners
Draft land registration and digitization for rural areas and tables of
alleged owners
Pairing of temporary codes to land parcels and pairing of these
numbers to the related street

Duration
1024 days
1023 days

131 days

0 days
31 days
5 days
5 days
1 day

0 days

23 days

15 days
15 days
9 days
14 days
31 days
9 days
12 days
1 day

0 days
9 days
0 days
131 days
23 days
23 days
17 days
66 days
3 days
33 days
9 days
19 days
14 days
19 days
3 days
7 days
0 days
0 days
128 days
29 days
27 days
27 days

59 days
50 days
76 days

76 days

76 days

Start
5/3/2012
5/3/2012

5/3/2012

5/3/2012
5/3/2012
5/3/2012
5/3/2012
5/3/2012
5/3/2012

5/3/2012

5/3/2012
14/3/2012
5/3/2012
16/3/2012
5/3/2012
5/3/2012
16/3/2012
3/4/2012
3/4/2012
4/4/2012
17/4/2012
5/3/2012
5/3/2012
5/3/2012
12/3/2012
5/3/2012
5/3/2012
5/4/2012
5/3/2012
5/4/2012
5/4/2012
5/4/2012
23/5/2012
28/5/2012
5/6/2012
5/6/2012
8/3/2012
8/3/2012
5/4/2012
5/4/2012

5/4/2012
3/5/2012
8/5/2012
8/5/2012

11/5/2012

Finish
9/3/2016
8/3/2016 Project Manager

5/9/2012

5/3/2012
17/4/2012
9/3/2012
9/3/2012 GIS,Surveyor Engineerl
5/3/2012 Civil Engineerl,Surveyor Engineerl,Lawyerl
5/3/2012

4/4/2012

Resource Names

23/3/2012 |Surveyor Engineerl,IT 1,Civil Engineer1,GIS
3/4/2012IT 1,GIS
15/3/2012 Civil Engineerl
4/4/2012 GIS,IT 1,Surveyor Engineerl,Surveyor Engineer Junior1[21]
17/4/2012
15/3/2012 | Civil Engineerl,Surveyor Engineerl
2/4/2012 Civil Engineer1,Surveyor Engineerl,Lawyerl
3/4/2012 Civil Engineerl
3/4/2012
17/4/2012 Civil Engineerl,Surveyor Engineerl,Lawyerl
17/4/2012
5/9/2012
4/4/2012
4/4/2012|Lawyerl[4],Surveyor Engineer1[2]
3/4/2012 Lawyer1[3],Surveyor Engineerl[5]
5/6/2012
7/3/2012 GIS,Surveyor Engineerl[2]
22/5/2012 |Lawyer1[4],Surveyor Engineer1[2]
15/3/2012 GIS,Surveyor Engineerl
2/5/2012 GIS,Surveyor Engineerl,Surveyor Engineer Junior1([3]
25/4/2012 GIS,Surveyor Engineerl,Surveyor Engineer Junior1([3]
2/5/2012 GIS,Surveyor Engineerl,Surveyor Engineer Junior1([3]
25/5/2012 GIS,Surveyor Engineer1[2]
5/6/2012 Surveyor Engineerl,GIS,IT 1,Civil Engineerl,OTHER1
5/6/2012
5/6/2012
5/9/2012
18/4/2012 | Surveyor Engineer1[3]
14/5/2012 | Surveyor Engineerl,Surveyor Engineer Junior1[4],0THER1
14/5/2012 | Surveyor Engineer Junior1[3]

27/6/2012 Surveyor Engineer Junior1[3],0THER1
11/7/2012 Surveyor Engineerl,Surveyor Engineer Juniorl[6]
22/8/2012 Surveyor Engineer1[2],Lawyer1[2],Surveyor Engineer Junior1[4]

22/8/2012|Surveyor Engineerl,Lawyerl,Surveyor Engineer Juniorl[5]

27/8/2012 | Surveyor Engineerl,Surveyor Engineer Juniorl,OTHER1



WBS
1.23.9
1.23.10
1.23.11
13
131
1311
13.1.2
1.3.13
13.14
13.15
13.16
13.1.7
13.1.8
1.3.19
1.3.1.10

13111

133
133.1

1332

1333
1334
1.4

2.0
2.1
2.1.0

211

212

213

2.1.4
2.2
2.2.1
2211
2212

2213

2214

2215

22.1.6

Task Name
Control of topology polygons
Technical report of initial countrywide basemap
Submission of technical report
Phase 1.3 Preparation of land offices & operation
Preparation of land offices
Receive offices and post orthophotomaps
Hardware supplies
New hires
Set up infrastructure
Cabling and network connectivity
Installations of equipment, hardware and software
Installation of Fire and Security systems
New hires training
Preparation of hard copy material
Technical control of IT systems
Checking readiness for the smooth operation of the land offices
and receival of approval
Operation of land offices
Start of operation

Compliance with the observations of the Greek Land Registry

Support services

Approval of Greek Land Registry
Completion of Stage 1
2 2nd Stage - Development of GIS data base
Stage 2- Start
Phase 2.1: Operation of land offices
Statements collection
Collection and preprocessing of statements of land owners living in
Greece
Collection and preprocessing of statements of land owners living
abroad
Collection and preprocessing of overdue statements of land owners
living abroad
Completion of stage 2 data collection
Phase 2.2: Generate GIS data base
Preparation and submission of 1st intermediate database
Process and input all data to the central database
Data retrieval and migration of data of locked entries

Correct and add notes to data entries based on the results of legal
control and cross verification of data using sampling methods

Correct and add notes to data entries based on the results of legal
control and cross verification of data using automated validation
algorithms

Cross check and validate duplicate entries referring to land owners

Define land limits and owners of each building and pair it to unique
KAEK code

Duration
10 days
6 days
0 days
76 days
55 days
10 days
5 days
20 days
19 days
20 days
20 days
15 days
25 days
20 days
4 days

1day

22 days
0 days

20 days

22 days

0 days
0 days
398 days
0 days
175 days
0 days

1 day
1 day

1 day

0 days

398 days
209 days
164 days
164 days

20 days

20 days

14 days

164 days

Start
14/8/2012
29/8/2012

5/9/2012
5/3/2012
5/3/2012
5/3/2012
19/3/2012
19/3/2012
19/3/2012
13/4/2012
13/4/2012
13/4/2012
17/4/2012
5/3/2012
14/5/2012

18/5/2012

21/5/2012
21/5/2012

21/5/2012

21/5/2012

19/6/2012
5/9/2012
5/3/2012

7/11/2012

5/3/2012

7/11/2012

5/3/2012
5/3/2012

5/3/2012

5/3/2012
5/3/2012
5/3/2012
5/3/2012
15/3/2012

2/11/2012

2/11/2012

30/11/2012

5/3/2012

Finish Resource Names

28/8/2012|GIS,Surveyor Engineer1[2],Surveyor Engineer Juniorl
5/9/2012 Surveyor Engineer1,GIS,Civil Engineerl,OTHER1
5/9/2012

19/6/2012

21/5/2012

16/3/2012 Surveyor Engineerl

23/3/2012 Surveyor Engineer1,GIS,Civil Engineerd,IT 1

13/4/2012 Civil Engineerl

12/4/2012 Surveyor Engineerl

11/5/2012 1T 1

11/5/2012 GIS,IT 1
4/5/2012 Surveyor Engineerl,Civil Engineerl

21/5/2012 Lawyer1[3],Surveyor Engineer1[4]

30/3/2012 Surveyor Engineerl,OTHER1

17/5/2012 GIS,IT 1

18/5/2012|GIS,IT 1,Surveyor Engineerl

19/6/2012
21/5/2012

15/6/2012 | Surveyor Engineer1,GIS,IT 1

Lawyer Junior1[5],IT Juniorl[7],Surveyor Engineer1[2],Lawyer1[8],0THER1[3],Surveyor
Engineer Junior1[9]
19/6/2012
5/9/2012
20/9/2013
7/11/2012
7/11/2012
7/11/2012

5/3/2012

19/6/2012

5/3/2012

5/3/2012

5/3/2012

20/9/2013

24/12/2012

22/10/2012 | Lawyer1[3],Lawyer Junior1[3],0THER1
1/11/2012 | Lawyer1[2],0THER1[2],Lawyer Junior1[3]

29/11/2012 Lawyer Juniorl[3],0THER1[3]

29/11/2012/IT 1,Lawyer Junior1[2],0THER1[4],IT Junior1[2],Surveyor Engineer Juniorl[5]

19/12/2012 IT 1,Lawyer Junior1[3],0THER1[3],IT Juniorl,Surveyor Engineerl

22/10/2012 Surveyor Engineerl,Surveyor Engineer Junior1[3],0THER1[4]



WBS Task Name Duration Start Finish Resource Names
Define land boundaries where no data have been given by the

2.2.1.7 owners 20 days 23/10/2012| 19/11/2012|Surveyor Engineerl,Surveyor Engineer Junior1[3],0THER1
2.2.1.8 Enumerate buildings and geographically position them 20 days 23/10/2012| 19/11/2012 Surveyor Engineer Junior1[4]
Topological validati f pol based spatial dat: d update of
2219 . AOPO ogical vall a, lon of polygon based spatlal data and update o 14 days 20/11/2012 7/12/2012|GIS,Surveyor Engineer1[2],Surveyor Engineer Juniorl
the digital cadastral spatial data base
2.2.1.10 Generate description and geospatial data bases 3 days 20/12/2012 24/12/2012 GIS,IT 1
2.2.1.11 Submission of 1st intermediate data base 0 days 24/12/2012 24/12/2012
Ci heck and validate duplicate entries referring to land
22112 boundarri:z” eck and valicate duplicate entries referring to fan 14 days 5/3/2012  22/3/2012 IT 1,Lawyer Junior1[3],0THERL(3],IT Juniorl,Surveyor Engineer Juniorl
222 Preparation and submission of 2nd intermediate database 109 days 23/10/2012 27/3/2013
2221 Process and input all data to the central database 96 days 23/10/2012 7/3/2013 Lawyer1[3],Lawyer Junior1[4],0THER1
2222 Data retrieval and migration of data of locked entries 87 days 2/11/2012 6/3/2013 Lawyer1,OTHER1[2],Lawyer Junior1[3]
C t and add notes to dat: tries based on th Its of legal
2223 orrect and addnotes to data entries based on the results otlegal |, . ¢ 7/3/2013  15/3/2013 Lawyer Junior1[4],0THERL[3],Surveyor Engineer Juniorl
control and cross verification of data using sampling methods
Correct and add notes to data entries based on the results of legal
2.2.2.4  control and cross verification of data using automated validation 7 days 7/3/2013 15/3/2013 Lawyer Juniorl[3],0THER1
algorithms
2.2.2.5 7 days 7/3/2013 15/3/2013|IT 1,0THER1[4],Lawyer Junior1[2],IT Junior1[2],Surveyor Engineer Juniorl1[4]
C heck and validate duplicate entries referring to land
2.2.2.6 boundarzzzsc eck and validate duplicate entries referring to fan 5 days 18/3/2013  22/3/2013IT 1,Surveyor Engineer Juniorl,0THER1[3],Lawyer Juniorl[3]
Define land limits and f each buildi d pairitt i
2227 0 Coge'"e and fimits and owners of each bullcing and pair it to uniaue g, yavs 23/10/2012]  5/3/2013 Surveyor Engineerl,Surveyor Engineer Junior1({4],0THER1[4]
Define land boundari h data h. b i by th
22238 owners etine land boundaries where no data have been glven by the 7 days 6/3/2013 14/3/2013 Surveyor Engineer1,0THER1,Surveyor Engineer Junior1[3]
2229 Enumerate buildings and geographically position them 7 days 6/3/2013 14/3/2013 | Surveyor Engineer Junior1[4]
Topological validation of pol based spatial data and update of
2.2.2.10 . Aopo ogical vall a, fon of polygon based spatlal data and update o 5 days 15/3/2013 21/3/2013|GIS,Surveyor Engineer1[2],Surveyor Engineer Juniorl
the digital cadastral spatial data base
2.2.2.11 Generate description and geospatial data bases 2 days 26/3/2013 27/3/2013 GIS,IT 1
2.2.2.12 Submission of 2nd intermediate data base 0 days 27/3/2013 27/3/2013
2.2.3 Preparation and submission of 3rd intermediate database 94 days 8/3/2013 19/7/2013
2231 Process and input all data to the central database 79 days 8/3/2013 28/6/2013 Lawyer1[3],0THER1,Lawyer Junior1[2]
2.2.3.2 Data retrieval and migration of data of locked entries 73 days 15/3/2013 27/6/2013 Lawyer1,0THER1[2],Lawyer Juniorl[3]
C t and add notes to dat: tries based on th Its of legal
2233 orrect and add notes to data entries based on the results otiegal |, 4, ¢ 28/6/2013|  11/7/2013 Lawyer Junior1[3],0THER1[3]
control and cross verification of data using sampling methods
Correct and add notes to data entries based on the results of legal
2.2.3.4  control and cross verification of data using automated validation 10 days 28/6/2013 11/7/2013 Lawyer Junior1[3],0THER1,Surveyor Engineer Juniorl
algorithms
2235 Cross check and validate duplicate entries referring to land owners |10 days 28/6/2013 11/7/2013|IT 1,Lawyer Junior1[2],0THER1[4],IT Juniorl,Surveyor Engineer Juniorl[4]
C heck and validate duplicate entries referring to land
2.2.3.6 boundarzzzsc eckandvalicate duplicate entries reterring to fan 5 days 12/7/2013 18/7/2013|IT 1,Lawyerl,Lawyer Junior1[2],0THER1[3],Surveyor Engineer Juniorl
Define land limits and f each buildi d pairitt i
2.2.3.7 KAEK co§eme and flimits and owners of each bullding and pair It to unique 73 days 8/3/2013 20/6/2013 Surveyor Engineerl,Surveyor Engineer Junior1[4],0THER1
Define land boundari h data h. b i by th
2.2.3.8 owners €tine fanc bouncarles where no data have been glven by the 10 days 21/6/2013 4/7/2013 Surveyor Engineerl,0THER1,Surveyor Engineer Junior1[3]
2239 Enumerate buildings and geographically position them 10 days 21/6/2013 4/7/2013 Surveyor Engineer Junior1[4]
Topological validation of pol based spatial data and update of
2.2.3.10 opological validation of polygon based spatlal data and update o 6 days 5/7/2013 12/7/2013|GIS,Surveyor Engineer1[2],Surveyor Engineer1,Surveyor Engineer Juniorl

the digital cadastral spatial data base
2.23.11 Generate description and geospatial data bases 1 day 19/7/2013 19/7/2013|GIS,IT 1



WBS
2.2.3.12
224

2241

2242

2243

2244

2245
2.24.6

2.2.4.7

2248
2.24.9
2.2.4.10

2.24.11
2.24.12
2.2.4.13
2.2.4.14
2.2.4.15
2.5

3.0
3.7
3.8

3.10
3.13

Task Name
Submission of 3rd intermediate data base
Preparation for final submission
Edit entries and enter to the central database. Check legal issues
related to the landowners
Migrate data from local data bases to Greek Land Registry central
database

Correct and complete missing data based on owners statements

Update data base based on comments by the Greek Land Registry

Correct data base based on the results of sampling
Remove duplicate entries

Validate data tracking and delineation of properties. Validate
geometric compatibility of parcels included in the database. Assign
specific codes to the properties of all the registred landowners

Define land boundaries where no data have been given by the
owners
Enumerate buildings and geographically position them
Topological validation of polygon based spatial data and update of
the digital cadastral spatial data base
Generate description and geospatial data bases
Technical report of implementation process
Final submission of scanned land owners statements
Report for internal control
Submit final report of the implementation process
Completion of Stage 2
3 3rd Stage: Final Submission
Stage 3 -Start

Finalise elaboration of the collected data and resulting tables

Final submission of collected data and resulting tables
Final technical report

Submission of final technical report

Completion of Stage 3

Duration
0 days
59 days

58 days
37 days
7 days

7 days

7 days
5 days

44 days

7 days
7 days
4 days

4 days
5 days
0 days
0 days
0 days
0 days
446 days
0 days

4 days
0 days
12 days

0 days
0 days

Start
19/7/2013
1/7/2013

1/7/2013
8/7/2013
29/8/2013

29/8/2013

29/8/2013
9/9/2013

1/7/2013

2/9/2013
2/9/2013
11/9/2013

17/9/2013
16/9/2013
20/9/2013
20/9/2013
20/9/2013
20/9/2013
10/6/2014
10/6/2014

10/6/2014

8/3/2016
10/6/2014
3/7/2014
8/3/2016

Finish Resource Names
19/7/2013
20/9/2013
19/9/2013 Lawyer1[3],Lawyer Juniorl[4],0THER1
28/8/2013 | Lawyer1[2],0THER1[2],Lawyer Juniorl[2]
6/9/2013 Lawyer Juniorl[3],0THER1[3]
6/9/2013 Lawyer Junior1[3],0THERL,IT Juniorl
6/9/2013 1T 1,0THER1[4],Lawyer Junior1[2],IT Juniorl,Surveyor Engineer Junior1[4]
13/9/2013|IT 1,Lawyer Junior1[3],0THER1[3]

30/8/2013 | Surveyor Engineer1[2],Surveyor Engineer Junior1[4],0THER1[4]

10/9/2013 Surveyor Engineerl,0THER1,Surveyor Engineer Juniorl[3]
10/9/2013 |Surveyor Engineer Junior1[4]
16/9/2013 GIS,Surveyor Engineerl[2],Surveyor Engineer Juniorl

20/9/2013 GIS,IT 1
20/9/2013|GIS,IT 1,0THER1
20/9/2013
20/9/2013
20/9/2013
20/9/2013
9/3/2016
10/6/2014
13/6/2014 IT lfLawyerl[Z],Surveyo.r Enginee.rl[Z],GIS,Lawyer Juniorl[3],0THER1[4],IT
Junior1[2],Surveyor Engineer Juniorl
8/3/2016
3/7/2014 Civil Engineerl,Surveyor Engineerl,Lawyer Juniorl,OTHER1
3/7/2014
8/3/2016
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A.4.2 Gantt chart
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class ModeratorGA

{
public List<CommonVars.schedule> ModGA(CommonVars.EmoData inputData,
CommonVars.problemParams probParams)

{

Functions.AuxiliaryFunctions AuxFuns = new AuxiliaryFunctions();
SingleObjectiveGA soGA = new SingleObjectiveGA();

MOGA moGA = new MOGA();

Pareto parGA = new Pareto();

List<CommonVars.schedule> resultSchedules = new List<CommonVars.schedule>();
int jobNum = inputData.jobNum;

int GEN = probParams.GEN;

int numOfRepetitions = probParams.numOfRepetitions;

//Repetition
for (int repetitions = ©; repetitions < numOfRepetitions; repetitions++)
{

Stopwatch stopWatch = new Stopwatch();

stopWatch.Start();

Console.WriteLine("Repetition {@}------------ ", repetitions + 1);

// Initial Population

CommonVars.adaptiveChromosome[] InPopulation =
AuxFuns.InitialPopulation(inputData, probParams);

// Generation

int NumOfGenerations = 0;
CommonVars.adaptiveChromosome[] CurrentPopulation = InPopulation;

while (NumOfGenerations < GEN)
{

NumOfGenerations++;

// Crossover

CommonVars.adaptiveChromosome[] ChildrenPopulation =
AuxFuns.CrossoverM_act(CurrentPopulation, probParams,inputData);

// Mutation

ChildrenPopulation = AuxFuns.MutationM(ChildrenPopulation,
probParams, inputData);

//Mode repair and improvement

// Current Union Offspring

CommonVars.adaptiveChromosome[] UnionPopulation = new
CommonVars.adaptiveChromosome[2 * probParams.POP];

for (int i = ©; i < probParams.POP; i++)

{
UnionPopulation[i] = CurrentPopulation[i];
UnionPopulation[i + probParams.POP] = ChildrenPopulation[i];
}
for (int i = ©; i < UnionPopulation.Length; i++)
{

if (AuxFuns.checkModeNonRenFS(UnionPopulation[i].modelList,
inputData, probParams) == false)



AuxFuns.ModeRepair(ref UnionPopulation[i], inputData);

switch (probParams.caseType)

{
case 0: CurrentPopulation=soGA.SingleObjGA(inputData, probParams,

UnionPopulation);

break;
case 1: CurrentPopulation=moGA.moGA(inputData, probParams,

UnionPopulation);

break;
case 2: CurrentPopulation=parGA.ParetoGA(inputData, probParams,

UnionPopulation);

");

break;

default:
Console.WriteLine("Not acceptable case type option");
break;

}

Console.WriteLine(M------- oo - oo oo

for (int i = @; i < CurrentPopulation.Length; i++)
Console.WriteLine("{@}\t--{1:N2}--{2}",

CurrentPopulation[i].fit.makespan, CurrentPopulation[i].fit.RLI,
CurrentPopulation[i].Algo);

");

ts.
ts.

Console.WriteLine("-----------"---““"- oo

stopWatch.Stop();
// Get the elapsed time as a TimeSpan value.
TimeSpan tsl = stopWatch.Elapsed;

string elapsedTimel = String.Format("{0:00}:{1:00}:{2:00}.{3:00}",
tsl.Hours, tsl.Minutes, tsl.Seconds,
tsl.Milliseconds / 10);
Console.WriteLine("RunTime

+ elapsedTimel);

}

// Console.WriteLine("Min of repetition:
// int minSchDuration = generMin;

+ generMin);
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stopWatch.Stop();
// Get the elapsed time as a TimeSpan value.
TimeSpan ts = stopWatch.Elapsed;

string elapsedTime = String.Format("{0:00}:{1:00}:{2:00}.{3:00}",
Hours, ts.Minutes, ts.Seconds,

Milliseconds / 190);
Console.WriteLine("RunTime

+ elapsedTime);

Array.Sort(CurrentPopulation,



delegate(CommonVars.adaptiveChromosome x, CommonVars.adaptiveChromosome y) { return
x.fit.makespan.CompareTo(y.fit.makespan); });

AuxFuns.HandleExcelFile(repetitions, CurrentPopulation[@], probParams,
elapsedTime);

//AuxFuns.HandleExcelFile(repetitions, filename, elapsedTime,
minSchDuration);
for(int i=@;i<jobNum;i++)
Console.Write(CurrentPopulation[0].SGSstat.startTimes[i]+"--");
Console.WriteLine();

for (int i = ©; i < jobNum; i++)
Console.Write(CurrentPopulation[@].modeList[i] + "--");
Console.WritelLine();

}

return resultSchedules;



public class SingleObjectiveGA
{

public CommonVars.adaptiveChromosome[] SingleObjGA(CommonVars.EmoData inputData,
CommonVars.problemParams probParams, CommonVars.adaptiveChromosome[] UnionPopulation)
{
Functions.AuxiliaryFunctions AuxFuns = new AuxiliaryFunctions();
CommonVars.adaptiveChromosome[] CurrentPopulation = new
CommonVars.adaptiveChromosome[probParams.POP];
try{
int[] Fitness = CalcFitness(inputData, probParams, ref UnionPopulation);

//Extension.Shuffle(UnionPopulation);
int POP = probParams.POP;

int newPopSize = 0;

int[] FitnessFinal = new int[POP];
Objectives obj = new Objectives();

for (int i = @; i < UnionPopulation.Length; i++)
obj.calcRLI(ref inputData, probParams, ref UnionPopulation[i]);

// for (int i = @; i < UnionPopulation.Length; i++)
// Console.WriteLine("{®} -- {1}", UnionPopulation[i].fit.makespan,
UnionPopulation[i].Algo);

Array.Sort(UnionPopulation,
delegate(CommonVars.adaptiveChromosome x, CommonVars.adaptiveChromosome y) { return
x.fit.makespan.CompareTo(y.fit.makespan); });
Array.Sort(Fitness);
//do
//{

// int minFit = Fitness.Min();
// int individual = Array.IndexOf(Fitness, minFit);

// CurrentPopulation[newPopSize] = new
CommonVars.adaptiveChromosome();

// CurrentPopulation[newPopSize].activityList = new
int[inputData.jobNum];

//

UnionPopulation[individual].activitylList.CopyTo(CurrentPopulation[newPopSize].activitylLis
t, 9);

// FitnessFinal[newPopSize] = Fitness[individual];

// CopyChromo(inputData, CurrentPopulation[newPopSize].activitylList,
ref CurrentPopulation[newPopSize], UnionPopulation[individuall]);

// Fitness[individual] = Fitness.Max();

// newPopSize++;

//} while (newPopSize < POP);
int individual = 0;
do
{
CurrentPopulation[newPopSize] = new CommonVars.adaptiveChromosome();
CurrentPopulation[newPopSize].activitylList = new
int[inputData.jobNum];

UnionPopulation[individual].activitylList.CopyTo(CurrentPopulation[newPopSize].activitylis
t, 9);
FitnessFinal[newPopSize] = Fitness[individual];



CopyChromo(inputData, CurrentPopulation[newPopSize].activityList, ref
CurrentPopulation[newPopSize], UnionPopulation[individuall]);

newPopSize++;

individual++;

} while (newPopSize < POP);
E_MO_RCPSP.OthersAlgos.RCPSP.SerialSGS_unscheduling schedule = new
OthersAlgos.RCPSP.SerialSGS_unscheduling();

//int min = FitnessFinal.Min();

//calc other objectives just to know...

) catch (Exception ex)

¢ Console.WriteLine(ex.Message);

}return CurrentPopulation;
gublic class SortByMakespan : IComparer<CommonVars.adaptiveChromosome>
{

public int Compare(CommonVars.adaptiveChromosome X,
CommonVars.adaptiveChromosome y)

{

}
}
public int[] CalcFitness(CommonVars.EmoData inputData, CommonVars.problemParams
probParams, ref CommonVars.adaptiveChromosome[] Population)

{

return x.fit.makespan.CompareTo(y.fit.makespan);

int[] Fitness = new int[Population.Length];
try
{
Functions.AuxiliaryFunctions AuxFuns = new AuxiliaryFunctions();
List<CommonVars.adaptiveChromosome> PSOPopulationList = new
List<CommonVars.adaptiveChromosome>();
List<CommonVars.adaptiveChromosome> GAPopulationList = new
List<CommonVars.adaptiveChromosome>();
for (int i = @; i < Population.Length; i++)
{
//calculate ES,LS mode specific therefore is executed after mode
assignment

//for (int g = @; q < inputData.jobNum; qg++)

// for (int j =0; j <
inputData.activities[q].relationships.Count(); j++)

// Console.WritelLine(q +"--"+
inputData.activities[q].relationships[j].ID +" -- "+
inputData.activities[q].relationships[j].lag[@].1lag);

AuxFuns.FloydWarshall(inputData, ref Population[i]);

switch (Population[i].Algo)
{

case O:

{



Fitness[i] = SA4Adaptive(inputData, probParams, ref

Population[i]);
break;
}
case 1: PSOPopulationList.Add(Population[i]);
break;
case 2: GAPopulationList.Add(Population[i]);
break;
case 3:
{
Fitness[i] = SA4Adaptive(inputData, probParams, ref
Population[i]);// TS
break;
}
default: Fitness[i] = -1;
break;

}

CommonVars.adaptiveChromosome[] PSOPopulation =
PSOPopulationList.ToArray();
CommonVars.adaptiveChromosome[] GAPopulation =
GAPopulationList.ToArray();
int[] PSOFitness = new int[PSOPopulation.Length];
if (PSOPopulation.Length >= 2)
PSOFitness = PSOAdaptive(ref PSOPopulation, inputData, probParams);
else
{
for (int count = @; count < PSOPopulation.Count(); count++)
PSOFitness[count] = SA4Adaptive(inputData, probParams, ref
PSOPopulation[count]);

int[] GAFitness = new int[GAPopulation.Length];
if (GAPopulation.Length >= 2)
GAFitness = GA4Adaptive(ref GAPopulation, inputData, probParams);
else
{
for (int count = @; count < GAPopulation.Count(); count++)
GAFitness[count] = SA4Adaptive(inputData, probParams, ref
GAPopulation[count]);
}
int PSOcount = 0;
int GAcount = 9;
for (int i = @; i < Population.Length; i++)
{
if (Population[i].Algo == 1)
{
Fitness[i] = PSOFitness[PSOcount];
Array.Copy(PSOPopulation[PSOcount].activityList,
Population[i].activityList, Population[i].activitylList.Length);
Population[i].fit = new CommonVars.Fitness();
Population[i].fit.makespan = Fitness[i];

PSOcount++;
}
if (Population[i].Algo == 2)
{

Fitness[i] = GAFitness[GAcount];



Array.Copy(GAPopulation[GAcount].activitylList,
Population[i].activitylList, Population[i].activityList.Length);

Array.Copy(GAPopulation[GAcount].modelList,
Population[i].modeList, Population[i].activityList.Length);

CopyChromo(inputData, GAPopulation[GAcount].activitylList, ref
Population[i], GAPopulation[GAcount]);

GAcount++;
}

}
}
catch (Exception ex)
{

Console.WriteLine(ex.Message);
}

return Fitness;

}

#region SA 4 Adaptive

public int SA4Adaptive(CommonVars.EmoData inputData, CommonVars.problemParams
probParams, ref CommonVars.adaptiveChromosome chromo)
{
int Fitness_xbest = -1;
try
{
Console.WriteLine("SA");
int jobNum = inputData.jobNum;
Functions.AuxiliaryFunctions AuxFuns = new
Functions.AuxiliaryFunctions();

#region setup parameters

int Neighborhoods = probParams.SAparams.Neighborhoods;
int Chains = probParams.SAparams.Chains;

int Steps = probParams.SAparams.Steps;

int N@ = probParams.SAparams.No;

int h = probParams.SAparams.h;

double TOmax = probParams.SAparams.TOmax;

double a = probParams.SAparams.a;

#endregion

#region step 1: compute cp finish time
int CP_FinishTime = inputData.activities[jobNum - 1].LS;

//help print
// Console.WriteLine("CP Finish Time: " + CP_FinishTime);
#endregion

#region step3 and 4 initialize variables - set best and current solutions

int[] actList = new int[chromo.activitylList.Length];

Array.Copy(chromo.activityList, actList, chromo.activitylList.Length);

CommonVars.adaptiveChromosome actListChromo = new
CommonVars.adaptiveChromosome();

CopyChromo(inputData, actList, ref actListChromo, chromo);



actListChromo);

SerialSGS_unscheduling schedule = new SerialSGS_unscheduling();
int FinishTimeSerial = schedule.serialSGSu(inputData, probParams, ref

int[] xbest = new int[jobNum];
Array.Copy(actList, xbest, jobNum);
CommonVars.adaptiveChromosome xbestChromo = new

CommonVars.adaptiveChromosome();

CopyChromo(inputData, xbest, ref xbestChromo, actListChromo);
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int[] xcurrent = new int[jobNum];

Array.Copy(actList, xcurrent, jobNum);
CommonVars.adaptiveChromosome xcurrentChromo = new

CommonVars.adaptiveChromosome();

solutions

CopyChromo(inputData, xcurrent, ref xcurrentChromo, actListChromo);
Fitness_xbest = FinishTimeSerial; //fitness of initial chromo

int Fitness_xcurrent = FinishTimeSerial; //fitness of initial chromo

#endregion

#region step 6 ...main component
int Ntotal = 0;
for (int i = @; i < Chains; i++)
{
//help print
//Console.WriteLine("Chain: " + 1i);
//proposed value of param ToMax
TOmax = 0.2 * Fitness_xcurrent;
double T = TOmax;
int Ns = Ne;
// int Ntot=0;
for (int j = ©; j < Steps; j++)
{
//Console.WriteLine("Step: " + j);
Ns = Ns * (1 + h * j); //h*s where s the step in the algo
//Ntot += Ns; // dont look for more than Neighborhoods total

if (Ntotal < Neighborhoods) //stopping criterion max number of

generated neighborhoods

actListChromo);

{
for (int k = @; k < Ns; k++)
{
Ntotal++;
//Console.WriteLine("Neighborhood: " + k);
//generate neighborhood of x0

AuxFuns.GenerateNeighborhood(inputData, ref

//help print
//for (int m = ©; m < jobNum; m++)
// Console.WriteLine((actList[m]));



probParams, ref actListChromo);

current

actListChromo);

//Console.WriteLine("");
//calculate fitness of generated act List

int Fitness_xnew = schedule.serialSGSu(inputData,
//help print

//Console.WriteLine("Finish time: + Fitness_xnew);
//calculate D= fitness of new solution - fitness of

int D = Fitness_xnew - Fitness_xcurrent;

if (D < @)

{
Array.Copy(actList, xcurrent, jobNum);
CopyChromo(inputData, xcurrent, ref xcurrentChromo,

Fitness_xcurrent = Fitness_xnew;

if (Fitness_xnew < Fitness_xbest)

{
Array.Copy(actList, xbest, jobNum);
CopyChromo(inputData, xbest, ref xbestChromo,
actListChromo);
Fitness_xbest = Fitness_xnew;
if (Fitness_xbest == CP_FinishTime)
break;
}
}
else
{
double P = Math.Pow(Math.E, -D / T);
double Xrandom = GlobalVars.rand.NextDouble();
//help print
//Console.WriteLine("Value of P: " + P + " Value of
Xrandom: " + Xrandom);
if (P > Xrandom)
{
Array.Copy(actList, xcurrent, jobNum);
CopyChromo(inputData, xcurrent, ref
xcurrentChromo, actListChromo);
Fitness_xcurrent = Fitness_xnew;
}
}
}
}
T=a*T,;
}
}
#endregion

#region step 7 explore neighborhood of x best
// Console.WriteLine("Exploring neighborhood of currently best

solution");



actListChromo);

actListChromo);

}

int Naverage = 10;
Array.Copy(xbest, actList, jobNum);
CopyChromo(inputData, actlList, ref actListChromo, xbestChromo);

Array.Copy(actList, xcurrent, jobNum);
CopyChromo(inputData, xcurrent, ref xcurrentChromo, actListChromo);

Fitness_xcurrent = Fitness_xbest;

for (int k = ©; k < Naverage; k++)

{

// Console.WriteLine("Neighborhood: " + k);
//generate neighborhood of x0

AuxFuns.GenerateNeighborhood(inputData, ref actListChromo);
//help print

//for (int m = @; m < jobNum; m++)

// Console.WriteLine((activityList[m]));
//Console.WriteLine("");

//calculate fitness of generated act List

int Fitness_xnew = schedule.serialSGSu(inputData, probParams, ref

//help print

//Console.WriteLine("Finish time: + Fitness_xnew);
//calculate D= fitness of new solution - fitness of current
int D = Fitness_xnew - Fitness_xcurrent;

if (D < 9)

{

Array.Copy(actList, xcurrent, jobNum);
CopyChromo(inputData, xcurrent, ref xcurrentChromo,

Fitness_xcurrent = Fitness_xnew;

if (Fitness_xnew < Fitness_xbest)

{
Array.Copy(actList, xbest, jobNum);
CopyChromo(inputData, xbest, ref xbestChromo, actListChromo);
Fitness_xbest = Fitness_xnew;
if (Fitness_xbest == CP_FinishTime)
break;
}

catch (Exception ex)

{
}

Console.WriteLine(ex.Message);

//help print
//Console.WriteLine("Best Solution");
//for (int j = @; j < JjobNum; j++)

/7

Console.WriteLine((xbest[j]));

//Console.WriteLine("");



// Console.WriteLine("Finish time: + Fitness_xbest);
chromo.fit = new CommonVars.Fitness();
chromo.fit.makespan = Fitness_xbest;
return Fitness_xbest;
#endregion
}
//copy all data from chromo except actList that is given using the xbest array
public void CopyChromo(CommonVars.EmoData inputData, int[] xbest, ref
CommonVars.adaptiveChromosome xbestChromo, CommonVars.adaptiveChromosome chromo)
{
try
{
xbestChromo.activitylList = new int[inputData.jobNum];
Array.Copy(xbest, xbestChromo.activitylist, xbest.Length);

xbestChromo.modelList = new int[chromo.modelList.Length];
Array.Copy(chromo.modeList, xbestChromo.modelList,
chromo.modelList.Length);

xbestChromo.Algo = chromo.Algo;
xbestChromo.SGS = chromo.SGS;

xbestChromo.SGSstat = new CommonVars.SGSstatus();
xbestChromo.SGSstat.uStep = chromo.SGSstat.uStep;

xbestChromo.SGSstat.startTimes = new int[inputData.jobNum];
if (chromo.SGSstat.startTimes != null)
Array.Copy(chromo.SGSstat.startTimes, xbestChromo.SGSstat.startTimes,
chromo.SGSstat.startTimes.Length);

xbestChromo.SGSstat.finishTimes = new int[inputData.jobNum];
if (chromo.SGSstat.finishTimes != null)
Array.Copy(chromo.SGSstat.finishTimes,
xbestChromo.SGSstat.finishTimes, chromo.SGSstat.finishTimes.Length);
if (chromo.SGSstat.scheduledSet != null)
{
List<int> scheduledSet = new List<int>(chromo.SGSstat.scheduledSet);
xbestChromo.SGSstat.scheduledSet = scheduledSet;
¥
xbestChromo.SGSstat.resAvailDynamic = new
Commons .CommonVars.resourceAvail();
xbestChromo.SGSstat.resAvailDynamic.renResAvail = new
System.Collections.Generic.List<Commons.CommonVars.resource>();

if (chromo.SGSstat.resAvailDynamic != null)

if (chromo.SGSstat.resAvailDynamic.renResAvail != null)
foreach (Commons.CommonVars.resource res in
chromo.SGSstat.resAvailDynamic.renResAvail)
{
Commons.CommonVars.resource copyres = new
Commons .CommonVars.resource();
copyres.resID = res.resID;
copyres.resCalMatrix = new int[res.resCalMatrix.Length];
if (res.resCalMatrix != null)
Array.Copy(res.resCalMatrix, copyres.resCalMatrix,
res.resCalMatrix.Length);
xbestChromo.SGSstat.resAvailDynamic.renResAvail.Add(copyres);



}

xbestChromo.SGSstat.resAvailDynamic.nonrenResAvail = new
System.Collections.Generic.List<Commons.CommonVars.resource>();
if (chromo.SGSstat.resAvailDynamic.nonrenResAvail != null)
foreach (Commons.CommonVars.resource res in
chromo.SGSstat.resAvailDynamic.nonrenResAvail)
{
Commons .CommonVars.resource copyres = new
Commons .CommonVars.resource();
copyres.resID = res.resID;
copyres.resCalMatrix = new int[res.resCalMatrix.Length];
Array.Copy(res.resCalMatrix, copyres.resCalMatrix,
res.resCalMatrix.Length);

xbestChromo.SGSstat.resAvailDynamic.nonrenResAvail.Add(copyres);
}
xbestChromo.SGSstat.resAvailDynamic.dbResAvail = new
System.Collections.Generic.List<Commons.CommonVars.resource>();
if (chromo.SGSstat.resAvailDynamic.dbResAvail != null)
foreach (Commons.CommonVars.resource res in
chromo.SGSstat.resAvailDynamic.dbResAvail)
{
Commons .CommonVars.resource copyres = new
Commons .CommonVars.resource();
copyres.resID = res.resID;
copyres.resCalMatrix = new int[res.resCalMatrix.Length];
if (res.resCalMatrix != null)
Array.Copy(res.resCalMatrix, copyres.resCalMatrix,
res.resCalMatrix.Length);
xbestChromo.SGSstat.resAvailDynamic.dbResAvail.Add(copyres);
}
}

xbestChromo.SGSstat.ES = new int[inputData.jobNum];
if (chromo.SGSstat.ES != null)
Array.Copy(chromo.SGSstat.ES, xbestChromo.SGSstat.ES,
chromo.SGSstat.ES.Length);
xbestChromo.SGSstat.LS = new int[inputData.jobNum];
if (chromo.SGSstat.LS != null)
Array.Copy(chromo.SGSstat.LS, xbestChromo.SGSstat.LS,
chromo.SGSstat.LS.Length);

if (chromo.SGSstat.strongPredsSet != null)
{
System.Collections.Generic.List<List<int>> strongPreds = new
List<List<int>>(chromo.SGSstat.strongPredsSet);
xbestChromo.SGSstat.strongPredsSet = strongPreds;
}

if (chromo.SGSstat.strongSucsSet != null)
{

System.Collections.Generic.List<List<int>> strongSucs = new
List<List<int>>(chromo.SGSstat.strongSucsSet);
xbestChromo.SGSstat.strongSucsSet = strongSucs;

}

xbestChromo.SGSstat.jSelected = chromo.SGSstat.jSelected;



xbestChromo.SGSstat.tSelected = chromo.SGSstat.tSelected;

xbestChromo.SGSstat.initialDistanceMatrix = new int[inputData.jobNum,
inputData.jobNum];
if (chromo.SGSstat.initialDistanceMatrix != null)
Array.Copy(chromo.SGSstat.initialDistanceMatrix,
xbestChromo.SGSstat.initialDistanceMatrix, chromo.SGSstat.initialDistanceMatrix.Length);

xbestChromo.SGSstat.distanceMatrix = new int[inputData.jobNum,
inputData.jobNum];
if (chromo.SGSstat.distanceMatrix != null)
Array.Copy(chromo.SGSstat.distanceMatrix,
xbestChromo.SGSstat.distanceMatrix, chromo.SGSstat.distanceMatrix.Length);

//added for fitnes
xbestChromo.fit = new CommonVars.Fitness();
if (chromo.fit != null)

{
xbestChromo.fit.rank = chromo.fit.rank;
xbestChromo.fit.makespan = chromo.fit.makespan;
xbestChromo.fit.RLI = chromo.fit.RLI;
xbestChromo.fit.Cost = chromo.fit.Cost;
xbestChromo.fit.Robustness = chromo.fit.Robustness;
¥
}
catch (Exception ex)
{
Console.WriteLine(ex.Message);
}
¥
#endregion

#region PSO 4 Adaptive
private int[] PSOAdaptive(ref CommonVars.adaptiveChromosome[] PSO_Swarm,
CommonVars.EmoData inputData, CommonVars.problemParams probParams)

{
Console.WriteLine("PSO");

int jobNum = PSO_Swarm[@].activitylList.Length;
SerialSGS_unscheduling schedule = new SerialSGS_unscheduling();
Functions.AuxiliaryFunctions AuxFuns = new Functions.AuxiliaryFunctions();

#region parameters

double[][] bestOfparticle = new double[PSO_Swarm.Length][]; //Swarm Size
Lines x JobNum cols

double[] bestOfswarm = new double[jobNum]; // the best chromo converted to
double in [0,1]

int[] FitnessSwarm = new int[PSO_Swarm.Length];
double weight = probParams.PSOparams.weight;
double c1 = probParams.PSOparams.cl;

double c2 = probParams.PSOparams.c2;

double rl1 = -1;//random value uniformely drawn from [0,1] --> already uniform
in C# Random
double r2 = -1; //random value uniformely drawn from [0,1]



double[][] velocity = new double[PSO_Swarm.Length][];

double[][] x = new double[PSO_Swarm.Length][]; //particles corresponding to
initial chromos

int[] FitBestOfParticle = new int[PSO_Swarm.Length];

int FitBestOfSwarm = -1;

BestOfPSO_InitialValues( PSO_Swarm, ref bestOfparticle, ref bestOfswarm, ref
FitBestOfParticle, ref FitBestOfSwarm, inputData, probParams);

//initialize particles with current chromos converted to particles by
normalization
for (int i = @; i < PSO_Swarm.Length; i++)
{
x[1i] = new double[jobNum];
Array.Copy(bestOfparticle[i], x[i], jobNum);
}
//initialize velocity to ???
for (int i = ©; i < PSO_Swarm.Length; i++)

{
velocity[i] = new double[jobNum];
for (int j = ©; j < jobNum; j++)
velocity[i][j] = GlobalVars.rand.NextDouble();
}
#endregion

#region PSO repetitive process
int GlobalCount = 0;

int TotalCount = 0;

do

{
for (int part = @; part < PSO_Swarm.Length; part++)

{
int[] actList = PSO_Swarm[part].activitylist;
// velocity=w * vi + c1 = U(® , 1) * (pi - xi) + c2 x U(® , 1) * (g -
xi) where pi is the best previous position of the particle and g is the best found
position within the swarm so far
for (int i = @; i < jobNum; i++)
{
rl
r2

GlobalVars.rand.NextDouble();
GlobalVars.rand.NextDouble();

velocity[part][i] = weight * velocity[part][i] + c1 * rl *
(bestOfparticle[part][i] - x[part][i]) + c2 * r2 * (bestOfswarm[i] - x[part][i]);
x[part][i] = x[part][i] + velocity[part][i];

#region mapping

//x vector is ordered and KEYS are ordered accordingly this way we
get the new actlList

int[] chromoList = new int[jobNum];

double[] xTemp = new double[jobNum];

Array.Copy(x[part], xTemp, jobNum);

for (int i = ©; i < jobNum; i++)
chromoList[i] = i;

Array.Sort(xTemp, chromolList);



int temp = chromoList[@];

int pos = Array.IndexOf(chromoList, 0);
chromoList[pos] = temp;

chromoList[@] = ©;

temp = chromoList[jobNum - 1];

pos = Array.IndexOf(chromoList, jobNum - 1);
chromoList[pos] = temp;

chromoList[jobNum - 1] = jobNum - 1; ;
//addition for modes

//send back updated chromo

Array.Copy(chromoList, PSO_Swarm[part].activitylList, jobNum);

CopyChromo(inputData, PSO_Swarm[part].activityList, ref
PSO_Swarm[part], PSO_Swarm[part]);

//addition for modes

//calculate fitness
int Fitness_xnew = schedule.serialSGSu(inputData, probParams, ref
PSO_Swarm[part]);

//update Local Best
if (FitBestOfParticle[part] > Fitness_xnew)

{
Array.Copy(x[part], bestOfparticle[part], jobNum);

FitBestOfParticle[part] = Fitness_xnew;

}

//update Global Best

if (FitBestOfSwarm > Fitness_xnew)

{
Array.Copy(x[part], bestOfswarm, jobNum);
FitBestOfSwarm = Fitness_xnew;

else GlobalCount++;

}

TotalCount++;
#endregion
#endregion
} while (GlobalCount < 100 * PSO_Swarm.Length && TotalCount < 10090);

//help print
// Console.WritelLine("Best of Swarm:{@}", FitBestOfSwarm);
return (FitBestOfParticle);

}

public void BestOfPSO_InitialValues( CommonVars.adaptiveChromosome[] PSO_Swarm,
ref double[][] BestOfParticle,ref double[] BestOfSwarm, ref int[] FitBestOfParticle, ref
int FitBestOfSwarm, CommonVars.EmoData inputData, CommonVars.problemParams probParams)
{
int jobNum = PSO_Swarm[@].activitylList.Length;
SerialSGS_unscheduling schedule = new SerialSGS_unscheduling();
Functions.AuxiliaryFunctions AuxFuns = new Functions.AuxiliaryFunctions();

for (int i = ©; i < PSO_Swarm.Length; i++) //for each particle



int[] chromo = new int[jobNum];

chromo = PSO_Swarm[i].activitylist;

CommonVars.adaptiveChromosome actListChromo = new
CommonVars.adaptiveChromosome();

CopyChromo(inputData, chromo, ref actListChromo, PSO_Swarm[i]);

//mapping to particle
BestOfParticle[i] = new double[jobNum];
for (int j = ©; j < jobNum; j++) //convert chromo to particle by
normalizing in [0,1]
BestOfParticle[i][j] = Convert.ToDouble(chromo[j]) /
Convert.ToDouble((jobNum - 1));

FitBestOfParticle[i] = schedule.serialSGSu(inputData, probParams, ref
actListChromo);

if (i == 0)

{
FitBestOfSwarm = FitBestOfParticle[i];
Array.Copy(BestOfParticle[i], BestOfSwarm, jobNum);

}

if (FitBestOfParticle[i] <= FitBestOfSwarm)

{
Array.Copy(BestOfParticle[i], BestOfSwarm, jobNum);
FitBestOfSwarm = FitBestOfParticle[i];

}

}

#endregion 4 Adaptive

#region GA 4 Adaptive

private int[] GA4Adaptive(ref CommonVars.adaptiveChromosome]]
GAPopulation,CommonVars.EmoData inputData, CommonVars.problemParams probParams)

{ Console.WriteLine("GA");
int[] Fitness = new int[GAPopulation.Length];
Fitness = ActList_M GA(ref GAPopulation, inputData, probParams);
return (Fitness);

}

private int[] ActList_M_GA(ref CommonVars.adaptiveChromosome[] GAPopulation,
CommonVars.EmoData inputData, CommonVars.problemParams probParams)
{
int POP = 0;
if (GAPopulation.Length % 2 == @)
POP = GAPopulation.Length;
else POP = GAPopulation.Length - 1;
probParams.sGAparams.POP = POP;
int numOfRepetitions = probParams.sGAparams.numOfRepetitions;

Functions.AuxiliaryFunctions AuxFuns = new Functions.AuxiliaryFunctions();



SerialSGS_unscheduling schedule = new SerialSGS_unscheduling();

int[] Fitness = new int[GAPopulation.Length];
try
{

// Console.WriteLine("GA");
for (int repetitions = ©; repetitions < numOfRepetitions; repetitions++)

{
CommonVars.adaptiveChromosome[] InPopulation = new
CommonVars.adaptiveChromosome[GAPopulation.Length];
Array.Copy(GAPopulation, InPopulation, GAPopulation.Length);

//calculate fitness

int i = 0;
for (int pop = @; pop < GAPopulation.Length; pop++)
{
Fitness[i] = schedule.serialSGSu(inputData, probParams, ref
GAPopulation[pop]);
i++;
}
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int NumOfGenerations = 0;

int generMin = 0;

int jobNum = inputData.jobNum;

while (NumOfGenerations < probParams.GEN)

{

NumOfGenerations++;

//Crossover

CommonVars.adaptiveChromosome[] ChildrenPopulation = new
CommonVars.adaptiveChromosome[POP];

ChildrenPopulation = AuxFuns.CrossoverM_act4Ad(InPopulation,
probParams, inputData);

//Mutation

ChildrenPopulation

AuxFuns.MutationM4Ad(ChildrenPopulation,
probParams, inputData);

//Fitness of children

int[] FitnessChildren = new int[probParams.sGAparams.POP];

int j = 0;

foreach (CommonVars.adaptiveChromosome chromo in
ChildrenPopulation)

{

if (ChildrenPopulation[j] != null)

{
FitnessChildren[j] = schedule.serialSGSu(inputData,

probParams, ref ChildrenPopulation[j]);

else FitnessChildren[j] = FitnessChildren.Max() + 1000;
J++;5

}

//Selection



CommonVars.adaptiveChromosome[] NewGeneration = new

CommonVars.adaptiveChromosome[POP];

int[] FitnessFinal = new int[POP];
AuxFuns.SelectionM(InPopulation, ChildrenPopulation, Fitness,

FitnessChildren, ref NewGeneration, ref FitnessFinal, probParams, inputData);

}
}

}

//Set new generation as current population and repeat

NewGeneration.CopyTo(InPopulation, 9);

NewGeneration.CopyTo(GAPopulation, 0);

if (GAPopulation.Length % 2 != 0)
GAPopulation[GAPopulation.Length - 1] = GAPopulation[@];

FitnessFinal.CopyTo(Fitness, 9);
//help step
int min = FitnessFinal.Min();

if (NumOfGenerations == 1) generMin = min;
if (generMin > min) generMin = min;

int minSchDuration = generMin;
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catch (Exception ex)

{

Console.WriteLine(ex.Message);

}

return (Fitness);

}

#endregion



class Pareto

{
public CommonVars.adaptiveChromosome[] ParetoGA(CommonVars.EmoData inputData,
CommonVars.problemParams probParams, CommonVars.adaptiveChromosome[] UnionPopulation)

{

Functions.AuxiliaryFunctions AuxFuns = new AuxiliaryFunctions();

E_MO_RCPSP.OthersAlgos.RCPSP.SerialSGS_unscheduling schedule = new
OthersAlgos.RCPSP.SerialSGS_unscheduling();

E_MO_RCPSP.OurAlgos.SingleObjectiveGA single = new SingleObjectiveGA();

Objectives obj = new Objectives();

NodDominatedSort nonDomSort =new NodDominatedSort();

CommonVars.adaptiveChromosome[] CurrentPopulation = new
CommonVars.adaptiveChromosome[probParams.POP];

int K = probParams.objectives.Count();

//CALCULATE FITNESS VECTOR
for (int i = @; i < UnionPopulation.Length; i++)
{
CommonVars.adaptiveChromosome tempChromo = new
CommonVars.adaptiveChromosome();
tempChromo = UnionPopulation[i];
obj.calcRLI(ref inputData, probParams, ref tempChromo);
UnionPopulation[i] = tempChromo;
//add the rest of the objectives calculations HERE

}

//NON DOMINATED SORT

List<CommonVars.adaptiveChromosome>[ ]
tempDomLevel=nonDomSort.calcNonDominatedSort(inputData, probParams, ref UnionPopulation);

List<CommonVars.adaptiveChromosome>[] DomLevel = new
List<CommonVars.adaptiveChromosome>[tempDomLevel.Length];

Array.Copy(tempDomLevel, DomLevel, tempDomLevel.LlLength);

int emptySlots = CurrentPopulation.Length;
int cur = 0;

int dom = 0;

do

{

for (int k = @ + cur; k < cur + DomLevel[dom].Count; k++)

{

CurrentPopulation[k] = new CommonVars.adaptiveChromosome();

CurrentPopulation[k].activityList = new int[DomLevel[dom][k -
cur].activitylList.Length];

Array.Copy(DomLevel[dom][k - cur].activityList,
CurrentPopulation[k].activityList, DomLevel[dom][k - cur].activityList.Length);

single.CopyChromo(inputData, CurrentPopulation[k].activityList,
ref CurrentPopulation[k], DomLevel[dom][k - cur]);

cur += DomLevel[dom].Count;
emptySlots -= DomLevel[dom].Count;

dom++;



} while (DomLevel[dom].Count <= emptySlots && dom<DomLevel.LlLength) ;

//CLOSENESS
//get the domination level that didnt fit in Current Population and sort it
using Closeness function then add it to current population
if (emptySlots > @)
{
CommonVars.adaptiveChromosome[] BigCurPopulation = new
CommonVars.adaptiveChromosome[DomLevel[dom].Count];
for (int k = @; k < DomLevel[dom].Count; k++)
{
BigCurPopulation[k] = new CommonVars.adaptiveChromosome();
BigCurPopulation[k].activitylList = new
int[DomLevel[dom][k].activitylList.Length];
Array.Copy(DomLevel[dom][k].activityList,
BigCurPopulation[k].activitylList, DomLevel[dom][k].activityList.Length);
single.CopyChromo(inputData, BigCurPopulation[k].activityList, ref
BigCurPopulation[k], DomLevel[dom][k]);
}
CommonVars.adaptiveChromosome[] toBeAddedPop =
nonDomSort.SortByCloseness(BigCurPopulation, probParams, emptySlots);

for (int k = @; k < emptySlots; k++)
{

CurrentPopulation[k + cur] = new CommonVars.adaptiveChromosome();

CurrentPopulation[k + cur].activitylList = new
int[toBeAddedPop[k].activitylList.Length];

Array.Copy(toBeAddedPop[k].activityList, CurrentPopulation[k +
cur].activitylist, toBeAddedPop[k].activitylList.Length);

single.CopyChromo(inputData, CurrentPopulation[k + cur].activitylList,
ref CurrentPopulation[k + cur], toBeAddedPop[k]);

}
}
return CurrentPopulation;
}
public class SortByRank : IComparer<CommonVars.adaptiveChromosome>
{

public int Compare(CommonVars.adaptiveChromosome Xx,
CommonVars.adaptiveChromosome y)

{
}

return x.fit.rank.CompareTo(y.fit.rank);






Appendix C

Ms Project 2013 — Add In for Multi-Objective Resource
Constrained Project Scheduling
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Fig. C.2 Import text files formatted as in PSPLib to run experiments
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Fig. C.5 Select execution algorithm to generate solutions - schedules
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Fig. C.6 Set up parameters for the genetic algorithm (auxiliary algorithm)
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Fig. C.7 Set up parameters for the simulated annealing algorithm (auxiliary algorithm)
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Fig. C.11 Duration of proposed scheduled compared to the results of MS Project’s levelling option



Glossary

Feasible Schedule A schedule that satisfies all the given constraints, like precedence rela-
tionships and resource availabilities.

Regular Objective The objective functions is monotone non-decreasing
Non regular Objective Theobjective functions is not monotone non-decreasing.

Schedule Generation Scheme (SGS) Constructive heuristics consisting of two major com-
ponents, the scheduling scheme and the priority rule. The scheduling scheme determines the
way in which a feasible schedule is constructed by assigning starting times to the different
activities.

Serial Schedule Generation Scheme (s-SGS) A SGS that sequentially adds activities to the
schedule until a feasible complete schedule is obtained. In each iteration, the next activity in
the priority list is chosen and for that activity the first possible starting time is assigned such
that no precedence or resource constraint is violated.

Parallel Schedule Generation Scheme (p-SGS) The parallel scheduling scheme iterates
over the different decision points at which activities can be added to the schedule, thus it does
time incrementation. These decision points correspond with the completion times of already
scheduled activities and thus at most n decision points need to be considered in the parallel
scheduling scheme. At each decision point, the unscheduled activities whose predecessors
have completed are considered in the order of the priority list and are scheduled on the
condition that no resource conflict originates at that time instant.

Baseline schedule The baseline schedule specifies for each activity the precedence and re-
source feasible start and completion dates, the amounts of the various resource types that will
be needed during each time period and as a result the corresponding budget required for the
execution of the project. It is a snapshot of how the project should be executed.

Proactive schedule It is a baseline schedule developed before starting the project’s execu-
tion. It is also called preschedule, predictive schedule, etc.

Reactive schedule Reactive scheduling is about the revision and re-optimisation of the base-
line schedule after one or more unexpected events have occurred. The goal is generate a new
optimal schedule that will be as close as possible to the baseline.

Semi-active schedule Feasible schedules obtained by sequencing activities as early as pos-
sible. In a semi-active schedule no activity can be started earlier without altering the prece-
dences.
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Glossary

Active schedule Feasible schedules in which no activity could be started earlier without
delaying some other activity or breaking a precedence constraint.

Non-delay schedules Feasible schedules in which no resource is kept idle when it could
start processing some activity.

Makespan The project’s duration calculated as the finish time of the dummy sink activity
that represents the project’s finish.

Preemption Activity splitting, implies that the processing of an activity may be interrupted
and resumed at a later time (preempt-resume). are available on a period-by-period basis.
Only the total amount of resource used within each period is constrained.

Nonrenewable resources are available on a total project basis, with a limited consumption
availability for the entire project.

Doubly-constrained resources are constrained per period as well as for the whole project.

Partially (non)renewable resources are resources whose availability is defined for a spe-
cific time interval (subset of periods). It is a generalisation of the above resource types and
can be used to define both renewable and non renewable resources using a single resource

type.

Minimal and maximal lags Minimal time lags in a F'S relation introduce a time period
t between the finish time of activity i and the start time of activity j. Allowing negative
minimal time lags implies that the corresponding activities may overlap. Similarly maximal
time lags in a F'S relation, introduce a maximum time period ¢ between the finish time of
activity 7 and the starting time of activity j. A release date is a minimal finish to start time
lag between the dummy source and the under question activity j and a deadline is a maximal
finish to finish time lag between the dummy source activity and activity j.



